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Abstract

In this paper, we present a new fractional Tikhonov regularization method for solving
an inverse problem for a time-fractional diffusion equation which is highly ill-posed
in the two-dimensional setting. Fractional Tikhonov regularization method not only
retains the advantage of classical Tikhonov method, but also overcomes the effect of
over-smoothing of classical Tikhonov method. We give the selection of regularization
parameters of the new method and the corresponding error estimation. Furthermore,
numerical results show that the fractional Tikhonov method outperforms the classical
one.

Keywords Inverse problems - Time-fractional diffusion equation - Fractional
Tikhonov method - Error estimation
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1 Introduction

The research on fractional calculus and its related problems has been conducted
extensively in the community of engineering and mathematics. These fields include
mechanical engineering, viscoelasticity, Lévy motion , electron transport , dissipation,
heat conduction and high-frequency financial data [1-8]. It is very interesting to us that
fractional differential equations can be used to model some anomalous diffusion phe-
nomena in engineering, physics, chemistry and other fields of science [9—12]. Many
experiments show that, in the process of modeling real physical phenomena, fractional
calculus sometimes provides more accurate simulation than traditional calculus with
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classical derivatives. The forward problem of fractional differential equation is well
investigated in recent years.

However, sometimes the inverse problem of fractional differential equation is
inevitable in the field of engineering. It is well known that many kinds of inverse
problems are ill-posed in the sense that a small error in the input data may cause an
enormous perturbation in the solution. Therefore, some regularization methods are
needed, i.e., find a stable approximation solution to the exact solution. In this paper,
we focus on a fractional inverse heat conduction problem (IHCP) in two-dimensional
space, which is severely ill-posed. For one-dimensional classical IHCP, in [13,14],
Berntsson and Eldén proposed a Fourier method. For one-dimensional fractional-
order IHCP, many authors have used different methods to study the related problems.
Cheng [15] proved the uniqueness of an inverse problem for one-dimensional fractional
diffusion equation by the Gelfand—Levitan theory. In [16], Zheng and Wei proved an
error estimate by a regularization method for a Cauchy problem of the time-fractional
advection—dispersion equation. Bondarenko, Ivaschenko [17] and Murio [18] investi-
gated some numerical methods. In [19], Qian gave an optimal regularization method
with the time-fractional-order o = % In [20], Cheng and Fu used an iterative-type
regularization method to solve a time-fractional inverse diffusion problem. However,
two-dimensional fractional inverse heat conduction problem is more difficult than
one-dimensional case.

To the authors’ knowledge, the study on the inverse heat conduction problem in
two-dimensional space is very few. In [21], Xiong devised a regularization solution to
the two-dimensional fractional inverse heat conduction problem by using static and
dynamic Fourier methods and proved the corresponding error estimate. In this paper,
we will use a new fractional Tikhonov method [22] to approximate the problem. This
fractional Tikhonov method was proposed by Li and Xiong when they considered a
heat conduction problem backward in time. We extend this method to deal with the
current problem.

Generally, the solution of classical Tikhonov method over-smooths and cannot
recover the characteristics (e.g., the jump of the solution) of exact solutions well.
Therefore, some fractional Tikhonov methods are introduced. The fractional Tikhonov
methods have been well studied for the ill-posed operator equation with a compact
forward operator [23-25]. Some weighted and iterative versions are also studied by
Gerth [26] and Bianchi [27], respectively. Recently, Qian applied a fractional Tikhonov
method to solving a Cauchy problem of the Helmholtz equation [28].

However, the theoretical results on the fractional Tikhonov methods in the literature
only gave the error estimates under the a priori regularization parameter choice rules.
In this study, we will prove the corresponding error estimates under both of the choice
rules of priori and posteriori regularization parameters.

This paper is organized as follows: In Sect. 2, we give an analysis on the ill-
posedness of the 2-D FIHCP. The regularized solution by fractional Tikhonov method,
moreover, an order-optimal error estimate, is proved for the a priori parameter choice
rule. The a posteriori parameter choice rule is investigated in Sect. 4, which also leads
to a Holder-type error estimate. The numerical verification is demonstrated in Sect. 5
in which an example is presented for testing the validity of the proposed fractional
Tikhonov regularization method.
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2 Mathematical Formulation

In some engineering problems, it is often necessary to estimate the surface temperature
or heat flux in a body from a measured temperature history at a fixed location inside
a body, which is called inverse heat conduction problem. In this paper, we consider
an inverse heat conduction problem for a fractional-order diffusion equation in the
two-dimensional (2-D) case [21]

oDfu(x,y, 1) —uxx(x,y,1) —uyy(x,y,0) =0,0<x <1,y>0,>0,0 <a <1,

u(l, y, 1) =gy, 1), y=>0,t>0,
u(x,y,0) =0, x>0,y>0,
u(x,0,1) =0, x>0,r>0,
uy(x,0,1) =0, x>0,1t>0,
u(x,y,t)|x—o0 bounded, y>0,r>0,

2.1
where the time-fractional derivative o D u(x, y, t) is the Caputo fractional derivative
of order (0 < o < 1) defined by [29].

1 "u(x,y,s) ds
Diu(x,y,t) = ,0 1, 22
oDy u(x,y, 1) F(l—oz)/o s G5 <Y (2.2)
dulx,y,t
oD%u(x, y. 1) = %,a =1 2.3)

Since the order « of the derivative with respect to time in the heat equation can be
of arbitrary real order, the heat equation is called the fractional diffusion equation. For
a = 1, the equation becomes the classical diffusion equation. For 0 < o < 1, it is
called the ultraslow diffusion model [30].

In this paper, we extend all the functions to the whole plane —oo0 < t < 00, —00 <
y < 00 by setting the functions to be zero for t < O and y < 0. Let

fE = % / h / - FO, e " EFmMaydr, i =/—1 (24)

be the Fourier transform of the fungtion f(y, 1) € L3(R?), the corresponding inverse
Fourier transform of the function f (&, n) is given by

fO, )= % / h / h f&, metEyrMdedn. (2.5)

We apply the Fourier transform technique to problem (2.1) with respect to the variable
v, t and yield the following problem in frequency domain space:

Amia(x, &,1) — e (X, E,m) + E20(x,6,) =0, x > 0, e R, n e R,
a(l,&,m) = g&,n), £eR,neR, (2.6)
i(x, &, 1n)|x— oo bounded, EeR,nelR.
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We can easily get the solution of problem (2.6)

A(x, & ) = eITIVIDFE G e ), 2.7)
where ar ar
(in)® = |n|°‘<cos (7) + i sign(z) sin (7)) 2.8)
Let

w =/ + &2, 2.9

Throughout this paper, we denote the real part and imaginary part of w as follows:
a :=%Re(w); b:=Tm(w).

 can be written in complex number, i.e.,

w=a+bi, (2.10)
where
. e s () + (524 P cos (4F))+ (52 + 1P o (%))
y e s () + (524 P o (4F)) = (52 + 0P o (%))
2 |

The inverse Fourier transform on (2.7) yields

1 —
u(x,y,t) = E/Rzé(g’ )e 1=V (82 i Gy ge ). 2.11)

We want to seek the solution u(x, y, ¢) from the given data g(y, ¢). Physically, g(y, ?)
can only be measured, there should be measurement errors, and we would actually
have the noisy data function g°(y, 1) € L?(R?) which satisfies

18°C,) — g, Il < 8, (2.12)

where the constant § > 0 represents the noise level, | - || denotes the LZ-norm. In
order to obtain the error estimate, we impose the a priori bound on the exact solution
atx =0, i.e.,

w0, -, ) < E, (2.13)

where E > 0 is a constant.
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From (2.7) and the Parseval equality, we note that for a fixed 0 < x < 1, when
Re(w) — 00, |e!'=¢| is unbounded. Therefore, problem (2.1) is severely ill-posed
and the ill-posedness is caused by the high-frequency components of ¢! ¢ _ In the
following, we will solve problem (2.1) with the fractional Tikhonov regularization
method.

3 Fractional Tikhonov Method and Error Estimate

We consider fractional Tikhonov regularization method to solve the ill-posed problem
(2.1). From (2.7), we know

~ _ i) 2 A
a(x, &, ) = IOV 55 ).

We denote
Ax, &, 1) = 1OV I +EL (3.1)
A0, &) = eV (3.2)
We rewrite ii(x, &, n) as
u(x,&,n) =Ax,&ngE. n. (3.3)

Then, we construct the fractional Tikhonov regularization solution in the frequency
domain as

A(x, &, 1)
1+ ulA, &, m*

g&,m, =y=1 G4

0l (x. &) =

N =

u > 0 plays the role of regularization parameter. We call y the fractional parameter.
When y = 1, it is the classical Tikhonov method. When y = %, it is the quasi-
boundary regularization method. When % < y < 1, we interpret the method (3.4) as
an ‘interpolation’ between the classical Tikhonov method and quasi-boundary method.
It can prevent the effect of over-smoothing for the Tikhonov method [31].

In the following, we need an auxiliary lemma [32].

Lemma3.1 LetO <m <n, u > 0, then

esm m
sup ——— <y . 3.5
s>g 1+ pes™ — o G-)

Theorem 3.2 Assume the a priori bound (2.13) and noise assumption (2.12) hold, if
we select

)
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then we have the following error estimate for 0 < x < 1,
llu, (e, -, ) —ulx, -, )| < 28YE'E (3.7)
Proof By the triangle inequality and Parseval’s equality, we know
o, G, ) =, )l = (15, (x, - ) — dix, - )|

=188 (e, ) = (e, ) () — A, )|

< il e, o) = e ) e, ) — a9l

=L+ b.
(3.8)
Denote Iy = || (x, ) — du(x, - ), o = [ldu(x, -, ) — d(x, -, ). Firstly, we
need to estimate of /1 , with Lemma 3.1 we have
Ax, &, 1) . Ax, &, 1) .
n=|; 586 - 8|
+ nlAQ, &, n)|<Y 1+ ulA(, &, n)|=Y
A(-xv Ev 77) ) A
- &Em—gen)|
I TAIAQ.E 7 )
A 9 bl
Sssup‘ (x, &, 1) . ‘
I+ nlAO, &, )|
From (3.1) and (3.2), it yields
|ACx, & )| = 700, 3.9)
|A0, &, )| = €. (3.10)
So
A 9 9
hsasup‘ (x,&, 1) ; ‘
I+ ulA, &, n)|7
e(lfx)(aJrhi)
= Ssup‘ 1 +M€2ay
ea(l—x)
<dsup ——.
1 + pe2ay
According to Lemma 3.1, we get
1—x
L <u %34. (3.11)
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Now we estimate /, and use a priori bound (2.13); we obtain

I — H A(x, &, 1)
2T T Ao & PRy

- HA(x, E.mEE. M)

8 — A& |

WIAQ, &, m)|? H

1+ ulA(0, &, )|>

A(x, £, m)|A0, &, >~ ’
14 w|A, &, )%

§,u~Esup’

By (3.9), (3.10), we have

e(2y—x)a
hEu Bl o

Noting 2y — x > 0 and using Lemma 3.1, we have
b < Eu?. (3.12)
Combining (3.6), (3.11) and (3.12), we obtain

o, G, ) = ux, -, )| < 28 E'

4 The Discrepancy Principle and Error Estimate

In this section, we investigate the a posterior regularization parameter choice rule,
i.e., Morozov’s discrepancy principle, to choose the regularization parameter . The
most general a posteriori rule is the Morozov’s discrepancy principle [33]. Morozov’s
discrepancy principle for our case is to find  such that the following equation holds:

1 A A
H L+ A, & ) & m —g‘s(&n)H = 16. CAY

where % <y <1,t > lisaconstant, u > 0 is regularization parameter. According
to the following lemma, we know there exists a unique solution for Eq. (4.1) if 0 <

8 < 1&°].

Lif0 < 8 < ||18°| then

Lemmad. Let p(1) = | b 86 ) — 86 0)
the following hold:

(a) p(w) is a continuous function;

(b) limy,—0 p(n) = 0;

(©) limy 00 p() = [18° I 12R):

(d) p(w) is a strictly increasing function over (0, 00).
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Proof The proofs are straightforward by virtue of

eV (m+&% 2y
p(u) = H
1+ puleV (me+82 2y

(&, n)H-

O
Lemma 4.2 If u is the solution of Eq. (4.1), then we obtain the following inequality

1
H 1+ ulAQ, &, I

@Em—gemn| =@+ (42)

Proof Using the triangle inequality and Eq. (4.1), we get

|- +u|A<lo,s, S €~ 4, m|

1

- H 1+ ul A0, &, m)>
1

= H 1+ ulAQ©, &

FEm =& Em + 8 Em -6 0|

Pe.m-gen|+@En-sen]| =@+

O
Lemma 4.3 If u is the solution of Eq. (4.1), we have the following inequality:
2 E 43
y < . .
N Y; @3
Proof Due to (3.9), (3.10) and (4.1), we obtain
1A, & )P
w6 = | &€ |
1+ ulA, & n*
1lAQ,E I s . HAQE I .
<| @€ m- a6 +| &)
1+ u|A, &, | 1+ ulAQ, &, n)I>
1lAQ©, & )t X
<5+ A, & MIgE )|
1+ u|A, &, n)|?Y
e(2y—l)a
) ‘— .u-E
< +212113 Tt peval H
According to Lemma 3.1, we have
€
8 <6+ u¥eE. 4.4)
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So
—L E
o< — =
=T

O

Theorem 4.4 Suppose the a priori condition (2.13) and the noise assumption (2.12)
hold. The regularization parameter | is chosen by Morozov’s discrepancy principle
(4.1); then we have the following error estimate:

lul, Cx, o) = ux, - )l < BV, 4.5)

where ¢ = (ﬁ)l’x(r + 1",
Proof Denote
I'=uCx, ) —ul(x, ) (4.6)

Using Parseval’s equality and Lemmas 4.2, 4.3, we know

= u(x, ) —up (x, - )P = llddx, -, ) — ad (x, -, )17
Ax, & n)

1+ plA, &, m[>
1

1+ ulA0, &, >

N 1
- /R R VT

= A& mee.m - g ’”Hz

_ HA(x,s, m(&&m - g, ’”)Hz

@& n)[ agan

By the Holder inequality and (3.9), (3.10), we have

12 </ eZ(lfx)a
= s
=/ eZ(l—x)a
R2
e - ——
8,1 1+M€2ya
< (/ (e(l—x)u
R2
~ 1 ~S 2x % *
([ (e@m — e @n| ) azan
< / e2a
=\ |

A 1 5 2 x
X(fR 6. m - Tl € | dgdn)

= HA(O,S’U)((Q’(E’U) - g%an))HZ(lﬂO

A8 2
& (& deay

R 1
gé&,n— m

2(1—x)

R 1 8
gé.n)— mg &, '7))

8 2x
& m| dsan

. 1 " 2(1—x) ﬁd q (1-x)
8(§7ﬂ)—m8 (5,77)‘ ) § 7])

. 1 5 2 (I-x)
BE M ~ a8 €0 dédn>

1+ ulA0, &, >
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den|”

1
1+ ul A0, &, m|>

< (HA(O,S,U)é'(?ﬂ)(l - 1+M|A(g’§,n)|2y>H

A©. & 1) 210
|l aiaw e o @& € H) ((r+ Do)

1IA(, &, ) 2" A0, &, 1) 2= 2
E. . . 1
5( T Az ppr | TP 1+u|A(o,s,n>|2y‘ 8) (e +D3)

et 2(1—x) -
< (E + 1) sup m) . ((T + 1)8) . (47)

According to Lemma 3.1, we have

a 1
.. 48
1+ petve =1 (48

e
sup

Combining (4.6), (4.7), (4.8) and Lemma 4.3, we have

E 2(1—x) .
1% < (E +6- = 1)5) ((r + 1))

— ( T )2(1 (T + 1)2xE2(17x)52x'
T—1

So
8 T I=x X pl—xgox
e ) e, )l < (=) @+ DYE'S
T—1
Denote ¢ = ( )1 *(t 4+ 1)*, we have
Il (e, ) —ux, )l < cE'YS

This completes the proof of Theorem 4.4. O

Remark 4.5 1t is easy to see that the error estimates (3.7), (4.5) are not convergent for
the location at x = 0. If we add the following a priori condition

(O, -, ), < E,

where p > 0, E > 0, || - ||, denotes the norm of the Sobolev space H P(R2), then the
convergence rate is logarithmic. Please refer to [34,35].
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5 A Numerical Example

In this section, we show some numerical results reconstructed by the fractional
Tikhonov regularization method and compare it with the classical Tikhonov method.
Let us consider the direct problem with the exact input data f(y, 1):

U Uy —tyy =0, O0<x<l,y>0,1>0,
u(x,y,0)=0, x>0,y>0,

u(x,0,1) =0, x>0,1r>0, (5.1)
uy(x,0,1) =0, x>0,1r>0, ’

u©,y,t) = f(y, 1), y>0,t>0,
u(x,y,t)|x—o00 bounded, y > 0,1 > 0.

This problem is well-posed, and its solution at x = 1 can be given by

e 1) = u(l, y. 1) = — [ h / T fe e VIE i imggdy (5.2)

2 J_

In numerical tests, we give the data f(y, ¢) and sample at an equidistant grid [0, 1] x
[0, 1] with 100 x 100 grid points and then perform 2-dimensional discrete Fourier
transformation. We can get the data g(y, t) via 2-dimensional inverse discrete Fourier
transformation according to (5.2) and then generate the noisy data gs according to the
following equation

8s = & + &max * & - rand (size(g)), (5.3)

where § represents the error level of g, gmax 1S the maximum value of sampled data g.
Let RM S(g) denote the root-mean-square for a sampled function g(-, -):

1 n+1 n+1
RMS(g) = \/ FEaTD DD BN (5.4)

where n 4 1 is the total number of test points. Similarly, the root- mean-square
error (RMSE) can be defined for the computed data and exact data. The symbol
rand(size(-)) is a random number between [0, 1].

The regularized solutions were computed by the 2D discrete fast Fourier transform
(2D FFT) and 2D inverse discrete fast Fourier transform (2D IFFT) according to
formulas in Sect. 3. The regularization parameter u is chosen by (3.6) where E is
computed by (5.4) for the sampled f(y, ¢) at the grids.

An Example. Let Q = {(y,1)[0.1 <y <03, 0.1 <7 <03} J{(y.0|04 < y <
0.6, 04 <t < 0.6}U{(y,1]0.7 <y <0.9,0.7 <t < 0.9}. Let the following

non-smooth function
1,if (y,1) €

SO0 = {0, if else,

be the exact solution at x = 0.
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the input noisy data

\' W ‘
“ \«\\‘\\\\ :‘\

‘\‘3&\\ “\\\\\\ ‘\\

) r};/lf’;’/ [I (0 X 0
””,/[II/I /,\\ ”ﬂ R AN i
L \“\W’ I "““\\\\\\ o wp\{\*‘“&\‘%\‘& \\{R\‘h\‘&\‘ﬁu\t‘\\{““\\\\\\\\““ iy
al’ W(ﬂ” \“\:‘:\"““ﬁg‘“‘3\‘“‘3\@\\3\\3\\\‘(\ il e
o N s W i ‘
Illﬂl f/,%‘,)““ ‘ﬁ\\\\\\\ ‘|\\ il
il '1 ‘ \ \\

0 o

Fig. 1 Noisy input data gs(y, ) witha = 0.4

the exact solution at x=0.2

0.3

10.2

F 10.15

z”'a,};//};/,{'o}"\\‘

il
Wt "ll,'l/:l"

1
"”//, 1, ‘

)

0.2
0 o

Fig.2 Exact solution u(x, y, ) withae = 0.4, x = 0.2

In this example, we fix the parameters § = 1% and x = 0.2.

Figure 1 shows the noisy data gs(y, t) with § = 1%.

Figure 2 shows the result by Fourier method and Method 1 with § = 1%, « = 0.4.

Figure 3 shows the comparison between the fractional and classical Tikhonov regu-
larization methods. The result shows that the fractional Tikhonov method outperforms
the classical one. For different a-s and x-s, we find the same result.
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(@

classical Tikhonov approximation (b) fractional Tikhonov approximation

0.18

0.16

0.14

0.12

0.08

0.06

0.04

Fig.3 a The classical Tikhonov method (y = 1) with © = 1.36 1075 b the fractional Tikhonov method
(y = 1/2) with ;o = 3.66 % 1073
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