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Abstract The study proposes a novel, convenient and

dimensionless model of multi-criteria decision-making

(MCDM), hereby referred to as Grey Absolute Decision

Analysis (GADA) method. The foundation of the GADA

method rests upon the Absolute Grey Relational Analysis

(Absolute GRA) model and the system that the method

follows to produce GADA Indexes and GADA Weights.

The GADA Weights represent the relative weights of

decision alternatives under given criteria. The method can

handle both positive (“higher the better”) and negative

(“lower the better”) criteria simultaneously in its algorithm.

The method can deal with problems involving uncertainty

and incomplete data. Two practical cases have been pre-

sented in the study to demonstrate the feasibility of the

method. Furthermore, the GADA Weights obtained for the

cases show that these values are comparable to the relative

weights obtained through the traditional methods like AHP

and SAW thus signifying the feasibility of the method.

However, the conventional methods do not consider the

mutual association between the judgments of the members

of decision-making group (experts’ opinions), a weakness

that the proposed method overwhelms. Therefore, the

overall ranking obtained from the proposed method is

acceptable, especially under the uncertain environment

where the nature of mutual association between the judg-

ments is not precise. The key benefit of the method lies in

its adaptability to different scales of measurement. Also, it

can provide relative weights and rankings of experts, cri-

terion and alternatives. These benefits make the GADA

method significant among the class of MCDM methods.

Keywords Multi-attribute decision-making · Group

decision-making · Absolute degree grey incidence · GADA

Index · GADA weights · GADA method · Incomplete data

1 Introduction

Multiple criteria decision-making (MCDM) is a topic of

massive interest in all areas of research and practices

because of its usefulness and application prospects in

almost every field. MCDM methods have been applied in

economics, human resources, business, finance, actuarial,

hydrology, water management/water reservoir manage-

ment, energy/energy management/energy planning,

agriculture, vehicle insurance, medicine and health care,

engineering, engineering design, utilities, road safety,

supply chain management, transportation, logistics, mar-

keting, retail, and environmental, wildlife management,

social, management, construction, manufacturing and

assembly, manufacturing systems, production planning,

scheduling, portfolio selection, distribution systems,

chemistry, military [48], weapons system evaluation,

material selection, risk assessment, [49]. This highlights

the significance of research on MCDM methods and its

applications. In MCDM problems, making trade-off
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between the conflicting criteria and making a scientific

decision largely depends on the decision-maker’s experi-

ence [49]; however, if the decision-makers’ experience is

limited in light of the problem on which their opinions are

sought there is a possibility that they would be unable to

record their judgment (in the form of, e.g., scores) on the

questions concerning which they think they do not have

much information to judge. In such cases, the final sheet of

their responses may contain some empty spaces leading to

incomplete data, and thus uncertainty. Uncertainty is an

essential aspect in MCDM that in principle arises from

failures, assumptions, unavailability or incompleteness of

data ([22], p. 8). Most of the conventional MCDM methods

in practice today are not fully equipped to handle uncer-

tainties primarily arising from the incomplete data sets. If

one goes through the MCDM literature available in all

major databases, one can easily observe that in most of the

studies, the scholars have tested their models on complete

data sets as incompleteness is a challenge for MCDM.

However, in our daily lives, incomplete data are not as rare

as it is in the literature. When a surveyor encourages an

interviewee in filling all questions in a questionnaire (even

though he/she may not be able to answer few questions and

may want to leave them empty), an attempt is made to

minimize the possibility of getting incomplete datasheets.

Later, still if one finds missing entries against few

respondents in the datasheet a convenient, and popular

approach, is deleting them and considering completely

filled questionnaires for data analysis. However, some

MCDM methods like Grey Relational Analysis (GRA) are

primarily popular for their ability to handle small and

incomplete data [35, 19, 51]. Thus, when the sample size is

small, deleting incomplete data sets can further reduce the

size of the sample, which may not be acceptable in certain

cases where sample was already deemed “too small”.

Therefore, a method capable of handling incomplete

information by extracting maximum information from the

available data are more likely to solve real-life MCDM

problems. Generating missing information to solve MCDM

problems more effectively is not a new concept in litera-

ture. In their study involving four MCDM techniques, Park

et al. [38] used binomial and uniform distributions to

generate missing information. Truxillo [45] mentioned

maximum likelihood parameter estimation and multiple

imputation methods for handling incomplete data. In Grey

System Theory, incomplete data sets can be managed

through the execution of Average Operators (or, otherwise,

Stepwise Ratio Operator, where applicable) ([30], Chap-

ter 4). Another important consideration in MCDM

approaches is normalization of data that aims at obtaining

comparable scales of the criteria values thus making the

data dimensionless [46]. Different criteria can have dif-

ferent scales thus to make them comparable normalization

or standardization of the data is prerequisite in most of the

MCDM techniques. However, different normalization

techniques might yield different decision outcomes

[25, 36]. Thus, the development of an MCDM model where

the effect of normalization on the results is negligible is an

important issue.

A major reason why even in the era, where MCDM

techniques are in abundance, the organizations may still

avoid using MCDM methods and prefer to decide intu-

itively has been reported to be the unacceptability of the

ranking produced by an MCDM method to the rationale

managers [3]. The complexity of the algorithm (higher

computational cost) can also be added to the list. In the

current study, a novel approach, hereby called Grey

Absolute Decision Analysis (GADA), has been proposed

that not only handles multi-attribute decision-making

problems containing incomplete datasets without necessi-

tating the standardization of the incommensurable criteria,

but also provides a convenient and user-friendly algorithm.

The model is very convenient and user-friendly with lower

computational cost and does not require highly sophisti-

cated software. Further, when compared with other MCDM

methods, the results are both logical and convincing and

the rationale on which the incomplete data sets are man-

aged is less likely to produce a ranking that may be deemed

unacceptable for the organizations and their managers.

Therefore, the GADA method, with all its limitations, has

particular strengths, which make it very suitable for con-

venient, reliable and multi-attribute organizational

decision-makings. In the current study, the proposed

method has been tested in different environments and its

feasibility has been demonstrated with applications on

different cases.

2 Literature Review

2.1 Multi-criteria Decision-Making Under
Uncertainty

Multiple criteria decision-making (MCDM) is an integral

part of decision theory and has been widely applied in

numerous fields [31, 43]. MCDM is a structured framework

for analyzing decision problems characterized by complex

multiple objectives [2]. One of the goals of MCDM is to

help decision-makers in integrating objective measure-

ments with value judgments that are not based on

individuals’ opinions but collective group ideas [15]. In

MCDM methods usually, the process of judgment involves

making pairwise comparisons between alternatives

according to a given criterion [1]. The basic idea behind

an MCDM method is to combine the criteria values and

weights to obtain a single point of reference for evaluation
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(criteria) [52]. Roszkowska [39] highlights the main steps

in MCDM as

– establish system evaluation criteria that relate system

capabilities to goals,

– develop alternative systems for attaining the goals

(generating alternatives),

– evaluate alternatives in terms of criteria,

– apply one of the normative multiple criteria analysis

methods,

– accept one alternative as “optimal” (preferred),

– if the final solution is not acceptable, gather new

information and go to the next iteration of multiple

criteria optimization.

In some complex decision-making problems, however,

decision-makers (DMs) cannot precisely express their

decision information in quantitative terms, and they instead

provide qualitative descriptions [43]. This impreciseness or

greyness in the input data can create uncertainty and further

complicate the data analysis process, and the decision-

making process. Further, in real-life, information is usually

imprecise or vague while each MCDM model tries to

model an ideal situation, yet no model can represent an

accurate picture of a real phenomenon. These models are

merely rough approximations of a reality. Thus an ideal

model should be the one that produces results most near to

reality. However, the fuzziness or greyness of the qualita-

tive information along with other issues like

incompleteness of data can prevent an MCDM model from

producing rational rankings acceptable to the decision-

makers, especially when the uncertainties resulting from

these factors were not being considered by the model. To

handle MCDM problems under uncertainty, the scholars

have produced many theories, each with its own strengths

and limitations, e.g., the probability theory has been suc-

cessful for its ability to handle problems containing

randomness, however uncertainty is not probabilistic in

nature but rather imprecise [26]. Most of us are well

familiar with fuzzy logic for its ability to handle uncer-

tainty [29]. Along with fuzzy logic to handle uncertainty,

Grey System Theory is also an effective but relatively

overlooked approach for uncertain environments [14].

Unlike statistics and probability theory, Grey System

Theory allegedly neither requires large sample size nor a

typical probability distribution [18, 19, 33, 51]. Further,

unlike fuzzy theory that investigates phenomenon pos-

sessing “the characteristic of clear intension and unclear

extension”, Grey System Theory investigates phenomenon

that possesses “clear extension and unclear intension”

([30], p. 10). For example, “good investment” is fuzzy

concept with clear intension, but the range or extension of

good investment is unclear. However, when one says, the

company is going to invest $10–$12 million on a certain

product then because of clearly defined extension one can

say this investment range is a grey concept with unclear

intension as it is hard to know the exact intension, the exact

amount of intended investment. The exact amount is ran-

domly distributed across the clear extension. Thus in the

case of “random uncertainty”, Grey System Theory allows

a very suitable approach of decision-making [41]. Further,

its flexibility reportedly allows it to handle fuzzy situations

as well by transforming fuzzy set environment into grey

number environment [46].

Traditionally, the foundations of decision analyses under

risk and uncertainty are provided in expected utility theory

[2]. Simple Additive Weighting (SAW) is a representative

method under utility theory. Methods based on initial

qualitative measurements are also becoming popular.

Analytic Hierarchy Process (AHP) and fuzzy set theory-

based methods are representative methods in this regard

[46]. AHP and SAW are two of the most frequently used

MCDM methodologies in practice [15, 39, 49]. The SAW

method multiplies the normalized value of the criteria for

the alternatives with the importance of the criteria and the

alternative with the highest score is selected as the pre-

ferred one [39]. AHP uses a hierarchical structure and

pairwise comparisons. An AHP hierarchy has at least three

levels: the main objective of the problem at the top, mul-

tiple criteria that define alternatives in the middle and

competing alternatives at the bottom [39]. A brief discus-

sion on AHP and its steps of algorithm can be found in

Ananda and Herath [2].

Because of strengths and weaknesses associated with

different MCDM methods, these methods should be

selected and used in specific situations where they can

produce the most reliable results [38, 39] as there is no

“one size fits all” MCDM approach. Some of the difficul-

ties and challenges associated with existing MCDM

methods, which can cause uncertainty in MCDM and can

hamper the reliability of the results produced from a given

MCDM method are listed below:

i. Uncertainty and complexity in the decision-mak-

ing process [2].

ii. Complexity in algorithms/calculations and

requirement of intricate details [6, 20].

iii. The problem arising from aggregation of obser-

vations because different methods of mean can

result in different results [25], e.g., arithmetic

mean may improve the consistency of the judg-

ments but can rescind the initial logic expected by

the respondents [7]. Arithmetic mean (and so do

geometric mean) is useful but depends on the

situation [27].
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iv. Different methods to normalize or standardize the

data sequences can produce different decision

outcomes [25].

v. Inadaptability to different levels of measurement

[6] or problems associated with non-identical units

of measure. An MCDM process typically involves,

range standardization to transform the criterion

scales with different units into commensurable

(dimensionless) unit for convenient comparison of

their weights as some methods can only work for

identical units ([11, 22], p. 8; [44]).

vi. Inappropriate selection of an MCDM method for a

problem that was better suited for another method,

and/or incorrect execution of the method. There is

no single method suitable for all situations

[38, 39], e.g., one method that is fit for group

decision-making may not be fit for non-grouped

decision-making, and a method suited for situation

with less certainty may not work well with

situations with much uncertainty. Also, some

methods consider the independence of criteria

and some consider their dependence on feedback/

responses ([47], p. 105). Thus, the improper use of

a method can also restrict its effectiveness or

suitability for use [7].

vii. Impreciseness, incompleteness and indeterminate-

ness of input data or available information

[2, 23, 31, 50] and uncertain information in

decision-making process [10].

viii. Information can be exact or inexact. Numerical

input data cannot fully explain a qualitative

phenomenon thus arises ambiguity, uncertainty,

greyness or fuzziness in the judgement of a

decision-maker ([2, 6, 10, 22, 28, 47, 54], p. 8).

ix. Decision objectives can be complicated, uncertain

and even conflicting ([22], p. 8).

x. Decision criteria can be cardinal (continuous) or

ordinal (categorical) ([22], p. 8). Also, in a study,

the criteria can be either all positive, all negative

or mixed.

xi. Unavailability of sufficient amount of data. Even

though a method may not necessarily need a large

amount of data in processing, but still a small

sample might only provide a rough picture, espe-

cially in academic research [7]. However, one

cannot rule out the possibility of fewer decision-

makers in sometimes the most important decisions

(especially the high-impact decisions that are likely

to influence the entire organization, or country).

xii. Different methods of weighting and scoring can

cause loss of information to a varying degree, e.g.,

direct scoring methods may have low computa-

tional cost and can easily be calculated, but may

be susceptible to loss of information because of

the use of ordinal scales ([13], p. 87).

xiii. The respondents recording opinions arbitrarily,

mistakenly, non-professionally or carelessly, or

for the reason that they were not reliable experts

qualified to report their opinions of the MCDM

problem under study [7]. Their inability to prop-

erly comprehend a questionnaire or part of it can

also be added to the list.

xiv. The ranking produced by an MCDM method can

go against the intuition of the decision-makers

resulting in the conflict prompting the decision-

makers to decide intuitively [3]. Even two MCDM

methods can produce conflicting ranks.

xv. Some methods just produce ranking, not the

relative weights for the decision alternatives, e.

g., TOPSIS and VIKOR methods.

One can see that most of these challenges can both

directly and indirectly contribute to uncertainties in multi-

criteria decision-making process. Table 1 presents an

overview of the discussion, and classifies uncertainties

associated with multi-criteria decision-making problems

into five categories along with possible causes. The

table shows, for optimum decision-making under MCDM

under uncertainty paradigm the minimization of the

“threats” is crucial and these threats can only be managed

if the causes of uncertainties are effectively managed.

Therefore, development of a method that can overwhelm

most of the causes of uncertainties in multi-criteria deci-

sion-making can be a commendable scientific contribution.

Here a point needs emphasis. Studies argue that in

MCDM process, the question under study is usually “how

to improve the decision?” rather than “what is the right

decision?”, therefore the concept of an optimum decision

does not exist in a multi-criteria decision analysis frame-

work and thus multi-criteria analysis cannot be justified

within the optimization paradigm frequently adopted in

traditional operational research/management sciences [31].

The current study, however, argues that the concept of an

optimum decision can be integrated in discrete MCDM

under uncertainty framework by redefining optimum

alternative not as the “best alternative” but the “best

alternative among all available alternatives”. There is no

“best solution” to any problem. Even the solution that is

regarded “optimum” or “best” by all MCDM methods

today can appear “sub-optimum” tomorrow!

2.2 Absolute Grey Relational Analysis

Grey Relational Analysis (GRA) models, also called Grey

Incidence Analysis (GIA) or Grey Correlation Analy-

sis models, are one of the most critical parts of the Grey
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System Theory [53], a scientific theory propounded by a

Chinese scientist Dr. Deng Julong in the 1980s [9] that

deals with the systems with uncertain or incomplete

information by referring them as “grey systems”

[9, 17, 34]. The earliest GRA model was proposed by Deng

in 1980s, and it is still the most influential one ([24, 30],

p. 68). The underlying concept of GRA is to determine the

extent of similarity between the data sequences by using

the degree of similarity of geometric curves of the

sequences ([30], p. 68). GRA can be used to expound a

grey system whose operating mechanism and physical

prototype are unclear [53]. Liu Sifeng’s Absolute GRA

model, originally proposed in 1992, is one of the most

promising GRA models and is the soul of several new grey

multi-criteria decision-making models like Grey Incidence

Decision-Making, Grey Target Decision-Making, etc.

Absolute GRA model extends definite integral models to

multiple integral models and can be used for high-dimen-

sional data. Absolute GRA model’s output is a single

value, called Absolute Grey Relational Grade (ɛ), which
measures the geometric proximity among the data

sequences [18]. If the data sequences are geometrically

more similar, the value will be larger, and if the sequences

are less similar, the value will be smaller. However, any

two sequences cannot be absolutely unrelated. These

properties of Absolute GRA model, along with other

properties, are mentioned in Liu et al. ([30], p. 81). For two

equal-time interval sequences Xi and Xj, the steps to cal-

culate ɛ have been shown below [18, 30].

Step I: Calculate the zero-starting point images (Xi
0 and

Xj
0) of the sequences Xi and Xj.

Let Xi=(xi(1), xi(2),…, xi(n)) be the data sequence of a

system’s behavior and D the sequence operator which

satisfies XiD=(xi(1)d, xi(2)d,…, xi(n)d) and xi(k)d=xi(k)−
xi(1); k=1, 2,…, n. Then D is referred to as a zero-starting

point operator and XiD is the zero-starting point image of

Xi. XiD is often written as XiD=Xi
0=(xi

0(1), xi
0(2),…, xi

0(n)).

Step II: Calculate |si|, |sj|, and |si−sj|.

If the zero-starting point images of Xi and Xj are Xi
0=

(xi
0(1), xi

0(2),…, xi
0(n)) and Xj

0=(xj
0(1), xj

0(2),…, xj
0(n)),

Then,

sij j ¼
Xn�1

k¼2

x0i kð Þ þ 1

2
x0i nð Þ

�����
�����;

sj
�� �� ¼ Xn�1

k¼2

x0j kð Þ þ 1

2
x0j nð Þ

�����
�����;

si � sj
�� �� ¼ Xn�1

k¼2

x0i kð Þ � x0j kð Þ
� �

þ 1

2
x0i nð Þ � x0j nð Þ
� ������

�����:

Table 1 Five dimensional uncertainties in multi-criteria decision-making

Uncertainties

in MCDM

Uncertainties

because of

human errors

Uncertainties

surrounding data

collection

instrument and

methodology

Uncertainties surrounding

collected data (input)

Uncertainties surrounding data

analysis tool and methodology

(processing)

Uncertainties

surrounding

interpretation of

results (output)

Possible

causes/

reasons

*Carelessness

of the

respondents

*Improper

execution of

method

*Improper

selection of

method

*Poor data

collection

instrument

*Poor data

collection

strategy (e.g.,

targeting wrong

respondents)

*Limitations of quantitative

input (e.g., inability of

numerals to ideally

represent qualitative

information)

*Limitations of qualitative

input (e.g., impreciseness

of information)

*Incompleteness of data

*Conflicting decision

objectives

*Dissimilar nature of

criteria

*Dissimilar units of

measure

*Complexity of algorithm

*Difference among normalization

approaches for criteria values

*Difference among aggregation

approaches for observations

*Different methods of weighting and

scoring

*Lack of consensus on the optimum

amount of data needed for an

MCDM model (large vs. small

data; low-impact decision vs. high-

impact decision)

*Conflict between

intuitive decision

and ranking

suggested by the

model

*Ranking

without relative

weights

Threats *Loss of information

*Increasing opportunity cost

*Sub-optimal decisions
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Step III: Calculate Absolute Grey Relational Grade (ɛij)
between the sequence Xi and Xj using the following

formula

eij ¼
1þ sij j þ sj

�� ��
1þ sij j þ sj

�� ��þ si � sj
�� �� :

One of the properties of the model is that it always

yields some values thus absolute grade never implies zero

relationship between two data sequences, i.e., eij ¼ eji 6¼ 0.

Recent studies (e.g., [18]) have reported, 1
2
\e� 1. Also, to

apply this method the length of data sequences should be

the same. For the detailed method on how to solve each

step and to view the complete list of properties and defi-

nitions associated with this model, Liu et al. ([30],

Chapter 5) and Javed and Liu [18] can be consulted.

2.3 Handling Incomplete Data

Producing reliable results from insufficient or incomplete

data under uncertain and complex environments is a chal-

lenge for almost all MCDM techniques. Ananda and

Herath [2] highlighted the need to develop new ways to

elicit responses under incomplete information considering

the often incompleteness of information in forestry. Levi

and Taji [23] in their study involving Group Analytic

Network Process for hazards planning and emergency

management, discussed the frequent group decision-mak-

ing with incomplete information (both in terms of quantity

and quality). Pankratova and Nedashkovskaya [37] also

discussed the incompleteness of qualitative information

like experts’ estimates and stressed that the technique of

decision-making support must include methods for pro-

cessing such information. In real-world problems, decision-

making often take place in fuzzy environments where the

preference information provided by decision-makers is

often incomplete, indeterminate and inconsistent and can

create uncertainty about preferences [5, 32, 15, 39].

Therefore, handling incomplete information by extracting

maximum information from the available data is necessary

for solving real-life MCDM problems effectively.

The incompleteness of data and uncertainty associated

with the decision-making based on incomplete data are the

problems of decision-making in real life. Generating

missing information is one of the most acceptable solutions

to handle incomplete information. Grey System Theory

(GST) is an emerging and intelligent field to deal with

problems containing incomplete information and uncer-

tainty. In GST, there is a process called Whitenization,
where grey data (incomplete data) is made whiter (com-

pleter) [16], whereas grey implies something between black
(completely unknown) and white (completely known). In

the grey systems literature, however, there are several ways

to do so. Liu et al. ([30], Chapter 4) in their influential work

on grey data analysis discussed the use of Average Oper-
ator to create new data by filling the blanks in the available

data. They discussed three types of Average Operators; a

non-adjacent neighbor generating operator, a mean (aver-

age) generation operator by using the non-adjacent

neighbors, and an even generation operator by using

adjacent neighbors (pp. 57–58). However, if one neighbor

is missing, like in case of first or last data value in a data

sequence, Average Operators cannot be applied and the

Stepwise Ratio Operator is suggested (pp. 59). In different

situations, different operators should be used. Therefore,

selection of an appropriate operator depends on the situa-

tion and needs of the data analysts. The discussion in their

work gives an impression that they suggested those oper-

ators for the situation when the position of data values in a

data sequence is important, and cannot be changed. For

example, if a blank is at first or last position in a sequence

then they suggested the operator of stepwise ratio, how-

ever, if the position of data values is not important, just by

interchanging the column (or row, as per the situation of

the data sheet) containing blank (Ø) with another one (e.g.,

bringing the blank from the edge to center) it can easily be

filled using a suitable Average Operator. Here a few

assumptions can be made.

Assumption I Incompleteness of data increases uncer-

tainty for decision-makers as the reliability of insight

drawn from incomplete data is likely to be lesser than that

drawn from complete data.

Assumption II Incompleteness of data, or the blanks in a

data sequence, can be filled through whitenization that can

be done through the aggregation operators.

According to Saaty and Vargas [40] “to achieve a

decision with which the group is satisfied, the group

members must accept the judgments, and ultimately the

priorities.” According to them, this requires the judgments

to be homogenous and the priorities of the individual group

members to be compatible with the group priorities.

Otherwise, the decision-makers may disagree with the

resultant solution and choose to decide intuitively rather

than trusting the MCDM approach [3]. Thus, the homo-
geneity of judgments of the decision-makers and the

compatibility of each decision-maker’s priorities with the
priorities of the group is vital for satisfactory group deci-

sion-making and acceptable decision outcomes.

Assumption III If a group decision follows from a

judgment that meets the conditions of homogeneity and

compatibility then it is more likely to be acceptable.
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3 Definitions

3.1 Definition I: Decision Objects (Aj)

Decision objects are the entities that are to be evaluated. In

MCDM problems, alternatives, choices, solutions, options,

possibilities, objectives, experiments, etc., are the decision

objects.

3.2 Definition II: Decision Measures (aij)

Decision measure (aij) is that numeric value (or a linguistic

term before its transformation to numeric value) that is

used for the evaluation of the decision object(s). A decision

measure aij gives the relationship between a decision sub-

ject Ei and a decision object aj. It is the score defining the

importance of decision object assigned by a decision sub-

ject. In MCDM problems, the values against which the

decision objects are to be evaluated are the decision mea-

sures of the decision objects. For example, on the 5-point

Likert-scale, the values 1 to 5 are the decision measures

used by the decision subject (respondent/expert) to evalu-

ate a decision object.

3.3 Definition III: Decision Subjects (Ei)

Decision subject is the entity that produces the decision

measure (characteristic/property/worth) of the decision

object. If data are primary, decision subjects could be

respondents or experts. If data are secondary, then the

sources of data (journals, reports, etc.) are the decision

subjects. Also, the machines and tools used for recording

data can also be the decision subjects. If source of data/

reading in an observation/experiment is not available, but

different sub-criteria under the cost/benefit-type criteria are

available, then these sub-criteria can be considered the

decision subjects. Reliability of decision subjects deter-

mines the reliability of decision measures and vice versa.

3.4 Definition IV: Decision Criteria (C(k))

Decision criterion is that yardstick on which the decision

objects are to be evaluated, e.g., attributes and objectives.

Without this yardstick, the decision measures are hard to

interpret. Usually, criterion can be positive or negative (and

sometimes, moderate). Positive criteria, are the benefit-

type criteria, and have maximization property, with respect

to decision-makers, i.e., higher, the better, e.g., produc-

tivity, quality, efficiency, performance, sales, return on

investment, good governance, etc. Negative criteria, are the
cost-type criteria, and have minimization property, with

respect to decision-makers, i.e., lower, the better, e.g., cost,

expenses, price, inflation, liability, poverty corruption,

pain, infections etc. If all criteria on which the decision-

makers are evaluating different alternatives have the same

type, then all these criteria are identical criteria.

3.5 Definition V: Criteria Weights (β)

Criteria weights are the weights assigned to the decision

criteria by the decision subject(s). The sum of weights of

all criteria should be equal to one.

3.6 Definition VI: Reciprocating Operator (RO)

Let Xi=(xi(1), xi(2), …, xi(n)) be the behavioral sequence of
factor Xi. If the sequence operator D satisfies XiD=(xi(1)d,
xi(2)d, …, xi(n)d), and

xi kð Þd ¼ 1=xi kð Þ; xi kð Þ 6¼ 0; k ¼ 1; 2; . . .; n;

then D is referred to as the Reciprocating Operator with

XiD as its image, called the reciprocating image of Xi ([30],

p. 72).

3.7 Definition VII: Arithmetic Mean Operator
(AMO)

Let us say x1, x2, …., xn are n numerals and their aggre-

gation (�x) is needed. If the Arithmetic Mean Operator

(AMO) is deployed, then the aggregation would be given

by

�x ¼ AMO x1; x2; . . .; xnð Þ ¼ 1

n
x1 þ x2 þ . . .þ xnð Þ:

3.8 Definition VII: Geometric Mean Operator (GMO)

Let us say x1, x2, …., xn are n numerals and their aggre-

gation (�x) is needed. If the Geometric Mean Operator

(GMO) is deployed, then the aggregation would be given

by

�x ¼ GMO x1; x2; . . .; xnð Þ ¼ x1 � x2 � . . .� xnð Þ1n:
AMO and GMO are two data aggregation operators

associated with the GADA method, but they should be used

appropriately to get desired benefits from the model. By

building upon the literature [1, 8, 12, 27, 40] it is suggested

that when the group of respondents are treated as separate

individuals (aggregation of individual priorities) AMO can
be deployed and when the group of respondents is treated

as one decision-maker (aggregation of individual judg-

ment) then GMO should be deployed. For a given criterion,

the execution of AMO and GMO is shown in Table 2,

where Ø is representing a blank in the data sheet.
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3.9 Definition VIII: GADA Indexes and GADA
Weights

The GADA Indexes, �r and ȑ, and the GADA Weights, �R

and Ȑ, are given by

�Rj ¼ �rjPS
j¼1 �rj

; �rj ¼
YS
j¼1

raij

 !1=
PN
i¼1

ai

;

where ai is the alpha of Javed [16], which is obtained

through the aggregation of Absolute Grey Relational
Grades (AGRGs) in the ith row (or column) of the AGRG

Pairwise Comparison Matrix. d kð Þ is the Simulated Weights
of Criteria, which is given by the geometric mean of hi kð Þ,
where hi kð Þ ¼ bi kð Þ � ffiffiffiffiffiffiffiffiffiffi

ai kð Þp
. bi kð Þ is the Perceived

Weight of Criteria, which is the weight of kth criteria as

perceived by ith expert. For all values of i,
PM
k¼1

b kð Þ ¼ 1;

PM
k¼1

h kð Þ� 1;
PM
k¼1

d kð Þ� 1;
PM
k¼1

d kð Þ� PM
k¼1

b kð Þ. The nor-

malized output of the GADA method produces a set of

relative weights ( �Rj, Ȑj), whereas ∑ �Rj=1, and ∑Ȑj=1.

These two relative weights for inter-criteria (local) ranking

would be represented as �R and for global/overall ranking

by Ȑ, and are referred to as the GADA Weights.

The GADA Weights reveal the relative weights of the

decision objects (alternatives).

4 Grey Absolute Decision Analysis

4.1 The Construct

Grey Absolute Decision Analysis (GADA) method is a

multiple attribute (discrete multi-criteria) group decision-

making model that prioritizes the available alternatives

while assigning them relative weights, called the GADA

Weights. The GADA method defines an MCDM problem

through four parameters associated with it: Decision

Objects (Aj), Decision Subjects (Ei), Decision Criteria (Cj)

and Decision Measures (aij). These four parameters define

the system in which GADA method operates (see Defini-

tions I–IV). The relationship among the four parameters is

shown in Table 3, for the sake of their convenient

interpretation.

4.2 Algorithm

If M represents number of criteria (C(k); k=1,2,…,M),

N represents number of subjects/experts (Ei; i=1,2,…,

N) and S represents number of objects/alternatives (Aj; j=
1,2,…S), then the GADA method involves following steps,

which are summarized in Fig. 1. In the current study, cri-

teria imply attributes.

Step 1: Data reporting and preparation

Record the responses in the form of Response Matrix of
Decision Measures [aij] for “higher the better” criteria C

Table 2 Execution of the two

aggregation operators for data

excavation

E1 E2 E3 Application of AMO Application of GMO

A1 a11=Ø a12 a13 a11=AMO (a12, a13) a11=GMO (a12, a13)

A2 a21 a22=Ø a23=Ø a22=a23=AMO (a21)=a21 a22=a23=GMO (a21)=a21
A3 a31 a32 a33=Ø a33=AMO (a31, a32) a33=GMO (a31, a32)

A4 a41 a42 a43=Ø a43=AMO (a41, a42) a43=GMO (a41, a42)

Table 3 Relationship between four decision parameters

(For each decision criterion) Decision object (1) Decision object (2) … Decision object (S)

Decision subject (1) Decision measure (1,1) Decision measure (1,2) … Decision measure (1,S)

Decision subject (2) Decision measure (2,1) Decision measure (2,2) … Decision measure (2,S)

… … … … …

Decision subject (N) Decision measure (N,1) Decision measure (N,2) … Decision measure (N,S)
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(k) against each alternative Aj.

For “lower the better” criteria, apply the Reciprocating

Operator (Definition VI) on the raw data, thus the deci-

sion matrix will evolve to,

Here it should be noted that in case of “higher the bet-

ter” criteria, the actual responses would be used for data

analysis thus [rij] =[aij], however in case of “lower the

better” criteria” the actual response after going through the

Reciprocating Operator (RO) would be used for data

analysis thus rj=RO(ai). The key advantage of the GADA

method is that there is no step to normalize the data, i.e., if

one criterion’s values are in dollars and the other criterion’s

values are in gallons, the GADA method stays unconcerned

and, thus, is effectively dimensionless.

Step 2: Determining Absolute Grey Relational Pairwise

Comparison Matrix and the alpha values

Calculate Absolute Grey Relational Grade (ɛ) between
Ei and all other Es; i=1, 2,….N. Thus, a pairwise com-

parison matrix would be obtained. This matrix is named

Absolute Grey Relational Pairwise Comparison Matrix [ɛ].
The average of each row yields a measure (α), first intro-
duced by Javed [16]. If the value of ɛ approaches 1 it

implies strong association and greater consistency, and if it

approaches 0.5 it implies weak association thus the ɛ value
of Ei with itself is always one. When the value of ɛ is too
near to 0.5 then the corresponding data should either be

cautiously used or the data should be recollected. For one

Fig. 1 The GADA method
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criteria,

where ai ¼ 1
N ei1 þ ei2. . .þ eiNð Þ. For M criteria, C(k); k=

1,2,…,M,

Step 3: Calculate the Perceived Weights of the Criteria

Define the Perceived Weights of Criteria (β) assigned by

the subjects/experts; k=1,2,…,M; M is number of criteria;

∑β(k)=1 such as

where b kð Þ ¼ geometric mean b1 kð Þ; b2 kð Þ; . . .; bN kð Þð Þ:
Step 4: Calculate the Simulated Weights of the Criteria

Multiply bi kð Þ and
ffiffiffiffiffiffiffiffiffiffi
ai kð Þp

to get θi(k), which can be

used to estimate the “Simulated Weights of Criteria” δ(k).
This approach of determining θi(k) was inspired by the

work of Azadeh et al. [4].

where d kð Þ ¼ geometric mean h1 kð Þ; h2 kð Þ; . . .; hN kð Þð Þ;
hi kð Þ ¼ bi kð Þ � ffiffiffiffiffiffiffiffiffiffi

ai kð Þp
. If one is interested in precise

relative simulated weights of the criteria, then normaliza-

tion of d kð Þ can be done.

Step 5: Aggregation of the individual weights of the

criteria against each alternative to get the overall weight

of each criterion

In order to obtain the weight of each criterion the sim-

plest procedure in MCDM research is the transformation of

the individual weight of criteria to group one, i.e., the

aggregation of individual weight of criteria with the aid of

geometric mean [42]. In the GADA method this would be

executed as,

where for each criterion C(k) and, for j=1,2,3,…,S,

�rj ¼
YS
j¼1

raij

 !1=
PN
i¼1

ai

:

The normalization of aforementioned weights would

yield the relative weights ( �Rj) of the alternatives within

each criterion such as

�Rj ¼
�rjPS
j¼1 �rj

:

These weights can be arranged in a definite order to get

inter-criteria (local) ranking of alternatives.

Step 6: Aggregation of the weights of each individual

criteria to get the relative weight of each alternative

To get the overall (global) ranking of alternatives, the

simulated weights of the criteria will be aggregated such

as,

where

with the normalized vector,

Later, Ȑj can be used to rank the S alternatives.

The properties associated with the GADA method are:

i. When a ! 1, then d kð Þ ! b kð Þ.
ii. The GADA method can provide relative weights

(and rankings) of alternatives ( �Rj, Ȑj) and criteria

(δ(k)).
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iii. Lower computational cost because of simplicity in

calculation steps.

iv. No need for normalization of criteria scales as

each criterion can have different units and ranges

i.e., dollars can be compared with hours, etc.

v. Both complete and incomplete data sheets can be

handled.

vi. Different numbers of respondents can evaluate

different criteria.

vii. No separate consistency test is needed as the alpha

(α) allows the automatic monitoring of the

consistency.

viii. It can be used to determine the simulated/optimum

value of weight for criteria (δ(k)). However,

∑δ(k) is not necessarily 1 because of the margin

of error. These optimum weights can be used in

other MCDM methods to enhance their

performance.

ix. The method is a mixed-method discrete MCDM

methodology that can handle both qualitative and

quantitative information to solve a problem. If

data are qualitative, it suggests its transformation

into quantitative form, e.g., replacing “highly

agree” with 5 and “least agree” with 1, etc.

5 Applications

5.1 The 1st Case: Pilot Testing

This case is of group decision-making and was designed as

one of the pilot tests for evaluating the performance of

the GADA method. Let us assume that we have 4 alter-

natives/possibilities (A: four products of a factory) and 5

independent decision-makers (E: experts), who are evalu-

ating them against 2 unequally weighted criteria (C(1):
quality of the products; C(2): cost of production). Let us
say, the five experts gave the following weights to the set

of two criteria: (0.2, 0.8), (0.3, 0.7), (0.4, 0.6), (0.2, 0.8)

and (0.2, 0.8). The scores in Table 4 were recorded on

5-point Likert-scale where 1 represents the lowest score

and 5 represents the highest score. For quality, 5 implies

the highest quality, and for cost 1 implies the least

expensive. Thus, with respect to the quality criterion 1 is

worst, and with respect to the cost criterion 5 is the worst.

Tables 5, 6, 7, and 8 present the execution of the GADA

method.

5.1.1 Comparison with AHP and SAW Methods

The results obtained through AHP and SAW methods are

shown in Table 9 along with their respective differences

when compared with the GADA Weights.

Figure 2 illustrates a comparison among obtained

weights from AHP, SAW, and GADA methods. As can be

seen from the bar graph, the results from the GADA

method are reasonable.

It should be noted that the GADA method is not just an

MCDM technique, but also a method to obtain optimum

relative weights of the criteria given by the “simulated

weights of the criteria” δ(k), which can be normalized to

get the precise relative weights. Thus, it can be used to

improve the ranking of other methods as well. For this

purpose, the improved AHP ranking, when δ(1)=0.213908
and δ(2)=0.62455 are used instead of AHP’s own weights,

is shown in Table 10.

Here at least four insights can be drawn from the anal-

yses. Firstly, different methods are likely to produce

different rankings. Secondly, the variation in the weights

influences the rankings. Thirdly, the GADA method’s

Simulated Weights of Criteria are comparable to the

weights obtained through other methods but with varying

degree of closeness. Lastly, if one uses the Simulated

Weights of Criteria, the ranking obtained through other

MCDM methods are likely to become more comparable to

the ranking obtained through the GADA method.

5.2 The 2nd Case: A case of Hazards Planning
and Emergency Management

This is a case of group decision-making using incomplete

data. The incomplete data for this case, shown in Table 11,

have been taken from Levy and Taji [23], where C(1) is
physiological discomfort, C(2) is emergency response cost,

and C(3) is the safety criterion.

Through the application of Arithmetic Mean Operator,

the missing information was generated, as shown in

Table 12.

Since C(1) and C(2) are negative criteria, hence they

need to go through the Reciprocating Operator, as per the

algorithm of the GADA method. The outcome is Table 13.

Absolute Grey Relational Pairwise Comparison Matri-

ces for the three criteria, along with their alpha values, are

Table 4 The response sheet

Quality C(1) Cost C(2)

A1 A2 A3 A4 A1 A2 A3 A4

E1 4 5 2 3 4 3 2 2

E2 3 4 2 5 2 3 4 5

E3 5 3 5 3 2 2 3 3

E4 4 3 4 4 4 3 2 3

E5 5 3 2 4 2 2 3 4
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shown in Tables 14, 15 and 16. The rest of the procedure is

shown in Tables 17, 18, and 19. The weights, bi kð Þ, have
been taken from Levy and Taji ([23], p. 915).

Table 18 merely presents �r, but if one desires weighted

inter-criteria ranking, �R can also be calculated.

Figure 3 also sheds light on the ranks obtained from the

GADA method and Levy and Taji’s Group Analytic

Network Process (GANP) model. As can be seen from the

line graph, the results are quite different, yet which of them

is more reasonable? We are going to analyze the results in

the following paragraph.

Here it is worth mentioning that in Levy and Taji ([23]:

Table 1), who used GANP for multi-criteria decision-

making, for the decision-maker DM2, the only complete

Table 5 The revised response sheet and aggregations

(Only cost matrix is reciprocated) Quality C(1) Cost C(2)

A1 A2 A3 A4 A1 A2 A3 A4

E1 4 5 2 3 0.25 0.3333 0.5 0.5

E2 3 4 2 5 0.5 0.3333 0.25 0.2

E3 5 3 5 3 0.5 0.5 0.3333 0.3333

E4 4 3 4 4 0.25 0.3333 0.5 0.3333

E5 5 3 2 4 0.5 0.5 0.3333 0.25

GM 4.128918 3.519482 2.759459 3.727919 0.378929 0.392026 0.370107 0.308134

Weighted GM using α (�r) 4.159952 3.517706 2.793309 3.687699 0.380414 0.393812 0.369853 0.308025

Table 6 Estimating ai andffiffiffiffiffiffiffiffiffiffi
ai kð Þp C(1): Quality

ɛ E1 E2 E3 E4 E5 ai 1ð Þ ffiffiffiffiffiffiffiffiffiffi
ai 1ð Þp

E1 1 0.5833 0.7857 0.875 0.6667 0.78214 0.884387

E2 0.5833 1 0.5556 0.6 0.5357 0.65492 0.809271

E3 0.7857 0.5556 1 0.7143 0.7917 0.76946 0.877189

E4 0.875 0.6 0.7143 1 0.625 0.76286 0.873419

E5 0.6667 0.5357 0.7917 0.625 1 0.72382 0.850776

C(2): Cost

ɛ E1 E2 E3 E4 E5 ai 2ð Þ ffiffiffiffiffiffiffiffiffiffi
ai 2ð Þp

E1 1 0.5278 0.5417 0.9444 0.5385 0.71048 0.8429

E2 0.5278 1 0.7 0.5294 0.75 0.70144 0.83752

E3 0.5417 0.7 1 0.5455 0.9 0.73744 0.858743

E4 0.9444 0.5294 0.5455 1 0.5417 0.7122 0.843919

E5 0.5385 0.75 0.9 0.5417 1 0.74604 0.863736

Table 7 Determining the

simulated weights of criteria
E1 E2 E3 E4 E5 δ(k)

C(1)ffiffiffiffiffiffiffiffiffiffi
ai kð Þp

0.884387 0.809271 0.877189 0.873419 0.850776

bi kð Þ 0.2 0.3 0.4 0.2 0.2

hi kð Þ ¼ bi kð Þ � ffiffiffiffiffiffiffiffiffiffi
ai kð Þp

0.176877 0.242781 0.350875 0.174684 0.170155 0.213908

C(2)ffiffiffiffiffiffiffiffiffiffi
ai kð Þp

0.8429 0.83752 0.858743 0.843919 0.863736

bi kð Þ 0.8 0.7 0.6 0.8 0.8

hi kð Þ ¼ bi kð Þ � ffiffiffiffiffiffiffiffiffiffi
ai kð Þp

0.67432 0.586264 0.515246 0.675136 0.690989 0.62455
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series, in C(3) (positive criterion), A2, A3 and A6 are

worst and A5 is best. In C(2) (negative criterion), A1 and

A6 are worst while A5 is best. In C(1) (negative criterion),

A6 is worst while A4 and A5 are best. Also, in Levy and

Taji ([23]: Table 2), in all three criteria, A6 is either worst

or second-worst then how can it be 3rd best in the overall

ranking? Therefore, their overall results seem irrational.

Also, in their Table 1, if we compare A4 and A5 w.r.t. DM2

and DM4 (as other DMs did not assign any score to these

two alternatives), then w.r.t. DM2, in two cases, A5 is

superior to A4 and in one case, both are equally important,

and w.r.t. DM4, in two cases, A5 is superior to A4 and in

one case, A4 is superior to A5. Thus, conclusively, the

likelihood of A5’s superiority over A4 is greater than vice

versa, according to the judgments of the decision-makers.

However, Levy and Taji’s [23] analysis surprisingly

revealed A4 to be the best alternative that is very unlikely.

Thus, the ranking obtained through the GADA method

seems rational and convincing.

Variation in weights (and rankings) obtained through

different MCDM methods is not an astounding fact. A

0
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Comparison among obtained weights
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Fig. 2 Comparison among obtained weights from AHP, SAW, and GADA

Table 10 GADA’s simulated

weights-driven AHP ranking
A1 A2 A3 A4

AHP weight (normalized) 0.269286 0.265019 0.240035 0.22566

RANK 1 2 3 4

Variance with GADA Weight Ȑ 0.001247 0.000954 −0.00071 −0.00149

Table 8 Local and global rankings of alternatives

(�r) A1 A2 A3 A4

Inter-criteria ranking

C(1) 4.159952 3.517706 2.793309 3.687699

Ranking 1 3 4 2

C(2) 0.380414 0.393812 0.369853 0.308025

Ranking 2 1 3 4

Global ranking

ȑ 0.700301 0.688496 0.61951 0.580296

Ȑ 0.270532 0.265972 0.239322 0.224174

Ranking 1 2 3 4

Table 9 AHP and SAW

methods based rankings
A1 A2 A3 A4

AHP weight (normalized) 0.276523 0.259928 0.225811 0.237739

RANK 1 2 4 3

Variance with GADA Weight Ȑ −0.00599 0.006044 0.013512 −0.01357

SAW weight (normalized) 0.26877 0.26538 0.24105 0.2248

Ranking 1 2 3 4

Variance with GADA Weight Ȑ 0.00176 0.00059 −0.0017 −0.0006
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review of different studies involving multiple MCDM

methods can show that for one problem multiple methods

can produce different, though comparable, weights. For

instance, Kou et al. [21] used five MCDM methods and

reported a slight variation between the weights for the

magic gamma telescope dataset obtained through each

method. They also reported variation in rankings obtained

through five methods.

Table 11 The incomplete data sheet

C(1) DM1 DM2 DM3 DM4 C(2) DM1 DM2 DM3 DM4 C(3) DM1 DM2 DM3 DM4

A1 0.15 0.2 A1 0.25 0.666 A1 0.15 0.25

A2 0.55 0.2 0.5 0.45 A2 0.75 0.2 0.222 0.444 A2 0.2 0.05 0.25 0.2

A3 0.45 0.2 0.3 0.25 A3 0.25 0.15 0.111 0.333 A3 0.8 0.05 0.5 0.2

A4 0.1 0.2 A4 0.1 0.222 A4 0.3 0.4

A5 0.1 0.1 A5 0.05 0.111 A5 0.4 0.2

A6 0.25 A6 0.25 A6 0.05

Table 12 The data sheet after handling blanks through AMO

C(1) DM1 DM2 DM3 DM4 C(2) DM1 DM2 DM3 DM4 C(3) DM1 DM2 DM3 DM4

A1 0.175 0.15 0.2 0.175 A1 0.458 0.25 0.666 0.458 A1 0.2 0.15 0.25 0.2

A2 0.55 0.2 0.5 0.45 A2 0.75 0.2 0.222 0.444 A2 0.2 0.05 0.25 0.2

A3 0.45 0.2 0.3 0.25 A3 0.25 0.15 0.111 0.333 A3 0.8 0.05 0.5 0.2

A4 0.15 0.1 0.15 0.2 A4 0.161 0.1 0.161 0.222 A4 0.35 0.3 0.35 0.4

A5 0.1 0.1 0.1 0.1 A5 0.0805 0.05 0.0805 0.111 A5 0.3 0.4 0.3 0.2

A6 0.25 0.25 0.25 0.25 A6 0.25 0.25 0.25 0.25 A6 0.05 0.05 0.05 0.05

Table 13 The revised data sheet

C(1) DM1 DM2 DM3 DM4 C(2) DM1 DM2 DM3 DM4 C(3) DM1 DM2 DM3 DM4

A1 5.714 6.667 5.000 5.714 A1 2.183 4.000 1.502 2.183 A1 0.2 0.15 0.25 0.2

A2 1.818 5.000 2.000 2.222 A2 1.333 5.000 4.505 2.252 A2 0.2 0.05 0.25 0.2

A3 2.222 5.000 3.333 4.000 A3 4.000 6.667 9.009 3.003 A3 0.8 0.05 0.5 0.2

A4 6.667 10.00 6.667 5.000 A4 6.211 10.00 6.211 4.505 A4 0.35 0.3 0.35 0.4

A5 10.00 10.00 10.00 10.00 A5 12.422 20.00 12.422 9.009 A5 0.3 0.4 0.3 0.2

A6 4.000 4.000 4.000 4.000 A6 4.000 4.000 4.000 4.000 A6 0.05 0.05 0.05 0.05

Table 14 Estimating ai and
ffiffiffiffiffiffiffiffiffiffi
ai kð Þp

for C(1)

DM1 DM2 DM3 DM4 ai 1ð Þ ffiffiffiffiffiffiffiffiffiffi
ai 1ð Þp

DM1 1 0.5454 0.5499 0.9266 0.75548 0.86918

DM2 0.5454 1 0.9 0.5501 0.74888 0.86538

DM3 0.5499 0.9 1 0.5557 0.75140 0.86683

DM4 0.9266 0.5501 0.5557 1 0.75810 0.87069

Table 15 Estimating ai and
ffiffiffiffiffiffiffiffiffiffi
ai kð Þp

for C(2)

DM1 DM2 DM3 DM4 ai 2ð Þ ffiffiffiffiffiffiffiffiffiffi
ai 2ð Þp

DM1 1 0.818 0.7983 0.8438 0.86503 0.93007

DM2 0.818 1 0.9691 0.7187 0.87645 0.93619

DM3 0.7983 0.9691 1 0.7051 0.86813 0.93173

DM4 0.8438 0.7187 0.7051 1 0.81690 0.90383
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6 Conclusion and Recommendations

In multi-criteria decision-making (MCDM), the criteria can

be both conflicting and incommensurable. At the same

time, the data collected from the respondents can be either

complete or incomplete. Furthermore, decision outcomes

may or may not appear rationale to the managers/decision-

makers. These are just a few factors which can complicate

the attainment of optimal solution to MCDM problems, and

thus can increase the uncertainty in the decision-making

environment. MCDM, in general, and MCDM under

uncertainty, in particular, can be argued to be the crucial

skill that distinguishes humans from other species. It is the

core function of all individuals and groups (or, organiza-

tions) made from these individuals. However, the MCDM

under uncertain and complex situations is more compli-

cated than simple and less challenging situations. The

GADA method is a modest attempt to handle dis-

crete MCDM (MADM) problems in such situations while

avoiding the loss of information and minimizing the pos-

sibility of the selection of sub-optimal solutions, and

maximizing the possibility of the selection of an optimum

solution, which is equally rationale for the organizational

decision-makers and managers. During our past experience

with different organizations and their managers, it was felt

that despite the abundance of MCDM methods in the lit-

erature, the organizations and managers usually do not

resort to these methods for decision-making under uncer-

tainty rather they prefer intuitive decision-making. Thus,

frankly speaking the primary purpose was not merely the

publication of another MCDM model, but precisely the

development of a model that can be considered feasible,

Table 16 Estimating ai and
ffiffiffiffiffiffiffiffiffiffi
ai kð Þp

for C(3)

DM1 DM2 DM3 DM4 ai 3ð Þ ffiffiffiffiffiffiffiffiffiffi
ai 3ð Þp

DM1 1 0.7549 0.8137 0.7451 0.82843 0.91018

DM2 0.7549 1 0.9063 0.9808 0.91050 0.95420

DM3 0.8137 0.9063 1 0.8906 0.90265 0.95008

DM4 0.7451 0.9808 0.8906 1 0.90413 0.95085

Table 17 Determining the

simulated weights of criteria
DM1 DM2 DM3 DM4 GM (δ)

C(1)ffiffiffiffiffiffiffiffiffiffi
ai kð Þp

0.869181 0.865376 0.866833 0.9266

bi kð Þ 0.277778 0.277778 0.277778 0.277778

hi kð Þ ¼ bi kð Þ � ffiffiffiffiffiffiffiffiffiffi
ai kð Þp

0.241439 0.240382 0.240787 0.257389 0.244897

C(2)ffiffiffiffiffiffiffiffiffiffi
ai kð Þp

0.930067 0.936189 0.931732 0.903825

bi kð Þ 0.111111 0.111111 0.111111 0.111111

hi kð Þ ¼ bi kð Þ � ffiffiffiffiffiffiffiffiffiffi
ai kð Þp

0.103341 0.104021 0.103526 0.100425 0.102818

C(3)ffiffiffiffiffiffiffiffiffiffi
ai kð Þp

0.910179 0.954201 0.950079 0.950855

bi kð Þ 0.611111 0.611111 0.611111 0.611111

hi kð Þ ¼ bi kð Þ � ffiffiffiffiffiffiffiffiffiffi
ai kð Þp

0.55622 0.583123 0.580604 0.581078 0.575149

Table 18 Inter-criteria

evaluation
ð�rÞ A1 A2 A3 A4 A5 A6

C(1) 5.742995 2.517928 3.486665 6.858618 10.00000 4.0000

C(2) 2.318404 2.884027 5.229508 6.498499 12.99699844 4.0000

C(3) 0.196616 0.148285 0.244568 0.348068 0.291274461 0.05

Table 19 Global ranking

A1 A2 A3 A4 A5 A6

0.633729 0.437606 0.696338 1.063706 1.136589199 0.260623

Normalized weights (Ȑ) 0.149868 0.103487 0.164674 0.251551 0.268786759 0.061634

Ranks by GADA 4 5 3 2 1 6

Ranks by Levy and Taji’s GANP 4 6 5 1 2 3
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smart, convenient and rationale by the managers and their

organizations, i.e., to produce a ranking through group

judgment that is satisfactory for the group involved in

decision-making.

Precisely, the GADA method is a convenient method of

group multi-criteria decision-making that enables decision-

making for both conflicting and incommensurable (having

different units) criteria. Further, the key benefit of the

proposed method is its ability to handle both complete and

incomplete data sets without any need to standardize all

incommensurable criteria. Standardization of incommen-

surable criteria is the primary concern in almost every

MCDM problem. Thus, considering the number of prob-

lems associated with the existing multi-criteria decision-

making methodologies that have been highlighted in the

paper, the proposed method is a humble step ahead. Other

benefits include its adaptability to different scales of

measurement under uncertainty, which may arise from

small or incomplete sample, fuzziness or greyness in

judgments, improper execution of complex algo-

rithms/calculations and inconsistencies among the opinions

of different experts that may lead to outliers as well.

However, no development is short of shortcomings.

What prevents d kð Þ from approaching b kð Þ is an interesting
problem for future research. Further strengths and limita-

tions of the proposed method would be identified with time

when it would be applied in various multiple criteria

decision-making environments.
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