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Abstract The purpose of this paper is to propose the novel

generalized exponential intuitionistic fuzzy entropy (GIFE)

and generalized exponential interval valued intuitionistic

fuzzy entropy (GIVIFE) with interval area. First, we pro-

pose a novel GIFE. Then we compare the new GIFE with

the existing intuitionistic fuzzy entropy (IFE) measures.

Second, we define the interval area and the new axioms for

the interval valued intuitionistic fuzzy entropy (IVIFE).

Third, according to the newly defined axioms for the

IVIFE, we use the interval area to construct the new

GIVIFE. Finally, the advantages of the new generalized

entropy measures are compared with the existing IVIFE

measures by some examples. The two novel generalized

exponential entropy measures can distinguish the special

cases well. We have the conclusion that the two novel

generalized entropy measures are reasonable and more

flexible than the existing entropy.

Keywords Interval valued intuitionistic fuzzy entropy �
Intuitionistic fuzzy entropy � Generalized entropy �
Exponential entropy

1 Introduction

Entropy is an important concept for theory of fuzzy sets

(FSs) which were proposed by Zadeh [1]. It is used to

measure the fuzziness degree of FSs. Entropy is also called

the entropy measure. Burillo and Bustince [2] extended the

entropy from FSs to intuitionistic fuzzy sets (IFSs). It was

intuitionistic fuzzy entropy (IFE). Liu et al. [3] defined the

interval valued intuitionistic fuzzy entropy (IVIFE). Thus

the uncertainty degree or fuzziness degree of interval val-

ued intuitionistic fuzzy sets (IVIFSs) can be measured.

There are also axiomatic conditions with the IFE and

IVIFE. We call the axiomatic conditions for the IFE

introduced by Burillo and Bustince [2] B-B axioms. We

call the axiomatic conditions gave by Szmidt and Kacprzyk

[4] S-K axioms. In addition, there are other axiomatic

conditions which were proposed in [5–8].

A lot of literature [9–12] studied fuzzy multi-attribute

decision making and determination of weights is an

important research for multi-attribute decision making.

Although there are many ways to determine weights [13],

entropy weighting method [14] is one of the common used

methods to calculate the weights. Thus entropy has become

a hot topic of FSs theory. Many researchers studied the IFE

and many formulas were proposed. Liu and Ren [15] gave

the IFE based on cosine function. About a year later,

another cosine entropy was presented by Liu and Ren [16].

Xiong et al. [17] proposed the IFE based on logarithmic

function and it was a generalized entropy measure. The IFE

coefficients were showed in this article. Mishra [18] also

gave the IFE based on logarithmic function. But these two

IFE measures were different. Joshi and Kumar [19] pro-

posed a generalized entropy measure based on parameters.

When the parameters change, the entropy measure is not

only flexible, but also consistent. Motivated by the
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reliability and amount of knowledge which were intro-

duced by Szmidt and Kacprzyk [20], some IFE measures

were constructed [5–8, 17]. These IFE measures were

proved to be well defined and they were symmetric.

Symmetry is characteristic of these entropy measures. The

entropy must be constructed according to certain rules, i.e.,

each entropy must follow specific axiomatic conditions.

Such as literature [15–18], they proposed the entropy

measures according to S-k axioms. Literature [5–8, 21]

defined the entropy measures according to the other

axioms.

The IVIFE is also a hot topic of FSs theory. It is

interesting and important to study the IVIFE. Scholars

devoted a lot of time and energy to study the IVIFE. Wei

et al. [22] extended the existing IFE to the IVIFE based on

the average of membership interval, non-membership

interval and hesitancy interval. Wei and Zhang [23] pre-

sented a new IFE measure and a new IVIFE measure based

on cosine function. Based on the IVIFE presented by Wei

et al. [22], Meng and Chen [24] proposed a revised IVIFE

measure without degree of hesitation. In addition, based on

the membership degree, non-membership and hesitancy

degree, Gao et al. [25] gave a new IVIFE measure. Zhao

and Mao [26] used the logarithmic function to defined an

IVIFE measure. Chen et al. [27] presented an IVIFE

measure based on cotangent function, thus the advantage of

the cotangent function can be used. Another function

commonly used to construct the IVIFE is the exponential

function. For example, Yin et al. [28] introduced an

improved IVIFE measure based on exponential function.

But Zhang et al. [29] suggested a new IVIFE measure using

the distance of an IVIFS from the fuzziest IVIFS.

The generalized entropy has its own advantages. When

the parameters change, the entropy value changes. More-

over, when the parameters change, the entropy becomes

another entropy. The parameters have practical significance

for entropy. Thus how the parameters affect the entropy is

an interesting thing to study. Some scholars studied the

generalized entropy. Bhandari and Pal [30] is one of the

early scholars who proposed the generalized entropy. Most

of the entropy measures showed above are non-generalized

entropy except [8, 17, 19]. Joshi and Kumar [19] borrowed

the entropy to a probability distribution and the parameters

were exponential. The generalized IFE measure in [8] was

introduced by logarithmic function. Joshi and Kumar

[31, 32] proposed the generalized IFE used the exponential

function. Mishra and Rani [33, 34] proposed the general-

ized IVIFE used the exponential function.

Though so many generalized IFE measures and gener-

alized IVIFE measures were proposed, some problems

remain unsolved. (1) [31–34] did not prove how these

parameters affect the entropy. The generalized entropy

measures proposed by literature [8, 17, 31–34] considered

only the effects of fuzziness and intuitionism, but they did

not consider the weights of fuzziness and intuitionism. (2)

When the mean of membership and non-membership of an

IVIFS is equal to the mean of membership and non-

membership of another IVIFS respectively, the specific

IVIFSs cannot be distinguished using some exiting IVIFE

measures. (3) Some existing entropy measures cannot

distinguish the IFSs located on the line h0; 0i and

h0:5; 0:5i: (4) The existing axioms for the IVIFE were

simply extended from the axioms for the IFE, it doesn’t

consider the interval area inherent in IVIFSs. The target

and motivation of this paper is to solve these problems.

2 Preliminaries

In this section we will discuss some basic concepts of IFSs

and IVIFSs.

An IVIFS [21] eA in a finite set X is an object having the

following form:

eA ¼ f\x; l
eA
ðxÞ; t

eA
ðxÞ[ x 2 Xgj :

where l
eA
ðxÞ � ½0; 1� and t

eA
ðxÞ � ½0; 1� denote the mem-

bership degree and non-membership of x 2 X with the

condition sup l
eA
ðxÞ þ sup t

eA
ðxÞ� 1. For the interval hesi-

tation margin p
eA
ðxÞ, we have inf p

eA
ðxÞ ¼ 1� sup l

eA
ðxÞ �

sup t
eA
ðxÞ and sup p

eA
ðxÞ ¼ 1� inf l

eA
ðxÞ � inf t

eA
ðxÞ. If

inf l
eA
ðxÞ ¼ sup l

eA
ðxÞ and inf t

eA
ðxÞ ¼ sup t

eA
ðxÞ, then the

IVIFS eA reduces to IFS. For convenience, we let

l
eA
ðxÞ ¼ ½lL

eA
ðxÞ; lU

eA
ðxÞ�, t

eA
ðxÞ ¼ ½tL

eA
ðxÞ; tU

eA
ðxÞ�, and

p
eA
ðxÞ ¼ ½pL

eA
ðxÞ; pU

eA
ðxÞ�, such that lU

eA
ðxÞ þ tU

eA
ðxÞ� 1 for

any x 2 X. So an IVIFS eA on X can be expressed as

eA ¼ f\x; ½lL
eA
ðxÞ; lU

eA
ðxÞ�; ½tL

eA
ðxÞ; tU

eA
ðxÞ�[ x 2 Xgj :

We denote all the IFSs in X by IFS ðXÞ and all the

IVIFSs in X by IVIFS ðXÞ.
For any two IVIFSs eA and eB over the same finite set X,

the relations and the operations of eA and eB are given as

follows:

1. eA � eB if and only if lL
eA
ðxÞ� lL

eB
ðxÞ, lU

eA
ðxÞ� lU

eB
ðxÞ

and tL
eA
ðxÞ� tL

eB
ðxÞ, tU

eA
ðxÞ� tU

eB
ðxÞ;

2. eA ¼ eB if and only if eA � eB and eA � eB;

3. The complement of eA is eAC ¼ f\x; ½tL
eA
ðxÞ; tU

eA
ðxÞ�;

½lL
eA
ðxÞ; lU

eA
ðxÞ�[ x 2 Xgj ;

4. The triplet \l
eA
ðxÞ; t

eA
ðxÞ; p

eA
ðxÞ[ is called an inter-

val valued intuitionistic fuzzy value.
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The normalized Hamming distance of any two IVIFSs

eA ¼ x;\½lL
eA
ðxÞ; lU

eA
ðxÞ�;

n

½tL
eA
ðxÞ; tU

eA
ðxÞ�[ x 2 Xj g and

eB¼ x;\½lL
eB
ðxÞ;lU

eB
ðxÞ�;

n

½tL
eB
ðxÞ;tU

eB
ðxÞ�[ x2Xj

o

is defined

as follow when eA and eB have only one element [21]:

DðeA; eBÞ ¼ 1

4
lL
eA
ðxÞ � lL

eB
ðxÞ

�

�

�

�

�

�þ lU
eA
ðxÞ � lU

eB
ðxÞ

�

�

�

�

�

�

�

þ tL
eA
ðxÞ � tL

eB
ðxÞ

�

�

�

�

�

�þ tU
eA
ðxÞ � tU

eB
ðxÞ

�

�

�

�

�

�

þ pL
eA
ðxÞ � pL

eB
ðxÞ

�

�

�

�

�

�þ pU
eA
ðxÞ � pU

eB
ðxÞ

�

�

�

�

�

�

�

:

ð1Þ

3 The New Generalized Exponential IFE

3.1 Some Existing IFE Measures and Disadvantages

In order to measure the fuzzy degree of IFSs, many entropy

measures were defined. Gao et al. showed [5] EGMMðAÞ:
Zhu and Li gave [6] EZLIðAÞ. Guo and Song [21] defined

EGKHðAÞ. But some of them have disadvantages. The dis-

advantages will be show as follow examples.

EGMMðAÞ ¼
1� lAðxÞ � tAðxÞj j2þp2AðxÞ

2
: ð2Þ

EZLIðAÞ ¼ ½1� lAðxÞ � tAðxÞj j þ pAðxÞ�½1þ pAðxÞ�=4:
ð3Þ

EGKHðAÞ ¼ ½1� lAðxÞ � tAðxÞj j� 1þ pAðxÞ
2

: ð4Þ

Example 1 A1 ¼ h0:6; 0:1i, A2 ¼ h0:6; 0:2i and A3 ¼
h0:6; 0:3i are three IFSs.

Using Eq. (2), we have

EGMMðA1Þ ¼ 0:42\EGMMðA2Þ ¼ 0:44\EGMMðA3Þ
¼ 0:46:

Using Eq. (3), we have

EZLIðA1Þ ¼ 0:26[EZLIðA2Þ ¼ 0:24[EZLIðA3Þ ¼ 0:22:

Using Eq. (4), we have

EGKHðA1Þ ¼ 0:325\EGKHðA2Þ ¼ 0:36\EGKHðA3Þ
¼ 0:385:

Though EGMMðAÞ, EGKHðAÞ and EZLIðAÞ are all defined

from the perspective of the reliability and amount of

knowledge, the entropy values and the orderings are

different. EGMMðAÞ, EGKHðAÞ and EZLIðAÞ were well

defined, but some key factors were not taken into account.

Liu and Ren [16] constructed ELMFðAÞ. Xiong et al. [17]

proposed EXSHðAÞ.

ELMFðAÞ ¼ cos
ðlAðxÞ � tAðxÞÞð1� pAðxÞÞ

2
p: ð5Þ

EXSHðAÞ ¼ ð1� lAðxÞ � tAðxÞj jÞ ln½pAðxÞ � ð1
� lAðxÞ � tAðxÞj jÞ þ e�: ð6Þ

Example 2 A4 ¼ h0:2; 0:2i and A5 ¼ h0:4; 0:4i are two

IFSs.

Using Eq. (5), we have

ELMFðA4Þ ¼ ELMFðA5Þ ¼ 1:

Using Eq. (6), we have

EXSHðA4Þ ¼ EXSHðA5Þ ¼ 1:

ELMFðAÞ and EXSHðAÞ cannot distinguish A4 and A5.

3.2 The New Generalized Exponential IFE

Szmidt and Kacprzk [20] defined the amount of knowledge

as lAðxÞ þ tAðxÞ and defined reliability as lAðxÞ � tAðxÞ.
Mao and Yao [8] call lAðxÞ þ tAðxÞ intuitionistic factor

and lAðxÞ � tAðxÞ fuzzy factor. Motivated by [8, 20], we

construct the new generalized IFE with the reliability and

amount of knowledge to overcome the shortcomings of the

IFE measures above.

Definition 1 The new generalized exponential entropy for

an IFS A ¼ f\x; lAðxÞ; tAðxÞ[ x 2j Xg which has only

one element is given as follows:

EðAÞ ¼ að1� lAðxÞ � tAðxÞj jÞP þ bð1� lAðxÞ
� tAðxÞÞqe1�að1� lAðxÞ�tAðxÞj jÞP�bð1�lAðxÞ�tAðxÞÞq : ð7Þ

where a; b are weight coefficients. 0\a; b\1. aþ b ¼ 1.

p; q[ 0 are IFE coefficients.

p; q are also the effects of lack of reliability and lack of

knowledge on IFE, respectively. pAðxÞ is the lack of

knowledge and 1� lAðxÞ � tAðxÞj j is the lack of

reliability.

Theorem 1 Let A 2 IFSðXÞ, a real function EðAÞ 2 ½0; 1�
defined by Eq. (7) is a generalized exponential entropy for

IFSs.

We can prove that Eq. (7) satisfies the following axioms

for the IFE introduced by [8]. The literature [8] proposed

the axioms for the IFE considering both fuzziness and

intuitionism.

Definition 2 For any A 2 IFSðXÞ, a real function EðAÞ ¼
f ðpA;DAÞ : IFSðXÞ ! ½0; 1� is called an entropy for IFSs, if

EðAÞ satisfies the following axioms.

(P1) EðAÞ ¼ 0 , A is a crisp set, i.e., lAðxÞ¼ 0,

tAðxÞ¼ 1 or lAðxÞ¼ 1, tAðxÞ¼ 0;

(P2) EðAÞ ¼ 1 , A ¼ f\x; ½0; 0�[ x 2 Xgj ;

(P3) EðAÞ ¼ EðACÞ;
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(P4) EðAÞ ¼ f ðpA;DAÞ is a real continuous function

which increases with the increasing of the first variable

pA ¼ 1� lAðxÞ � tAðxÞ and decreases with the increas-

ing of second variable DA ¼ lAðxÞ � tAðxÞj j.

Proof (P1) For any x 2 X; let A be a crisp set. When

lAðxÞ ¼ 1, tAðxÞ ¼ 0, we have

EðAÞ¼að1� 1�0j jÞPþbð1�1�0Þqe1�að1� 1�0j jÞP�bð1�0�0Þq¼0:

When lAðxÞ ¼ 0, tAðxÞ ¼ 1, we have EðAÞ ¼ að1�
0� 1j jÞP þ bð1� 0� 1Þq e1�að1� 0�1j jÞP�bð1�0�1Þq ¼ 0.

For any x 2 X; we now suppose EðAÞ ¼ 0: Given

that a 6¼ 0; b 6¼ 0, then we have að1� lAðxÞ�j
tAðxÞjÞp � 0, bð1� lAðxÞ � tAðxÞÞq � 0, and

e1�að1� lAðxÞ�tðxÞj jÞP�bð1�lAðxÞ�tðxÞÞq [ 0. It can only be

deduced from Eq. (7) that að1� lAðxÞj � tAðxÞjÞp ¼ 0

and bð1� lAðxÞ � tAðxÞÞq ¼ 0, which mean lAðxÞ ¼ 1,

tAðxÞ ¼ 0 or lAðxÞ ¼ 0, tAðxÞ ¼ 1 and therefore A is a

crisp set.

(P2) For any x 2 X; let lAðxÞ ¼ 0; tAðxÞ ¼ 0, we have

EðAÞ ¼ að1� 0� 0j jÞP þ bð1� 0� 0Þqe1�að1� 0�0j jÞP�bð1�0�0Þq ¼ 1:

For any x 2 X; we now suppose EðAÞ ¼ 1: Given that

0\a; b\1;aþ b ¼ 1, we have 1� að1�
lAðxÞ � tAðxÞj jÞp � 0; 1� bð1� lAðxÞ � tAðxÞÞq � 0 and

e1�að1� lAðxÞ�tðxÞj jÞP�bð1�lAðxÞ�tðxÞÞq � 1. It can be deduced

from Eq. (7) that

ð1� lAðxÞj �tAðxÞjÞp ¼ ð1� lAðxÞ

� tAðxÞÞqe1�að1� lAðxÞ�tðxÞj jÞP�bð1�lAðxÞ�tðxÞÞq ¼ 1;

i.e.,

ð1� lAðxÞj �tAðxÞjÞp ¼ ð1� lAðxÞ � tAðxÞÞq

¼ e1�að1� lAðxÞ�tðxÞj jÞP�bð1�lAðxÞ�tðxÞÞq ¼ 1:

Thus, we have

lAðxÞ ¼ tAðxÞ ¼ 0:

(P3) Trivial from the relations and operations of A and

AC:

(P4) For any x 2 X, let EðAÞ ¼ f ðy; zÞ, i.e.,

f ðy; zÞ ¼ að1� yÞp þ bzqe1�að1�yÞp�bzq :

where y ¼ lAðxÞ � tAðxÞj j � 0, z ¼ 1� lAðxÞ � tAðxÞ� 0,

y 2 ½0; 1� and z 2 ½0; 1�. So EðAÞ� 0. Taking the partial

derivative of f ðy; zÞ with y, we have

fyðy; zÞ ¼ �apð1� yÞp�1½1� bzqe
1�að1�yÞp�bzq �:

Given that e
1�að1�yÞp�bzq

\e
1�bzq

, we have 1�
bzqe

1�að1�yÞp�bzq

[ 1� bzqe
1�bzq

: Let MðnÞ ¼ 1� ne
1�n
;

where n ¼ bzq, taking the partial derivative of MðnÞ with
n, we have M

0 ðnÞ ¼ �ð1� nÞe1�n � 0. It means 1�
bzqe

1�bzq

decreases monotonically with the increasing of

bzq. We also know 0� bzq � 1. So when bzq ! 1, we have

1� bzqe
1�að1�yÞp�bzq

[ 1� bzqe
1�bzq ¼ 0. Thus

fyðy; zÞ ¼ �apð1� yÞp�1½1� bzqe
1�að1�yÞp�bzq � � 0:

So fyðy; zÞ decreases monotonically with the increasing

of y: Taking the partial derivative of f ðy; zÞ with z, we have

fzðy; zÞ ¼ ðbqzq�1Þ2e1�að1�yÞp�bzq � 0:

It means fzðy; zÞ increases monotonically with the increas-

ing of z. When y ¼ 0 and z ¼ 1, we have EðAÞ ¼ 1; When

y ¼ 1 and z ¼ 0, we have EðAÞ ¼ 0. So 0�EðAÞ� 1.

Therefore, it proves that Eq. (7) satisfies axioms (P1)–

(P4). Thus the GIFE is an IFE.

Let’s compute the entropy values of these IFSs [21], i.e.,

x1 ¼ h0:7; 0:3i, x2 ¼ h0:6; 0:2i, x3 ¼ h0:5; 0:1i,
y1 ¼ h0; 0:6i, y2 ¼ h0; 0:5i, y3 ¼ h0; 0:4i. From Eq. (7),

let a ¼ b ¼ 0:5; p ¼ q ¼ 1, we have

Eðx1Þ ¼ 0:3\Eðx2Þ ¼ 0:4822\Eðx3Þ ¼ 0:6297;

Eðy1Þ ¼ 0:5644\Eðy2Þ ¼ 0:6622\Eðy3Þ ¼ 0:7475:

It is obvious that the new GIFE measure can distinguish

these IFSs well. So the new GIFE measure is reasonable.

Moreover, much work remains to be done. Given that

1� 1� y� 0, we get lnð1� yÞ� 0. It follows from (P4)

that 1� bzqe1�að1�yÞp�bzq � 0. Taking the partial derivative

of f ðy; zÞ with p, q, a and b respectively, we have

fpðy; zÞ ¼ að1� yÞp lnð1� yÞð1� bzqe1�að1�yÞp�bzqÞ� 0:

fqðy; zÞ ¼ �ðbzq ln zÞ2e1�að1�yÞp�bzq � 0:

faðy; zÞ ¼ ð1� yÞpð1� bzqe1�að1�yÞp�bzqÞ� 0:

fbðy; zÞ ¼ zqe1�að1�yÞp�bzqð1� bzqÞ� 0:

Thus, EðAÞ decreases with the increasing of p; q and

increases with the increasing of a; b.
Figures 1 and 2 showhow a; b and p; q affect the entropy.

We can draw more figures similar to Figs. 1 and 2. h

3.3 Comparison with the Existing IFE Measures

In order to reflect the superiority of the GIFE measure

proposed in this paper, we compare the new GIFE measure

with the existing IFE measures by three examples.

Example 3 A1¼h0:6;0:1i, A2¼h0:6;0:2i, A3¼h0:6;0:3i.
Using Eq. (7), we calculate the entropy values and rank

them in Table 1.

The entropy values and the ordering are determined by

the weight coefficients a; b and IFE coefficients p; q, i.e.,
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the entropy value is determined by the weights and the

effects of lack reliability and lack of knowledge. Thus it is

more flexible than the results of Example 1.

Example 4 A4 ¼ h0:2; 0:2i, A5 ¼ h0:4; 0:4i. A4 and A5 are

on the line between h0; 0i and h0:5; 0:5i. Using Eq. (7), we

calculate the entropy values and rank them in Table 2.

No matter how a; b, p and q change, EðA4Þ is larger than
EðA5Þ. So Eq. (7) can distinguish A4 and A5 well. Thus it is

better than the results of Example 2.

Mao and Yao [8] introduced the IFE as EMJJðAÞ. Based
on the cross entropy measure, Mao and Yao [8] proposed

the IFE E
p;q
MJJðAÞ with parameters. p and q are the effects of

fuzzy information (reliability) and intuitionistic informa-

tion (knowledge), respectively. When p ¼ q ¼ 1, E
p;q
MJJðAÞ

reduces to EMJJðAÞ.
EMJJðAÞ ¼ fpAðxÞ ln 2þ lAðxÞ � tðxÞj jln lAðxÞ � tðxÞj j

þð lAðxÞ � tðxÞj j þ 1Þ
ln½2=ð lAðxÞ � tðxÞj j þ 1Þ�g=ð2 ln 2Þ:

ð8Þ

E
p;q
MJJðAÞ ¼

1

ðpþ qÞ ln 2 pppAðxÞ ln 2þ qðð lAðxÞ � tðxÞj jÞq
�

lnð lAðxÞ � tðxÞj jÞq þ ðð lAðxÞ � tðxÞj jÞq þ 1Þ

ln
2

ð lAðxÞ � tðxÞj jÞq þ 1
Þ
�

: ð9Þ

Example 5 A6 ¼ h0:5; 0:1i, A7 ¼ h0:5; 0:2i,
A8 ¼ h0:5; 0:3i. Using Eqs. (6) and (8), we calculate the

entropy values and rank them in Table 3.

From the calculations in Table 3, we know the results can

be changed not only by the weight coefficient a and b, but

Fig. 1 The hyperplane a ¼ b ¼ 0:5; p ¼ q ¼ 1

Fig. 2 The hyperplane a ¼ 0:8; b ¼ 0:2; p ¼ 1:75; q ¼ 1:25

Table 1 The entropy values

and the orderings of A1, A2 and

A3

Entropy a b p q A1 A2 A3 Rankings of the entropy values

EðAÞ 0.5 0.5 1 1 0.5233 0.4822 0.4411 EðA1Þ[EðA2Þ[EðA3Þ
0.3 0.7 1 1 0.5483 0.4563 0.3538 EðA1Þ[EðA2Þ[EðA3Þ
0.7 0.3 1 1 0.5076 0.5209 0.5385 EðA1Þ\EðA2Þ\EðA3Þ
0.5 0.5 1.15 1.15 0.465 0.4274 0.3984 EðA1Þ[EðA2Þ[EðA3Þ
0.5 0.5 0.5 0.5 0.7173 0.7393 0.752 EðA1Þ\EðA2Þ\EðA3Þ
0.8 0.2 2.5 0.7 0.3278 0.3552 0.4031 EðA1Þ\EðA2Þ\EðA3Þ

Table 2 The entropy values

and the orderings of A4 and A5

Entropy a b p q A4 A5 Rankings of the entropy values

EðAÞ 0.5 0.5 1 1 0.8664 0.6492 EðA4Þ[EðA5Þ
0.3 0.7 1 1 0.8557 0.5451 EðA4Þ[EðA5Þ
0.5 0.5 1.5 1.5 0.8037 0.5705 EðA4Þ[EðA5Þ
0.5 0.5 0.5 0.5 0.9335 0.7948 EðA4Þ[EðA5Þ
0.8 0.2 2.5 0.7 0.9485 0.8742 EðA4Þ[EðA5Þ
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also by the IFE coefficient p and q. Equation (8) only

considers the situation of p ¼ b and q ¼ a, it does not

consider the weights of fuzziness and intuitionism a and b
which are independent from p and q. Thus theGIFEproposed

in this paper is more flexible and more general than E
p;q
MJJðAÞ.

From Examples 3 to 5, we know the newGIFEmeasure is

more flexible and better than some existing IFE measures.

4 The New Generalized Exponential IVIFE

4.1 Some Existing IVFE Measures

and Disadvantages

Some IVIFE measures were defined. Guo and Song [21]

defined EGKHðeAÞ. Zhao and Mao [26] introduced EZYMðeAÞ.
Chen et al. [27] gave ECXHðeAÞ. But some of them have

disadvantages. The disadvantages will be showed as follow

examples.

EGKHðeAÞ ¼ 1�
lL
eA
ðxÞ � tL

eA
ðxÞ

�

�

�

�

�

�þ lU
eA
ðxÞ � tU

eA
ðxÞ

�

�

�

�

�

�

2

0

@

1

A

	
1þ 0:5ðpL

eA
ðxÞ þ pU

eA
ðxÞÞ

2
: ð10Þ

EZYMðeAÞ

¼ 1

2ln2
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ln2þ
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�
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@
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A
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ð11Þ

ECXHðeAÞ¼cot
1

4
pþ

0:5ð lL
eA
ðxÞ�tL

eA
ðxÞþlU

eA
ðxÞ�tU

eA
ðxÞ

�

�

�

�

�

�

4ð1þ0:5ðpL
eA
ðxÞþpU

eA
ðxÞÞ p

0

@

1

A: ð12Þ

Example 6 eA1 ¼ h½0:4; 0:6�; ½0:1; 0:3�i and eA2 ¼
h½0:45; 0:55�; ½0:15; 0:25�i: According to our intuition, eA1 is

more fuzzier than eA2. We know 0:4þ0:6
2

¼ 0:45þ0:55
2

and
0:1þ0:3

2
¼ 0:15þ0:25

2
.

Using Eq. (10), we have

EGKHðeA1Þ ¼ EGKHðeA2Þ ¼ 0:455:

Using Eq. (11), we have

EZYMðeA1Þ ¼ EZYMðeA2Þ ¼ 0:554:

Using Eq. (12), we have

ECXHðeA1Þ ¼ ECXHðeA2Þ ¼ 0:5195:

EGKHðeAÞ, EZYMðeAÞ and ECXHðeAÞ can not distinguish eA1

and eA2. The results differ from our intuition.

Meng and Chen [24] proposed EMFYðeAÞ. Mishra [33]

defined EARMðeAÞ.

EMFYðeAÞ¼
min lL

eA
ðxÞ;tL

eA
ðxÞ

n o

þmin lU
eA
ðxÞ;tU

eA
ðxÞ

n o

max lL
eA
ðxÞ;tL

eA
ðxÞ

n o

þmax lU
eA
ðxÞ;tU

eA
ðxÞ

n o : ð13Þ

EARMðeAÞ¼1� 1

2e
ðlL
eA
ðxÞþtðlU

eA
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eA
ðxÞÞ�tL

eA
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�

�

�

h
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Table 3 The entropy values

and the orderings of A6, A7 and

A8

Entropy a b p q A6 A7 A8 Rankings of the entropy values

E
p;q
MJJðAÞ 1 1 0.2958 0.2934 0.31 E

1;1
MJJðA8Þ[E

1;1
MJJðA6Þ[E

1;1
MJJðA7Þ

1.5 1.5 0.2983 0.3225 0.3664 E
1:5;1:5
MJJ ðA6Þ\E

1:5;1:5
MJJ ðA7Þ\E

1:5;1:5
MJJ ðA8Þ

0.5 0.5 0.3463 0.3222 0.3017 E
0:5;0:5
MJJ ðA6Þ[E

0:5;0:5
MJJ ðA7Þ[E

0:5;0:5
MJJ ðA8Þ

1.5 0.5 0.2048 0.1474 0.1061 E
1:5;0:5
MJJ ðA6Þ[E

1:5;0:5
MJJ ðA7Þ[E

1:5;0:5
MJJ ðA8Þ

EðAÞ 0.5 0.5 1 1 0.6927 0.5973 0.5649 EðA6Þ[EðA7Þ[EðA8Þ
0.8 0.2 1 1 0.6042 0.6477 0.6951 EðA6Þ\EðA7Þ\EðA8Þ
0.2 0.8 1 1 0.6802 0.5861 0.4758 EðA6Þ[EðA7Þ[EðA8Þ
0.5 0.5 1.5 1.5 0.4725 0.4463 0.4391 EðA6Þ[EðA7Þ[EðA8Þ
0.8 0.2 0.5 0.5 0.7827 0.806 0.8242 EðA6Þ\EðA7Þ\EðA8Þ
0.3 0.7 1.5 0.5 0.8118 0.7715 0.7167 EðA6Þ[EðA7Þ[EðA8Þ
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Example 7 eA3 ¼ h½0:1; 0:1�; ½0:1; 0:1�i,
eA4 ¼ h½0:3; 0:3�; ½0:3; 0:3�i. eA3 and eA4 are on the line

between h½0; 0�; ½0; 0�i and h½0:5; 0:5�; ½0:5; 0:5�i. From our

intuition, the entropy value of eA3 is not equal to the entropy

value of eA4.

Using Eq. (13), we have

EMFYðeA3Þ ¼ EMFYðeA4Þ ¼ 1:

Using Eq. (14), we have

EARMðeA3Þ ¼ EARMðeA4Þ ¼ 1:

EARMðeAÞ and EMFYðeAÞ can not distinguish eA3 and eA4.

The results differ from our intuition.

Thus, the above methods have limitations.

4.2 New Axioms of the IVIFE

From our intuition, the bigger the membership interval and

non-membership interval, the fuzzier it gets. So we can

deduce from the membership interval and non-membership

interval that\½0; 0:5�; ½0; 0:5�[ is the fuzziest IVIFS. The

hesitation degree interval of \½0; 0:5�; ½0; 0:5�[ is ½0; 1�.
½0; 1� is the biggest hesitancy interval. According to axiom

(P2), \0; 0[ is also the fuzziest IFS, thus

\½0; 0�; ½0; 0�[ is the fuzziest IVIFS. The intrinsic area in

IVIFS is lU
eA
ðxÞ�

�

�

� lL
eA
ðxÞ
�

�

� � tU
eA
ðxÞ

�

�

� � tL
eA
ðxÞ
�

�

�, which is

enclosed by the membership interval and non-membership

interval. When IVIFS reduces to IFS, the intrinsic area

reduces to 0, thus we introduce the interval area which

is represented by lU
eA
ðxÞ � lL

eA
ðxÞ

�

�

�

�

�

� � tU
eA
ðxÞ

�

�

� �tL
eA
ðxÞjþ

ð lU
eA
ðxÞ�

�

�

� lL
eA
ðxÞ
�

�

�þ tU
eA
ðxÞ � tL

eA
ðxÞ

�

�

�

�

�

�Þ=4. Furthermore, the

entropy value not only determined by interval area, but also

by the entropy value of \lL
eA
ðxÞ; tL

eA
ðxÞ[ and

\lU
eA
ðxÞ; tU

eA
ðxÞ[ .

From the description above, considering the axioms

proposed in [8], we defined the new axioms for the IVIFE

as follow.

Definition 3 For any eA 2 IVIFSðXÞ, a real function

EðeAÞ ¼ f ðw
eA
;D
eA
Þ : IVIFSðXÞ ! ½0; 1� is called an

entropy for IVIFSs, if EðeAÞ satisfies the following axioms.

(R1) EðeAÞ ¼ 0 , eA is a crisp set, i.e., eA ¼
f\x; ½0; 0�; ½1; 1�[ x 2 Xgj or eA ¼ f\x; ½1; 1�; ½0; 0�[
x 2 Xgj ;

(R2) EðeAÞ ¼ 1 , eA ¼ f\x; ½0; 0�; ½0; 0�[ x 2 Xgj or

eA ¼ f\x; ½0; 0:5�; ½0; 0:5�[ x 2 Xgj ;

(R3) EðeAÞ ¼ EðeACÞ;

(R4) EðeAÞ ¼ f ðw
eA
;D
eA
Þ is a real continuous function

which increases with the increasing of the first variable

w
eA

and decreases with the increasing of the second

variable D
eA
.

w
eA
¼ 0:5ðpL

eA
ðxÞ þ pU

eA
ðxÞÞ; D

eA

¼ 0:5 jlL
eA

�

ðxÞ � tL
eA
ðxÞ
�

�

�þ lU
eA
ðxÞ � tU

eA
ðxÞj

�

�

� Þ

where w
eA
¼ 0:5ðpL

eA
ðxÞ þ pU

eA
ðxÞÞ is the average of hesi-

tancy. It is also the average of amount of knowledge.

D
eA
¼ 0:5ð lL

eA

�

�

� ðxÞ � tL
eA
ðxÞ
�

�

�þ lU
eA
ðxÞ�

�

�

� tU
eA
ðxÞ
�

�

�Þ is the dis-

tance between membership ½lL
eA
ðxÞ; lU

eA
ðxÞ� and non-

membership ½tL
eA
ðxÞ; tU

eA
ðxÞ�. It is also the average of

reliability.

4.3 The New Generalized Exponential IVIFE

In order to overcome the shortcomings of IVIFE measures

mentioned above, we will define a GIVIFE measure from

the perspective of reliability and amount of knowledge.

Definition 4 The new generalized exponential entropy for

an IVIFS eA ¼ f\x; ½lL
eA
ðxÞ; lU

eA
ðxÞ�; ½tL

eA
ð

xÞ; tU
eA
ðxÞ�[ x 2 Xgj which has only one element is given

as follow.

EðeAÞ¼a 1�
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ð15Þ

where a; b are weight coefficients. 0\a; b\1. aþ b ¼ 1.

p; q[ 0 are IVIFE coefficients. p; q are also the effects of

lack of reliability and lack of knowledge on IVIFE

respectively.

Theorem 2 Let eA 2 IVIFSðXÞ, a real function EðeAÞ 2
½0; 1� defined by Eq. (15) is a generalized exponential

entropy for IVIFSs.
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Proof (R1) For any x 2 X; let eA be a crisp set, i.e., when

lL
eA
ðxÞ ¼ lU

eA
ðxÞ ¼ 1, tL

eA
ðxÞ ¼ tU

eA
ðxÞ ¼ 0, we have

EðeAÞ ¼ a 1� 1� 0j j þ 1� 0j j
2

� �P

þ b
0þ 0

2
þ 1� 1j j � 0� 0j j þ ð 1� 1j j þ 0� 0j jÞ=4

� �q

� e1�a 1� 1�0j jþ 1�0j j
2ð ÞP�b 0þ0

2
þ 1�1j j� 0�0j jþð 1�1j jþ 0�0j jÞ=4ð Þq ¼ 0:

When lL
eA
ðxÞ ¼ lU

eA
ðxÞ ¼ 0, tL

eA
ðxÞ ¼ tU

eA
ðxÞ ¼ 1, we have

EðeAÞ ¼ a 1� 0� 1j j þ 0� 1j j
2
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þ b
0þ 0

2
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2ð Þp�b 0þ0

2
þ 0�0j j� 1�1j jþð 0�0j jþ 0�0j jÞ=4ð Þq ¼ 0:

For any x 2 X; we now suppose EðeAÞ ¼ 0. Given that

0\a; b\1, aþ b ¼ 1, we have
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, it can be deduced from Eq. (15) that
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Thus lL
eA
ðxÞ ¼ lU

eA
ðxÞ ¼ 1; tL

eA
ðxÞ ¼ tU

eA
ðxÞ ¼ 0 or

lL
eA
ðxÞ ¼ lU

eA
ðxÞ ¼ 0, tL

eA
ðxÞ ¼ tU

eA
ðxÞ ¼ 1.

So eA is a crisp set.

(R2) Let lL
eA
ðxÞ ¼ lU

eA
ðxÞ ¼ 0, tL

eA
ðxÞ ¼ tU

eA
ðxÞ ¼ 0 for any

x 2 X, we get

EðeAÞ ¼ að1� 0� 0j j þ 0� 0j j
2
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2
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Let lL
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ðxÞ ¼ tL

eA
ðxÞ ¼ 0, lU

eA
ðxÞ ¼ tU

eA
ðxÞ ¼ 0:5 for any

x 2 X, we get

EðAÞ¼að1� 0�0j jþ 0:5�0:5j j
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For any x 2 X; we suppose EðeAÞ ¼ 1. Given that

0\a; b\1, aþ b ¼ 1, we have

0� að1�
lL
eA
ðxÞ � tL

eA
ðxÞ

�

�

�

�

�

�þ lU
eA
ðxÞ

�

�

� �tU
eA
ðxÞ
�

�

�

2
Þp � 1;

0� bð
pL
eA
ðxÞ þ pU

eA
ðxÞ

2
þ lU

eA
ðxÞ � lL

eA
ðxÞ

�

�

�

�

�

� � tU
eA
ðxÞ � tL

eA
ðxÞ

�

�

�

�

�

�

þ ð lU
eA
ðxÞ � lL

eA
ðxÞ

�

�

�

�

�

�þ tU
eA
ðxÞ � tL

eA
ðxÞ

�

�

�

�

�

�Þ=4Þq � 1;

and

1�e
1�að1�

lL

eA

ðxÞ�tL

eA

ðxÞ

�

�

�

�

�

�

�

�

þ lU

eA

ðxÞ

�

�

�

�

�tU

eA

ðxÞ

�

�

�

�

2
ÞP�bð

pL

eA

ðxÞþpU

eA

ðxÞ

2
þ lU
eA

ðxÞ�lL
eA

ðxÞ

�

�

�

�

�

�

�

�

� tU
eA

ðxÞ�tL
eA

ðxÞ

�

�

�

�

�

�

�

�

þð lU
eA

ðxÞ�lL
eA

ðxÞ

�

�

�

�

�

�

�

�

þ tU
eA

ðxÞ�tL
eA

ðxÞ

�

�

�

�

�

�

�

�

Þ=4Þq

;

it can be deduced from Eq. (15) that

1�
lL
eA
ðxÞ � tL

eA
ðxÞ

�

�

�

�

�

�þ lU
eA
ðxÞ

�

�

� �tU
eA
ðxÞ
�

�

�

2
¼ 1;

pL
eA
ðxÞ þ pU

eA
ðxÞ

2
þ lU

eA
ðxÞ � lL

eA
ðxÞ

�

�

�

�

�

� � tU
eA
ðxÞ � tL

eA
ðxÞ

�

�

�

�

�

�

þ ð lU
eA
ðxÞ � lL

eA
ðxÞ

�

�

�

�

�

�þ tU
eA
ðxÞ � tL

eA
ðxÞ

�

�

�

�

�

�Þ=4 ¼ 1;

and

e
1�að1�

lL

eA

ðxÞ�tL

eA

ðxÞ

�

�

�

�

�

�

�

�

þ lU

eA

ðxÞ

�

�

�

�

�tU

eA

ðxÞ

�

�

�

�

2
ÞP�b

pL

eA

ðxÞþpU

eA

ðxÞ

2
þ lU
eA

ðxÞ�lL
eA

ðxÞ

�

�

�

�

�

�

�

�

� tU
eA

ðxÞ�tL
eA

ðxÞ

�

�

�

�

�

�

�

�

þð lU
eA

ðxÞ�lL
eA

ðxÞ

�

�

�

�

�

�

�

�

þ tU
eA

ðxÞ�tL
eA

ðxÞ

�

�

�

�

�

�

�

�

� �

=4Þq

¼1:

Thus lL
eA
ðxÞ ¼ lU

eA
ðxÞ ¼ 0, tL

eA
ðxÞ ¼ tU

eA
ðxÞ ¼ 0 or

lL
eA
ðxÞ ¼ tL

eA
ðxÞ ¼ 0, lU

eA
ðxÞ ¼ tU

eA
ðxÞ ¼ 0:5.

(R3) Trivial from the relations and operations of eA and

eAC.

(R4) For any x 2 X; let

f ðy; zÞ ¼ að1� yÞp þ bðzþ mÞqe1�að1�yÞp�bðzþmÞq ;

where
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y ¼
lL
eA
ðxÞ � tL

eA
ðxÞ

�

�

�

�

�

�þ lU
eA
ðxÞ�

�

�

� tU
eA
ðxÞ
�

�

�

2

z ¼
pL
eA
ðxÞ þ pU

eA
ðxÞ

2
;

m ¼ lU
eA
ðxÞ � lL

eA
ðxÞ

�

�

�

�

�

� � tU
eA
ðxÞ � tL

eA
ðxÞ

�

�

�

�

�

�þ ð lU
eA
ðxÞ � lL

eA
ðxÞ

�

�

�

�

�

�

þ tU
eA
ðxÞ � tL

eA
ðxÞ

�

�

�

�

�

�Þ=4;

y 2 ½0; 1� and z 2 ½0; 1�. So EðeAÞ ¼ f ðy; zÞ� 0.

Taking the partial derivative of f ðy; zÞ with y, we have

fyðy; zÞ ¼ �apð1� yÞp�1½1� bðzþ mÞqe1�að1�yÞp�bðzþmÞq �:

Given that bðzþ mÞqe1�að1�yÞp�bðzþmÞq
\bðzþ mÞqe1�bðzþmÞq

;

we have 1� bðzþ mÞqe1�að1�yÞp�bðzþmÞq
[ 1� b ðzþ mÞq

e
1�bðzþmÞq

. Let MðfÞ ¼ 1� fe
1�f
, where f ¼ bðzþ mÞq, by

differentiating, we have M
0 ðfÞ ¼ �ð1� fÞe1�f � 0: It

means 1� bðzþ mÞqe1�bðzþmÞq
is strictly decreasing with

the increasing of bðzþ mÞq. In addition, we know

0� bðzþ mÞq � 1. When lL
eA
ðxÞ ¼ lU

eA
ðxÞ ¼ 0, tL

eA
ðxÞ ¼

tU
eA
ðxÞ ¼ 0 or lL

eA
ðxÞ ¼ tL

eA
ðxÞ ¼ 0, lU

eA
ðxÞ ¼ tU

eA
ðxÞ ¼ 0:5,

b ! 1; bðzþ mÞq ¼ 1, we have

1� bðzþ mÞqe1�að1�yÞp�bðzþmÞq
[ 1� bðzþ mÞqe1�bðzþmÞq ¼ 0:

Thus

fyðy; zÞ ¼ �apð1� yÞp�1½1� bðzþ mÞqe1�að1�yÞp�bðzþmÞq � � 0:

It means fyðy; zÞ decreases monotonically with the

increasing of y:

Taking the partial derivative of f ðy; zÞ with z; we have

fzðy; zÞ ¼ bqðzþ mÞq�1
e1�að1�yÞp�bðzþmÞq ½1� bðzþ mÞq�:

Given that 1� bðzþ mÞq � 0, e1�að1�yÞp�bðzþmÞq [ 0, we

know

fzðy; zÞ ¼ bqðzþmÞq�1
e1�að1�yÞp�bðzþmÞq ½1�bðzþmÞq��0:

So fzðy; zÞ increases monotonically with the increasing

of z:

Let f ¼ zþ m, we have f ðy; fÞ ¼ að1� yÞpþ
bfqe1�að1�yÞp�bfq . Taking the partial derivative of f ðy; fÞ
with f; we have

ffðy; fÞ ¼ bqfq�1e1�að1�yÞp�bfq ½1� bfq� � 0:

So ffðy; fÞ increases monotonically with the increasing

of f.
When lL

eA
ðxÞ ¼ lU

eA
ðxÞ ¼ 0, tL

eA
ðxÞ ¼ tU

eA
ðxÞ ¼ 0 or

lL
eA
ðxÞ ¼ tL

eA
ðxÞ ¼ 0, lU

eA
ðxÞ ¼ tU

eA
ðxÞ ¼ 0:5, y gets the

minimum value 0 and f gets the maximum value 1. So

we have EðeAÞ ¼ 1.

When lL
eA
ðxÞ ¼ lU

eA
ðxÞ ¼ 0, tL

eA
ðxÞ ¼ tU

eA
ðxÞ ¼ 1 or

lL
eA
ðxÞ ¼ lU

eA
ðxÞ ¼ 1, tL

eA
ðxÞ ¼ tU

eA
ðxÞ ¼ 0, y gets the maxi-

mum value 1 and f gets the minimum value 0. So we have

EðeAÞ ¼ 0. Therefore we have 0�EðAÞ� 1.

Equation (15) satisfies axioms (R1)–(R4). Thus the

GIVIFE is an IVIFE. When the IVIFSs reduce to IFSs,

Eq. (15) reduces to Eq. (7).

Let’s compute the entropy values of these IVIFSs, i.e.,

ez1 ¼ \½0:3; 0:4�; ½0:3; 0:4�[ ,

ez2 ¼ \½0:2; 0:3�; ½0:2; 0:3�[ ,

ez3 ¼ \½0:1; 0:2�; ½0:1; 0:2�[ . From Eq. (15), let

a ¼ b ¼ 0:5; p ¼ q ¼ 1, we have

Eðez1Þ ¼ 0:7479\Eðez2Þ ¼ 0:8489\Eðez3Þ ¼ 0:9284:

It is obvious that the new GIVIFE measure can

distinguish the IVIFSs well. So the new GIVIFE measure

is reasonable. h

4.4 Comparison with the Existing IVIFE Measures

In order to show the superiority of the GIVIFE measure

proposed in this paper, we will compare the new GIVIFE

measure with the existing IVIFE measures by five

examples.

Example 8 eA5 ¼ h½0:4; 0:4�; ½0:1; 0:2�i, eA6 ¼ h½0:4; 0:4�;
½0:2; 0:3�i, eA7 ¼ h½0:4; 0:4�; ½0:4; 0:5�i. Using Eqs. (10)–

(12) and Eq. (15), we calculate the entropy values and rank

them in Table 4.

The entropy values and the orderings are determined not

only by weight coefficients a and b, but also by the effects

of lack of reliability and lack of knowledge p and q.

Compared with EGKHðeAÞ, EZYMðeAÞ and ECXHðeAÞ, we

know that the results calculated by EðeAÞ are more flexible.

This is one of the main difference between Eq. (15) and the

existing IVIFE measures.

Example 9 eA1 ¼ \½0:4; 0:6�; ½0:1; 0:3�[ and eA2 ¼
\½0:45; 0:55�; ½0:15; 0:25�[ : According to our intuition,

eA1 is more fuzzier than eA2. We know 0:4þ0:6
2

¼ 0:45þ0:55
2

,
0:1þ0:3

2
¼ 0:15þ0:25

2
. This is the first special case for IVIFSs in

the text. Using Eq. (15), we calculate the entropy values

and rank them in Table 5.

No matter how a; b, p and q change, EðeA1Þ is always

larger than EðeA2Þ, i.e., eA1 is more fuzzier than eA2. So

Eq. (15) can distinguish eA1 and eA2 well. This is accor-

dance with our intuition and it is better than the results of

Example 6.
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Example 10 eA3 ¼ h½0:1; 0:1�; ½0:1; 0:1�i, eA4 ¼ h½0:3; 0:3�;
½0:3; 0:3�i. eA3 and eA4 are on the line between h½0; 0�; ½0; 0�i
and h½0:5; 0:5�; ½0:5; 0:5�i. This is the second special case

for IVIFSs in the text. Using Eq. (15), we calculate the

entropy values and rank them in Table 6.

No matter how a; b, p and q change, EðeA3Þ is larger than
EðeA4Þ, i.e., eA3 is not equal to eA4. So Eq. (15) can

distinguish eA3 and eA4 well. This is accordance with our

intuition and it is better than the results of Example 7.

In practical problems, we should use the consistent

parameters in the same problem, because different param-

eters determine different situations, we will compare the

problems under fixed parameters.

Gao et al. [25] defined the IVIFE from the amount of

knowledge and reliability as follows:

EGMMðeAÞ¼
4� lL

eA
ðxÞ�tL

eA
ðxÞ

�

�

�

�

�

�þ lU
eA
ðxÞ�tU

eA
ðxÞ

�

�

�

�

�

�

� �2

þ pL
eA
ðxÞþpU

eA
ðxÞ

� �2

8
:

ð16Þ

Example 11 eA8 ¼ \½0:5; 0:5�; ½0:1; 0:5�[ , eA9 ¼
\½0:5; 0:5�; ½0:2; 0:5�[ , eA10 ¼ \½0:5; 0:5�; ½0:3; 0:5�[ .

According to our intuition, eA8 is more fuzzier than eA9 and

eA9 is more fuzzier than eA10.

Using Eq. (10), we have

Table 4 The comparison of

entropy values and orderings

with three entropy measures

Entropy a b p q eA5
eA6

eA7
Rankings of the entropy values

EðeAÞ 0.5 0.5 1 1 0.7249 0.7012 0.6105 EðeA5Þ[EðeA6Þ[EðeA7Þ
0.5 0.5 2.5 1.5 0.3968 0.4134 0.451 EðeA5Þ\EðeA6Þ\EðeA7Þ
0.5 0.5 0.3 0.6 0.8578 0.8313 0.7372 EðeA5Þ[EðeA6Þ[EðeA7Þ
0.5 0.5 2.5 0.6 0.7385 0.7428 0.6979 EðeA6Þ[EðeA5Þ[EðeA7Þ
0.3 0.7 1 1 0.7426 0.6803 0.5065 EðeA5Þ[EðeA6Þ[EðeA7Þ
0.8 0.3 1 1 0.7289 0.7758 0.803 EðeA5Þ\EðeA6Þ\EðeA7Þ
0.3 0.7 2.5 1.5 0.5741 0.5045 0.3665 EðeA5Þ[EðeA6Þ[EðeA7Þ
0.3 0.7 0.3 0.6 0.8659 0.8239 0.6845 EðeA5Þ[EðeA6Þ[EðeA7Þ
0.8 0.2 2.5 1.5 0.5026 0.6029 0.7231 EðeA5Þ\EðeA6Þ\EðeA7Þ
0.8 0.2 0.3 0.6 0.8808 0.888 0.8688 EðeA6Þ[EðeA5Þ[EðeA7Þ

EGKHðeAÞ 0.5438 0.5737 0.5463 EðeA5Þ\EðeA7Þ\EðeA6Þ
EZYMðeAÞ 0.6488 0.6341 0.563 EðeA5Þ[EðeA6Þ[EðeA7Þ
ECXHðeAÞ 0.5472 0.7234 0.9135 EðeA5Þ\EðeA6Þ\EðeA7Þ

Table 5 The entropy values

and orderings of eA1 and eA2

Entropy a b p q eA1
eA2

Rankings of the entropy values

EðeAÞ 0.5 0.5 1 1 0.6882 00.638 EðeA1Þ[EðeA2Þ
0.3 0.7 1 1 0.7087 0.6417 EðeA1Þ[EðeA2Þ
0.5 0.5 1.5 1.5 0.5486 0.4895 EðeA1Þ[EðeA2Þ
0.5 0.5 0.5 0.5 0.8442 0.8159 EðeA1Þ[EðeA2Þ
0.8 0.2 0.7 2.5 0.6597 0.6456 EðeA1Þ[EðeA2Þ

Table 6 The entropy values

and orderings of eA3 and eA4

Entropy a b p q eA3
eA4

Rankings of the entropy values

EðeAÞ 0.5 0.5 1 1 0.9421 0.77 EðeA3Þ[EðeA4Þ
0.3 0.7 1 1 0.9442 0.7261 EðeA3Þ[EðeA4Þ
0.5 0.5 1.5 1.5 0.9125 0.6833 EðeA3Þ[EðeA4Þ
0.5 0.5 0.5 0.5 0.9718 0.88 EðeA3Þ[EðeA4Þ
0.8 0.2 0.7 2.5 0.9247 0.8242 EðeA3Þ[EðeA4Þ
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EGKHðeA8Þ ¼ 0:48\EGKHðeA9Þ ¼ 0:4887\EGKHðeA10Þ
¼ 0:495:

Using Eq. (16), we have

EGMMðeA8Þ ¼ EGMMðeA9Þ ¼ EGMMðeA10Þ ¼ 0:5:

EGMMðeAÞ cannot distinguish eA8, eA9 and eA10. The results

above differ from our intuition.

Using Eq. (15), let a ¼ b ¼ 0:5; p ¼ q ¼ 1, we have

EðeA8Þ ¼ 0:6352[EðeA9Þ ¼ 0:6037[EðeA10Þ ¼ 0:5706:

From our intuition, when lL
eA
ðxÞ ¼ lL

eB
ðxÞ ¼ lU

eA
ðxÞ ¼

lU
eB
ðxÞ; the bigger the non-membership interval, the fuzzier

the IVIFS. When tL
eA
ðxÞ ¼ tL

eB
ðxÞ ¼ tU

eA
ðxÞ ¼ tU

eB
ðxÞ; the

bigger the membership interval, the fuzzier the IVIFS.

The new GIVIFE can distinguish eA8, eA9 and eA10 well and

the results are consistent with our intuition. So EðeAÞ is

better than EGMMðeAÞ and EZYMðeAÞ.
Mishra [34] presented EARM2ðeAÞ as follows:

EARM2ðeAÞ¼
1

ffiffiffi

e
p

ð
ffiffiffi

e
p

�1Þ e�
lL
eA
ðxÞþlU

eA
ðxÞþ2�ðtL

eA
ðxÞþtU

eA
ðxÞÞ

4
e

lL

eA

ðxÞþlU

eA

ðxÞþ2�ðtL
eA

ðxÞþtU

eA

ðxÞÞ

4

2

4

�
tL
eA
ðxÞþtU

eA
ðxÞþ2�ðlL

eA
ðxÞþlU

eA
ðxÞÞ

4
e

tL

eA

ðxÞþtU

eA

ðxÞþ2�ðlL
eA

ðxÞþlU

eA

ðxÞÞ

4

3

5:

ð17Þ

Example 12 eA11 ¼ \½0:3; 0:4�; ½0:1; 0:6�[ , eA12 ¼ \
½0:2; 0:3�; ½0; 0:5�[ . lL

eA
ðxÞ þ lU

eA
ðxÞ ¼ tL

eA
ðxÞ þ tU

eA
ðxÞ is the

characteristics of eA11 and eA12. From our intuition, the

entropy value of eA11 is not equal to the entropy value of

eA12.

Using Eq. (12), we have

ECXHðeA11Þ ¼ ECXHðeA12Þ ¼ 1:

Using Eq. (17), we have

EAMR2ðeA11Þ ¼ EAMR2ðeA12Þ ¼ 1:

ECXHðeAÞ and EAMR2ðeAÞ cannot distinguish eA11 and eA12.

Using Eq. (15), let a ¼ b ¼ 0:5; p ¼ q ¼ 1, we have

EðeA11Þ ¼ 0:7787\EðeA12Þ ¼ 0:8494;

When lL
eA
ðxÞ þ lU

eA
ðxÞ ¼ tL

eA
ðxÞ þ tU

eA
ðxÞ; EðeAÞ can

distinguish the special IVIFSs well.

From Examples 9 to 12, we know that EðeAÞ can

distinguish the IVIFSs well. Thus the new GIVIFE is well

defined and it is more reasonable and flexible.

The other differences between EðeAÞ and the IVIFE

measures mentioned above can be described as in Table 7.

5 Conclusions and Discussion

Though a lot of IFE measures and IVIFE measures were

proposed, some of them have drawbacks. In order to

overcome the drawbacks, we propose a novel generalized

exponential IFE measure with parameters from the per-

spective of knowledge and reliability. We also propose a

novel generalized exponential IVIFE measure with

parameters and interval area from the perspective of

knowledge and reliability. The two novel generalized

entropy measures can distinguish the IFSs and IVIFSs well,

respectively. The main contributions of this paper are

summarized as follows:

1. The GIFE measure is defined by both the weight

coefficients and IFE coefficients. As the weight

coefficients and IFE coefficients change, some entropy

values and the orderings are changed. Therefore the

GIFE not only affected by the IFE coefficients but also

affected by the weight coefficients.

2. From our intuition, the larger the interval, the more

fuzzier the IVIFS. h½0; 0:5�; ½0; 0:5�; ½0; 1�i is the fuzzi-

est IVIFS.

3. We define the new axioms of the IVIFE.

4. We define the interval area which is unique to IVIFE.

The interval area is inherent in IVIFE. The bigger the

interval area, the fuzzier the IVIFS. Using the interval

Table 7 Comparison of our

new GIVIFE with the other

entropy measures from axioms

EðeAÞ EMFYðeAÞ EGKHðeAÞ EGMMðeAÞ ECXHðeAÞ EZY ðeAÞ EARMðeAÞ EARM2ðeAÞ

(R1) H H H H H H H H

(R2) H 9 9 9 9 9 9 9

(R3) H H H H H H H H

(R4) H H H H 9 H 9 9

The symbol ‘‘9’’ means ‘‘dissatisfy the corresponding axiom’’, the symbol ‘‘H’’ means ‘‘satisfy the cor-

responding axiom’’. From Table 7, we know that all the existing IVIFE measures do not satisfy axiom (R2)

except EðeAÞ. It means the existing IVIFE measures do not consider the intrinsic interval area. ECXHðeAÞ,
EARMðeAÞ and EARM2ðeAÞ do not satisfy axiom (R4). But EðeAÞ can satisfy all axioms. Thus our new GIVIFE

is more reasonable to measure the uncertain information of IVIFS
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area, we can reduce the loss of information including

in the IVIFS.

5. We propose the novel GIVIFE measure with interval

area. This differs from the other IVIFE measures. The

weight coefficients and IVIFE coefficients are used to

construct the new GIVIFE. When the weight coeffi-

cients and IVIFE coefficients change, some entropy

values and the orderings are changed.

6. When the mean of membership and non-membership

of one IVIFS is equal to the mean of membership and

non-membership of another IVIFS respectively, the

new GIVIFE can distinguish them well.

7. The two novel generalized exponential entropy mea-

sures can distinguish the IFSs on the line between

h0; 0i and h0:5; 0:5i.
8. When lL

eA
ðxÞ ¼ lL

eB
ðxÞ ¼ lU

eA
ðxÞ ¼ lU

eB
ðxÞ, the bigger the

non-membership interval, the fuzzier the IVIFS. When

tL
eA
ðxÞ ¼ tL

eB
ðxÞ ¼ tU

eA
ðxÞ ¼ tU

eB
ðxÞ, the bigger the mem-

bership interval, the fuzzier the IVIFS. The new

GIVIFE can distinguish them well and the results are

consistent with our intuition.

9. When lL
eA
ðxÞ þ lU

eA
ðxÞ ¼ tL

eA
ðxÞ þ tU

eA
ðxÞ, the new

GIVIFE can distinguish them well.

We have the conclusion that the two novel generalized

exponential entropy measures are reasonable and more

flexible. But some problems still unsolved. For exam-

ple, we do not know if there are other uncertainties that

affect the entropy, nor how they affect the entropy.

This will be studied in the near future.
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