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Abstract The linguistic picture fuzzy set (LPFS) is an

extension of the linguistic intuitionistic fuzzy set (LIFS),

and can contain more information than the LIFS. In this

paper, the degrees of positive, neutral and non-membership

of PFSs are expressed in linguistic terms, which can more

easily describe the uncertain and vague information exist-

ing in the real world. By combining the PFS and the lin-

guistic term, we define the LPFS and propose operational

rules for linguistic picture fuzzy numbers (LPFNs). We

further propose weighted averaging and weighted geo-

metric operators and discuss their properties. Additionally,

we propose an approach to deal with a multiple-attribute

group decision-making (MAGDM) problem based on the

developed aggregation operators. Finally, we present an

illustrative example to demonstrate the effectiveness and

advantages of the developed method by comparing it with

existing methods. In addition, our method can be utilized

not only to solve problems with linguistic intuitionistic

fuzzy numbers (LIFNs), but also to deal with problems

with LPFNs, and is a generalization of a number of existing

methods.

Keywords Linguistic picture fuzzy numbers � Linguistic
picture fuzzy aggregation operators � Multiple-attribute

decision-making

1 Introduction

The concept of the picture fuzzy set (PFS), which was

proposed by Cuong and Kreinovich [1], is basically a

generalization of the intuitionistic fuzzy set. An attractive

feature of the PFS is that it assigns to each element a

degree of membership, neutral membership or non-mem-

bership. Because of the tendency for considerable hesi-

tancy in human decision processes, PFSs have generally

been applied to the field of decision-making. They can be

applied in a directional fashion to human opinions such as

‘‘yes’’, ‘‘abstain’’, ‘‘no’’ and ‘‘refusal’’. Voting is a good

example of this position, where voters may be divided into

four groups: ‘‘vote for’’, ‘‘abstain’’, vote against’’ or ‘‘re-

fusal to vote’’. The PFS has attracted the attention of many

researchers in this area. Cuong [2] discussed characteristics

of PFSs and also confirmed their distance measures. Cuong

and Hai [3] defined the first fuzzy logic operators and

implications for PFSs, and introduced principle operations

for fuzzy derivation forms in PF logic. Cuong, Kreinovich

and Ngan [4] examined the characteristics of picture fuzzy

t-norm and t-conorm. Phong et al. [5] explored a certain

configuration of picture fuzzy relations. Wei et al. [6–8]

defined several procedures for computing the closeness

between PFSs. To date, many researchers have developed

models of PFSs conditions. For example, correlation

coefficients of PFSs were proposed by Sing [9] and applied

to clustering analysis. Son et al. [10] provided time

arrangement calculation and temperature estimation based

on the PFS domain. Son [11, 12] defined picture fuzzy
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separation measures, generalized picture fuzzy distance

measures and picture fuzzy association measures, and

combined them to tackle grouping examination under a

PFSs condition. A novel fuzzy derivation structure on PFSs

was defined by Son et al. [13] to improve the performance

of the classical fuzzy inference system. Thong et al.

[14, 15] utilized a PF clustering approach for complex data

and particle swarm optimization. Wei [16] developed PF

aggregation operators and applied them to multiple-at-

tribute decision-making (MADM) problems for ranking

enterprise resource planning (ERP) structures. Using the

picture fuzzy weighted cross-entropy concept, Wei [17]

studied a basic leadership technique and used this tech-

nique to rank the alternatives. Yang et al. [18] defined an

adjustable soft discernibility matrix based on PFSs and

tested it in decision-making. Garg [19] designed aggrega-

tion operators on PFSs and applied them to multi-criteria

group decision-making (MCDM) problems. Peng et al. [20]

proposed a PFS algorithm and tested it in decision-making.

For other research on PFSs, readers are referred to [21–23].

To deal with multiple-attribute group decision-making

(MAGDM) problems, Ashraf et al. [24] presented two

techniques, aggregation operators and (ii) the technique for

order of preference by similarity to ideal solution (TOP-

SIS) method, to aggregate picture fuzzy information. Bo

and Zhang [25] studied operations of picture fuzzy rela-

tions including type-2 inclusion relation, type-2 union,

type-2 intersection and type-2 complement operations, and

also defined the anti-reflexive kernel, symmetric kernel,

reflexive closure and symmetric closure of a picture fuzzy

relation. Ashraf et al. [26] extended the structure of cubic

sets to PFSs, and also defined the concept of positive-,

neutral- and negative-internal and positive-, neutral- and

negative-external cubic PFSs.

There are several methods for solving the MADM

problem using linguistic picture fuzzy information. Lin-

guistic ordered weighted average operators were developed

by Bordogna et al. [27]. A multi-criteria linguistic deci-

sion-making model was presented by Rodriguez et al. [28]

in which experts give their assessments by eliciting lin-

guistic interpretation. Herrera et al. [29, 30] introduced a

2-tuple linguistic representation model to avoid the loss

and misinterpretation of information in the linguistic

information processing process. Martı́nez et al. [31]

reviewed the use of the 2-tuple linguistic model for

counting with words in decision-making, including its

extensions, applications and challenges. Xu [32] defined a

virtual linguistic label equivalent to the 2-tuple linguistic

variable and introduced new aggregation operators

including a linguistic weighted geometric averaging oper-

ator (LWGA), linguistic ordered weighted geometric

averaging operator (LOWGA) and linguistic hybrid geo-

metric averaging operator (LHGA). Xu [33] proposed the

concept of an uncertain linguistic variable and defined the

uncertain linguistic ordered weighted averaging operator

and for more study about linguistic terms, we refer to

[34–37].

Motivated by evidence that PFSs are particularly well

suited for modeling estimated and vague information in

real-world applications, the fundamental objective of this

paper is to present various aggregation operators under the

linguistic picture fuzzy environment, referred to as lin-

guistic picture fuzzy aggregation operators, and their

application in MADM problems. In this paper, new oper-

ational laws for the PFSs are defined, and their comparable

aggregation operators, namely linguistic picture fuzzy

weighted averaging, ordered weighted and hybrid averag-

ing aggregation operators, are proposed. Useful properties

are also studied and these proposed operators are applied to

MADM problem to demonstrate the best alternative. In

order to do so, we show the picture fuzzy numbers by

linguistic variables using a linguistic term set. In the last

section, we compare our results with those of Xu [33], in

which a small difference occurs in the results for some

reason. For example, the operations of the linguistic picture

fuzzy numbers (LPFNs) are different from the operations

of uncertain linguistic variable (ULVs). Secondly, we use

the score and accuracy index to rank the LPFNs. However,

Xu [33] compared each ULV with all ULVs, and then

constructed a complementary matrix.

The remainder of the paper is organized as follows. In

Sect. 2, we briefly discuss PFSs and the linguistic

approach. In Sect. 3, we introduce the concept of LPFNs,

which is a generalization of linguistic intuitionistic fuzzy

numbers (LIFNs) for linguistic picture circumstances. In

Sect. 4, we introduce some aggregation operators for

LPFNs. We present the MADM method with LPFN

assessments in Sect. 5. In Sect. 6, we illustrate an example,

and in Sect. 7, we compare the results of this paper to the

results obtained by Xu [33]. Conclusions are drawn in

Sect. 8.

2 Preliminary

Definition 1 ([1]) Let R 6¼ 0 be a universal set. Then a

picture fuzzy set J (PFS) in R can be written as

J ¼ fhr; ljðrÞ; mjðrÞ; gjðrÞijr 2 Rg

where the functions ljðrÞ : R ! ½0; 1�; mjðrÞ : R ! ½0; 1�
and gjðrÞ : R ! ½0; 1� are the membership, neutral mem-

bership and non-membership degree of the set J, respec-

tively, which satisfy the condition

0� ljðrÞ þ mjðrÞ þ gjðrÞ� 1; 8r 2 R:
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For each r 2 R;-JðrÞ ¼ 1� ljðrÞ � mjðrÞ � gjðrÞ is said to

be the refusal degree of J.

If mjðrÞ ¼ 0, 8 r 2 R; then set J is reduced to an IFS, and

if gjðrÞ ¼ mjðrÞ ¼ 0 for all r 2 R; then set J is reduced to an

FS.

Definition 2 ([38]) Let R 6¼ 0 be a universal set. The

linguistic picture fuzzy set J (LPFS) in R can then be

written as

J ¼ f ‘hðrÞ; ljðrÞ; mjðrÞ; gjðrÞ
� �

jr 2 Rg

where ‘hðrÞ 2 L represents the linguistic term, and the

functions ljðrÞ : R ! ½0; 1�; mjðrÞ : R ! ½0; 1� and gjðrÞ :
R ! ½0; 1� are the membership, neutral membership and

non-membership degree of the set J, respectively, which

satisfy the condition

0� ljðrÞ þ mjðrÞ þ gjðrÞ� 1; 8r 2 R:

If mjðrÞ ¼ 0; 8 r 2 R; then the picture linguistic set is

reduced to the intuitionistic linguistic set [39].

Definition 3 Let L ¼ f‘iji ¼ 0; 1; . . .; lg be the linguistic

term set with odd cardinality, where ‘i are the possible

values of the linguistic variable and l is a positive integer,

i.e., a seven-linguistic-terms set L could be assigned as

[40]:

L ¼ ð‘0; ‘1; ‘2; ‘3; ‘4; ‘5; ‘6Þ
¼ fvery poor, poor, slightly poor, fair;

slightly good, good, very goodg:

Definition 4 ([29]) Characteristics of the linguistic term

set are:

1. The negation operator: neg ðLiÞ ¼ Lj, where j ¼ l� 1;

2. Be ordered: ‘i � ‘j () i� j;

3. Maximum operator: maxð‘i; ‘jÞ ¼ ‘i if ‘i � ‘j;

4. Minimum operator: minð‘i; ‘jÞ ¼ ‘i if ‘i � ‘j.

3 Linguistic Picture Fuzzy Numbers

In real-life problems, it can be difficult to derive the degree

of membership, neutral membership and non-membership

of PFNs with perfect values. Therefore, the notion of lin-

guistic picture fuzzy numbers (LPFNs) is introduced here,

and we represent membership, neutral membership and

non-membership in the form of linguistic terms.

Definition 5 Let C 0;l½ � be the set of all LPFNs based on

L 0;l½ � and ð‘jj ; ‘nj ; ‘djÞ 2 C 0;l½ � j ¼ 1; 2; 3. . .; nð Þ. Then we

define the following operation for the LPFNs as:

1. ð‘jl ; ‘nl ; ‘dlÞ [ ð‘jm ; ‘nm ; ‘dmÞ ¼ fmaxð‘jl ; ‘jmÞ;
minð‘nl ; ‘nmÞ; minð‘dl ; ; ‘dmÞg;

2. ð‘jl ; ‘nl ; ‘dlÞ \ ð‘jm ; ‘nm ;
‘dmÞ ¼ fminð‘jl ; ‘jmÞ;minð‘nl ; ‘nmÞ;maxð‘dl ; ; ‘dmÞg;

3. ð‘jl ; ‘nl ; ‘dlÞ
c ¼ ð‘dl ; ‘nl ; ‘jlÞ.

Theorem 1 Let ð‘j1 ; ‘n1 ; ‘d1Þ; ð‘j2 ; ‘n2 ; ‘d2Þ and

ð‘j3 ; ‘n3 ; ‘d3Þ be the LPFNs. Then the following equalities

always hold:

1. ð‘j1 ; ‘n1 ; ‘d1Þ [ ð‘j2 ; ‘n2 ; ‘d2Þ ¼ ð‘j2 ; ‘n2 ; ‘d2Þ [ ð‘j1 ; ‘n1 ;
‘d1Þ;

2. ð‘j1 ; ‘n1 ; ‘d1Þ \ ð‘j2 ; ‘n2 ; ‘d2Þ ¼ ð‘j2 ; ‘n2 ; ‘d2Þ \ ð‘j1 ; ‘n1 ;
‘d1Þ;

3. ð‘j1 ; ‘n1 ; ‘d1Þ [ ½ð‘j2 ; ‘n2 ; ‘d2Þ [ ð‘j3 ; ‘n3 ; ‘d3Þ� ¼ ð‘j1 ;½
‘n1 ; ‘d1Þ [ ð‘j2 ; ‘n2 ; ‘d2Þ� [ ð‘j3 ; ‘n3 ; ‘d3Þ;

4. ð‘j1 ; ‘n1 ; ‘d1Þ \ ½ð‘j2 ; ‘n2 ; ‘d2Þ \ ð‘j3 ; ‘n3 ; ‘d3Þ� ¼ ð‘j1 ;½
‘n1 ; ‘d1Þ \ ð‘j2 ; ‘n2 ; ‘d2Þ� \ ð‘j3 ; ‘n3 ; ‘d3Þ;

5. ð‘j1 ; ‘n1 ; ‘d1Þ [ ½ð‘j2 ; ‘n2 ; ‘d2Þ \ ð‘j3 ; ‘n3 ; ‘d3Þ� ¼ ½ð‘j1 ;
‘n1 ; ‘d1Þ [ ð‘j2 ; ‘n2 ; ‘d2Þ� \ ½ð‘j1 ; ‘n1 ; ‘d1Þ [ ð‘j3 ; ‘n3 ;
‘d3Þ�;

6. ð‘j1 ; ‘n1 ; ‘d1Þ \ ½ð‘j2 ; ‘n2 ; ‘d2Þ [ ð‘j3 ; ‘n3 ; ‘d3Þ� ¼ ½ð‘j1 ;
‘n1 ; ‘d1Þ \ ð‘j2 ; ‘n2 ; ‘d2Þ� [ ½ð‘j1 ; ‘n1 ; ‘d1Þ \ ð‘j3 ; ‘n3 ;
‘d3Þ�;

7. ½ð‘j1 ; ‘n1 ; ‘d1Þ [ ð‘j2 ; ‘n2 ; ‘d2Þ�
c ¼ ð‘j1 ; ‘n1 ; ‘d1Þ

c \ ð‘j2 ;
‘n2 ; ‘d2Þ

c
;

8. ½ð‘j1 ; ‘n1 ; ‘d1Þ \ ð‘j2 ; ‘n2 ; ‘d2Þ�
c ¼ ð‘j1 ; ‘n1 ; ‘d1Þ

c [ ð‘j2 ;
‘n2 ; ‘d2Þ

c
.

Proof Straightforward. h

Definition 6 Let Fj ¼ ð‘jj ; ‘nj ; ‘djÞ j ¼ 1; 2; 3. . .; nð Þ be

the set of all LPFNs; then

zðFÞ ¼ jj � nj � dj; andgðFÞ ¼ jj þ nj þ dj:

Then z(F) and g(F) are the linguistic score function and

linguistic accuracy function of F, respectively.

Definition 7 Let F1 ¼ ð‘j1 ; ‘n1 ; ‘d1Þ;F2 ¼ ð‘j2 ; ‘n2 ; ‘d2Þ be
two LPFNs. Then zðF1Þ and zðF2Þ are the score function of

F1 and F2, and gðF1Þ and gðF2Þ are the accuracy function

of F1 and F2: Then the following can be stated:

1. If zðF1Þ\zðF2Þ; then F1 is smaller than F2; denoted by

F1\F2;

2. If zðF1Þ[ zðF2Þ; then F1 is larger than F2; denoted by

F1 [F2;

3. If zðF1Þ ¼ zðF2Þ;
a. If gðF1Þ\gðF2Þ; then F1 is smaller than F2; denoted

by F1\F2;

b. If gðF1Þ[ gðF2Þ; then F1 is larger than F2; denoted by

F1 [F2;

c. If gðF1Þ ¼ gðF2Þ; then F1 and F2 have the same

information, denoted by F1 ¼ F2.
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3.1 Operational Laws and Properties of Linguistic

Picture Fuzzy Numbers

In this section, we define some basic operational laws for

LPFNs and also define their properties.

Definition 8 Let ð‘j1 ; ‘n1 ; ‘d1Þ; ð‘j2 ; ‘n2 ; ‘d2Þ and

ð‘j3 ; ‘n3 ; ‘d3Þ 2 C½0;l�; be the LPFNs with k � 0: Then, the

operational laws for the LPFNs are as follows:

1. ð‘j1 ; ‘n1 ; ‘d1Þ � ð‘j2 ; ‘n2 ; ‘d2Þ ¼ ‘j1þj2�j1j2
l
; ‘n1n2

l

; ‘d1d2
l

� �
;

2. ð‘j1 ;‘n1 ;‘d1Þ	ð‘j2 ;‘n2 ;‘d2Þ¼ ‘j1j2
l
;‘

n1þn2�
n1n2
l

;
�

‘
d1þd2�d1d2

l

Þ;

3. k � ð‘j1 ; ‘n1 ; ‘d1Þ ¼ ‘
l�l 1�j1

lð Þk ; ‘l n1
l

� �k ; ‘
l

d1
l

� �k

� 	
;

4. ð‘j1 ; ‘n1 ; ‘d1Þ
k ¼ ‘

l
j1
lð Þk ; ‘l�l 1�n1

l

� �k ; ‘
l�l 1�d1

l

� �k

� 	

Theorem 2 Let ð‘j; ‘n; ‘dÞ; ð‘j1 ; ‘n1 ; ‘d1Þ and ð‘j2 ; ‘n2 ;
‘d2Þ 2 C½0;l� be the LPFNs with k; k1; k2 [ 0: Then

1. ð‘j1 ; ‘n1 ; ‘d1Þ � ð‘j2 ; ‘n2 ; ‘d2Þ ¼ ð‘j2 ; ‘n2 ; ‘d2Þ � ð‘j1 ;
‘n1 ; ‘d1Þ;

2. ð‘j1 ; ‘n1 ; ‘d1Þ 	 ð‘j2 ; ‘n2 ; ‘d2Þ ¼ ð‘j2 ; ‘n2 ; ‘d2Þ 	 ð‘j1 ;
‘n1 ; ‘d1Þ;

3. ð‘j; ‘n; ‘dÞ � ð‘j1 ; ‘n1 ; ‘d1Þ � ð‘j2 ; ‘n2 ;



‘d2Þ� ¼ ð‘j;½
‘n; ‘dÞ � ð‘j1 ; ‘n1 ; ‘d1Þ� � ð‘j2 ; ‘n2 ; ‘d2Þ;

4. ð‘j; ‘n; ‘dÞ 	 ð‘j1 ; ‘n1 ; ‘d1Þ 	 ð‘j2 ; ‘n2 ;



‘d2Þ� ¼ ð‘j;½
‘n; ‘dÞ 	 ð‘j1 ; ‘n1 ; ‘d1Þ� 	 ð‘j2 ; ‘n2 ; ‘d2Þ;

5. k½ð‘j1 ; ‘n1 ; ‘d1Þ � ð‘j2 ; ‘n2 ; ‘d2Þ� ¼ kð‘j1 ; ‘n1 ; ‘d1Þ�
kð‘j2 ; ‘n2 ; ‘d2Þ;

6. ½ð‘j1 ; ‘n1 ; ‘d1Þ � ð‘j2 ; ‘n2 ; ‘d2Þ�
k ¼ ð‘j1 ; ‘n1 ; ‘d1Þ

k 	
ð‘j2 ; ‘n2 ; ‘d2Þ

k
;

7. k1ð‘j; ‘n; ‘dÞ � k2ð‘j; ‘n; ‘dÞ ¼ ðk1 þ k2Þð‘j; ‘n; ‘dÞ;
8. ð‘j; ‘n; ‘dÞk1 	 ð‘j; ‘n; ‘dÞk2 ¼ ð‘j; ‘n; ‘dÞk1þk2 ;

9. k1½k2ð‘j; ‘n; ‘dÞ� ¼ k1k2ð‘j; ‘n; ‘dÞ;
10. ½ð‘j; ‘n; ‘dÞk2 �k1 ¼ ð‘j; ‘n; ‘dÞk1k2 .

Proof Straightforward. h

4 Some New Aggregation Operators on Linguistic
Picture Fuzzy Numbers

We introduced the linguistic picture fuzzy weighted aver-

aging (LPFWA), linguistic picture fuzzy ordered weighted

averaging (LPFOWA), and linguistic picture fuzzy hybrid

averaging (LPFHA) operators using the defined operational

laws for linguistic picture fuzzy information.

Definition 9 Let Fj ¼ ð‘jj ; ‘nj ; ‘djÞ j ¼ 1; 2; 3. . .;mð Þ 2
C½0;l� be the set of all LPFNs. The LPFWA operator is a

mapping Cm
½0;l� ! C½0;l�; such that:

LPFWAwðF1;F2; . . .;FmÞ ¼ w1F1 � w2F2 � . . .� wmFm

where w ¼ ðw1;w2; . . .;wmÞT are the weighted vectors of

Fjð j ¼ 1; 2; . . .mÞ; such that 0�wj � 1;
Pm

j¼1 wj ¼ 1:

Theorem 3 Let Fj ¼ ð‘jj ; ‘nj ; ‘djÞ j ¼ 1; 2; 3. . .;mð Þ 2
C½0;l� be the set of all LPFNs and w ¼ ðw1;w2; . . .;wmÞT be

the weighted vectors of Fjð j ¼ 1; 2; . . .mÞ; such that

0�wj � 1;
Pm

j¼1 wj ¼ 1: Then

LPFWAwðF1;F2; . . .;FmÞ

¼ ‘
l�l

Qm

j¼1

1�jj
lð Þwj

; ‘
l
Qm

j¼1

nj
l

� �wj
; ‘

l
Qm

j¼1

dj
l

� �wj

0

B@

1

CA

Proof By utilizing the technique of mathematical induc-

tion on m, we have the following for m ¼ 2, since

LPFWAwðF1;F2Þ ¼ w1F1 � w2F2

¼ ‘
l�l 1�j1

lð Þw1 ; ‘l n1
l

� �w1 ; ‘
l

d1
l

� �w1

� 	

� ‘
l�l 1�j2

lð Þw2 ; ‘l n2
l

� �w1 ; ‘
l

d2
l

� �w2

� 	

¼ ð‘u ; ‘v; ‘wÞ

where

u ¼ l� l 1� j1
l

� �w1
h i

þ l� l 1� j2
l

� �w2
h i

�
l� l 1� j1

l

� �w1

 �

l� l 1� j1
l

� �w2

 �

l

¼ l� l 1� j1
l

� �w1

1� j2
l

� �w2

¼ l� l
Y2

j¼1

1� jj
l

� �wj

v ¼
l n1

l

� �w1
h i

l n2
l

� �w2
h i

l
¼ l

n1
l

� 	w1 n2
l

� 	w2

¼ l
Y2

j¼1

nj
l

� 	wj

and
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w ¼
l d1

l

� �w1
h i

l d2
l

� �w2
h i

l
¼ l

d1
l

� 	w1 d2
l

� 	w2

¼ l
Y2

j¼1

dj
l

� 	wj

So, we have proved that the result is true for m ¼ 2: Now,

suppose that the result is true for m� 1; i.e.,

LPFWAwðF1;F2; . . .;Fm�1Þ

¼ ‘
l�l

Qm�1

j¼1

1�jj
lð Þwj

; ‘
l
Qm�1

j¼1

nj
l

� �wj
; ‘

l
Qm�1

j¼1

dj
l

� �wj

0

B@

1

CA

Now, we have to prove for m,

LPFWAwðF1;F2; . . .;FmÞ
¼ w1F1 � w2F2 � . . .� wm�1Fm�1 � wmFm

¼ ‘
l�l

Qm�1

j¼1

1�jj
lð Þwj

; ‘
l
Qm�1

j¼1

nj
l

� �wj
; ‘

l
Qm�1

j¼1

dj
l

� �wj

0

B@

1

CA

� ‘
l�l

Qm

j¼1

1�jj
lð Þwj

; ‘
l
Qm

j¼1

nj
l

� �wj
; ‘

l
Qm

j¼1

dj
l

� �wj

0

B@

1

CA

¼ ð‘um ; ‘vm ; ‘wm
Þ

where

um ¼ l� l
Ym�1

j¼1

1� jj
l

� �wj

" #

þ l� l 1� jm
l

� �wm
h i

�
l� l

Qm�1

j¼1

1� j1
l

� �w1 �½l� l 1� jm
l

� �wm

" #

l

¼ l� l
Ym

j¼1

1� jj
l

� �wj

vm ¼
l
Qm

j¼1

nj
l

� �wj

: l nm
l

� �wm
h i

l

¼ l
Ym

j¼1

nj
l

� 	wj

and

wm ¼
l
Qm

j¼1

dj
l

� �wj

: l dm
l

� �wm
h i

l

¼ l
Ym

j¼1

dj
l

� 	wj

Hence, the result is true for any m, i.e.,

LPFWAwðF1;F2; . . .;FmÞ

¼ ‘
l�l

Qm

j¼1

1�jj
lð Þwj

; ‘
l
Qm

j¼1

nj
l

� �wj
; ‘

l
Qm

j¼1

dj
l

� �wj

0

B@

1

CA

Proved. h

The LPFWA operator has the following properties

which can be easily proved:

1. Commutativity: Let Fj 2 C½0;l� ðj ¼ 1; 2; . . .;mÞ;and
rð1Þ; rð2Þ; . . .rðmÞ is a permutation of (1, 2, …, m);

then

LPFWAwðF1;F2; . . .;FmÞ
¼ LPFWAw=ðFrð1Þ;Frð2Þ; . . .;FrðmÞÞ

where r is any permutation on the set (1, 2, …, m).

2. Monotonicity: Let Fj ¼ ð‘jj ; ‘nj ; ‘djÞ;F

j ¼ ð‘j


j
; ‘n
j ;

‘d
j Þ 2 C½0;l�; if jj � j
j ; nj � n
j ; dj � d
j ðj ¼ 1; 2;

. . .;mÞ; then

LPFWAwðF1;F2; . . .;FmÞ
�LPFWAwðF


1 ;F


2 ; . . .;F



mÞ:

3. Boundary: Let Fj ¼ ð‘jj ; ‘nj ; ‘djÞ 2 C½0;l� ðj ¼ 1; 2; . . .;

mÞ;and j� ¼ minðjjÞ; jþ ¼ maxðjjÞ; n� ¼ minðnjÞ;
nþ ¼ maxðnjÞ; d� ¼ minðdjÞ and dþ ¼ maxðdjÞ; then

ð‘jþ ; ‘nþ ; ‘dþÞ�LPFWAwðF1;F2; . . .;FmÞ
� ð‘j� ; ‘n� ; ‘d�Þ

4. Idempotency: Let Fj ¼ ð‘jj ; ‘nj ; ‘djÞ 2 C½0;l� ðj ¼
1; 2; . . .;mÞ and Fj ¼ F; always for any j; then

LPFWAwðF1;F2; . . .;FmÞ ¼ F:

Definition 10 Let Fj ¼ ð‘jj ; ‘nj ; ‘djÞ ðj ¼ 1; 2; 3. . .;mÞ 2
C½0;l� be the set of all LPFNs. The linguistic picture fuzzy

ordered weighted averaging (LPFOWA) operator is a

mapping Cm
½0;l� ! C½0;l�;with associated weight vector w ¼

ðw1;w2; . . .;wmÞ
T ; 0�wj � 1;

Pm
j¼1 wj ¼ 1 such that

LPFOWAwðF1;F2; . . .;FmÞ
¼ w1Frð1Þ � w2Frð2Þ � . . .;wmFrðmÞ

where rð1Þ; rð2Þ; . . .rðmÞ is a permutation of (1, 2,

…, m), such that Frðj�1Þ �FrðjÞ for all j ¼ ð1; 2; . . .;mÞ:

Definition 11 Let Fj ¼ ð‘jj ; ‘nj ; ‘djÞ ðj ¼ 1; 2; 3. . .;mÞ 2
C½0;l� be the set of all LPFNs. The linguistic picture fuzzy

hybrid weighted averaging (LPFHWA) operator is a
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mapping Cm
½0;l� ! C½0;l�;with associated weight vector w ¼

ðw1;w2; . . .;wmÞ
T ; 0�wj � 1;

Pm
j¼1 wj ¼ 1 such that

LPFHWAw;wðF1;F2; . . .;FmÞ
¼ w1F

=
rð1Þ � w2F

=
rð2Þ � . . .;wmF

=
rðmÞ

The weight vectors of Fjðj ¼ 1; 2; . . .mÞ; are w ¼ ðw1;w2;

. . .;wmÞT , such that 0�wj � 1;
Pm

j¼1 wj ¼ 1; and F
=
j ¼

mwjFj; m is the balancing coefficient, rð1Þ; rð2Þ; . . .rðmÞ is
a permutation of (1, 2, …, m), such that F

=
rðj�1Þ �F

=
rðjÞ for

all j ¼ 1; 2; . . .;m:

Example 1 Assume that F1 ¼ ð‘4; ‘2; ‘1Þ;F2 ¼ ð‘3; ‘4;
‘1Þ;F3 ¼ ð‘5; ‘1; ‘2Þ and F4 ¼ ð‘2; ‘3; ‘3Þ 2 C½0;8� are the

LPFNs and weight vector w ¼ ð0:4; 0:1; 0:2; 0:3ÞT of the

Fjð j ¼ 1; 2; 3; 4Þ; and w ¼ ð0:2; 0:3; 0:3; 0:2ÞT is the posi-

tion weighted vector.

According to the definition, we have kð‘j; ‘n; ‘dÞ ¼

‘
‘�‘ 1�j

‘ð Þk ; ‘‘ n
‘ð Þ

k ; ‘
‘ d

‘ð Þ
k

� 	
Thus, we have

F
=
1 ¼ 4� 0:4ð‘4; ‘2; ‘1Þ ¼ ð‘5:36; ‘0:87; ‘0:28Þ;

F
=
2 ¼ 4� 0:1ð‘3; ‘2; ‘1Þ ¼ ð‘1:37; ‘4:59; ‘3:48Þ

F
=
3 ¼ 4� 0:2ð‘5; ‘1; ‘2Þ ¼ ð‘4:35; ‘1:52; ‘2:64Þ

F
=
4 ¼ 4� 0:3ð‘2; ‘3; ‘3Þ ¼ ð‘2:34; ‘2:47; ‘2:47Þ

We find the linguistic score and accuracy values of each

argument and then rank these arguments: F
=
i ði ¼

1; 2; 3; 4Þ: zðF=
1Þ ¼ 4:21; zðF=

2Þ ¼ �6:7; zðF=
3Þ ¼ 0:19 and

zðF=
4Þ ¼ �2:6: The ranking order of the arguments F

=
i ði ¼

1; 2; 3; 4Þ; according to the values of score index, in

descending order, are given as:

F
=
1 � F

=
3 � F

=
4 � F

=
2

Now aggregate as

¼ 0:2F
=
1 � 0:3F

=
3 � 0:3F

=
4 � 0:2F

=
2

¼ 0:2ðð‘5:36; ‘0:87; ‘0:28Þ � 0:3ð‘4:35; ‘1:52; ‘2:64Þ
� 0:3ð‘2:34; ‘2:47; ‘2:47Þ þ �0:2ð‘1:37; ‘6:06; ‘3:48Þ

¼ ð‘3:34; ‘2:57; ‘2:70Þ

Further, we propose the linguistic picture fuzzy weigh-

ted geometric (LPFWG) operator, linguistic picture fuzzy

ordered weighted geometric (LPFOWG) operator and lin-

guistic picture fuzzy hybrid geometric (LPFHG) operator.

Definition 12 Let Fj ¼ ð‘jj ; ‘nj ; ‘djÞ ðj ¼ 1; 2; 3. . .;mÞ 2
C½0;l� be the set of all LPFNs. The linguistic picture fuzzy

weighted geometric (LPFWG) operator is a mapping

Cm
½0;l� ! C½0;l�; such that:

LPFWGwðF1;F2; . . .;FmÞ ¼ Fw1

1 	 Fw2

2 	 . . .	 Fwm

m

where w ¼ ðw1;w2; . . .;wmÞT are the weight vectors of

Fjðj ¼ 1; 2; . . .mÞ; such that 0�wj � 1;
Pm

j¼1 wj ¼ 1:

Theorem 4 Let Fj ¼ ð‘jj ; ‘nj ; ‘djÞ ðj ¼ 1; 2; 3. . .;mÞ 2
C½0;l� be the set of all LPFNs and w ¼ ðw1;w2; . . .;wmÞT be

the weighted vectors of Fjð j ¼ 1; 2; . . .mÞ; such that

0�wj � 1;
Pm

j¼1 wj ¼ 1: Then

LPFWGwðF1;F2; . . .;FmÞ

¼ ‘
l
Qm

j¼1

jj
lð Þwj

; ‘
l�l

Qm

j¼1

1�nj
l

� �wj
; ‘

l�l
Qm

j¼1

1�nj
l

� �wj

0

B@

1

CA

Proof The proof is the same as proof 4. h

Definition 13 Let Fj ¼ ð‘jj ; ‘nj ; ‘djÞ ðj ¼ 1; 2; 3. . .;mÞ 2
C½0;l� be the set of all LPFNs. The linguistic picture fuzzy

ordered weighted geometric (LPFOWG) operator is a

mapping Cm
½0;l� ! C½0;l�; with the associated weight vector

f ¼ ðf1; f2; . . .; fmÞT ; where 0� fj � 1;
Pm

j¼1 fj ¼ 1, such

that

LPFOWGfðF1;F2; . . .;FmÞ
¼ F

f1
rð1Þ;F

f2
rð2Þ; . . .;F

fm
rðmÞ

where rð1Þ; rð2Þ; . . .rðmÞ is a permutation of (1, 2, …, m),

such that F
=
rðj�1Þ �F

=
rðjÞ8 j ¼ 1; 2; . . .;m:

Definition 14 Let Fj ¼ ð‘jj ; ‘nj ; ‘djÞ j ¼ 1; 2; 3. . .;mð Þ 2
C½0;l� be the set of all LPFNs. The linguistic picture fuzzy

hybrid weighted geometric (LPFHWG) operator is a

mapping Cm
½0;l� ! C½0;l�; with the associated weight vector

f ¼ ðf1; f2; . . .; fmÞT ; with 0� fj � 1;
Pm

j¼1 fj ¼ 1; such

that

LPFHGw;fðF1;F2; . . .;FmÞ¼ ðF=
rð1ÞÞ

f1 ;ðF=
rð2ÞÞ

f2 ; . . .;ðF=
rðmÞÞ

fm

where w ¼ ðw1;w2; . . .;wmÞT is the weight vector of Fj ¼
ð1; 2; . . .;mÞ; with 0�wj � 1;

Pm
j¼1 wj ¼ 1; and F

=
j ¼

F
mwj

j ;m is the balancing coefficient, where rð1Þ; rð2Þ;
. . .rðmÞ is a permutation of (1, 2, …, m), satisfying

F
=
rðj�1Þ �F

=
rðjÞ 8 j ¼ 1; 2; . . .;m:
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Example 2 Assume that F1 ¼ ð‘5; ‘2; ‘1Þ;F2 ¼ ð‘4; ‘3;
‘1Þ;F3 ¼ ð‘3; ‘2; ‘3Þ and F4 ¼ ð‘2; ‘3; ‘3Þ 2 C½0;8� are the

LPFNs and w ¼ ð0:4; 0:1; 0:2; 0:3ÞT is the weight vector of

the Fjð j ¼ ð1; 2; 3; 4Þ; and f ¼ ð0:2; 0:3; 0:3; 0:2ÞT is the

position weighted vector.

Since, according to the definition, we have ð‘j; ‘n;

‘dÞk ¼ ‘
l j

lð Þ
k ; ‘

l�l 1�n
lð Þk ; ‘l�l 1�d

lð Þk
� 	

we have

F
=
1 ¼ð‘5; ‘2; ‘1Þ4�0:4 ¼ ð‘3:77; ‘2:95; ‘1:53Þ

F
=
2 ¼ð‘4; ‘3; ‘1Þ4�0:1 ¼ ð‘1:93; ‘1:37; ‘0:41Þ

F
=
3 ¼ð‘3; ‘2; ‘3Þ4�0:2 ¼ ð‘4:34; ‘1:64; ‘2:50Þ

F
=
4 ¼ð‘2; ‘3; ‘3Þ4�0:3 ¼ ð‘6:48; ‘3:44; ‘2:33Þ

We find the linguistic score and accuracy values of each

argument and then rank these arguments: F
=
i ði ¼

1; 2; 3; 4Þ: zðF=
1Þ ¼ �0:71; zðF=

2Þ ¼ 0:15; zðF=
3Þ ¼ 0:20 and

zð@=
4Þ ¼ 0:71: Now we rank the arguments @i ¼ ð1; 2; 3; 4Þ;

according the values zðF=
i Þði ¼ ð1; 2; 3; 4Þ, in descending

order as:

F
=
4 � F

=
3 � F

=
2 �F

=
1

Now,

¼ ðF=
4Þ

0:2 	 ð F=
3Þ

0:3 	 ðF=
2Þ

0:3 	 ðF=
1Þ

0:2

¼ ð‘6:48; ‘3:44; ‘2:33Þ0:2 	 ð‘4:34; ‘1:64; ‘2:50Þ0:3

	 ð‘1:93; ‘1:37; ‘0:41Þ0:3 	 ð‘3:77; ‘2:95; ‘1:53Þ0:2

¼ ð‘3:54; ‘1:99; ‘1:27Þ

5 An Approach to Group Decision-Making
with Linguistic Picture Fuzzy Information

Let H ¼ ðh1; h2; . . .; hmÞ be a distinct set of m probable

alternatives and Y ¼ ðy1; y2; . . .; ynÞ be a finite set of n

criteria, where hi indicates the ith alternatives and yj indi-

cates the jth criteria. Let D ¼ ðd1; d2; . . .; dtÞ be a finite set

of k experts, where dk indicates the kth expert. The expert

dk supplies an appraisal of an alternative hi on an attribute

yj as an LPFN rkij ði ¼ 1; 2; . . .;m; j ¼ 1; 2; . . .; nÞ according
to a predefined linguistic term set ‘. The expert information

is represented by the linguistic picture fuzzy decision

matrices Rk ¼ ðrkijÞm�nðk ¼ 1; 2; . . .; pÞ.
Assume that wiði ¼ 1; 2; . . .;mÞ is the weight vector of

the attribute yj such that 0�wj � 1;
Pn

j¼1 wj ¼ 1, and w ¼
ðw1;w2; . . .;wmÞ is the weight vector of the decision-mak-

ers dj such that wj � 1;
Pn

j¼1 wj ¼ 1:

Step 1: Taking the decision information from the given

matrix Rk, and using the LPFWA operator, the

individual total linguistic picture fuzzy preference value

rki of the alternative hi is derived as follows:

rki ¼ LPFWAw ðrki1; rki2; . . .; rki3Þ; ði ¼ 1; 2; . . .;m; k ¼ 1; 2; . . .; tÞ

where w ¼ ðw1;w2; . . .;wnÞT is the weight vector of the

attribute.

Step 2: Due to the separate total linguistic intuitionistic

fuzzy preference value wk
i of alternative hi ði ¼ 1; 2;

. . .;m; k ¼ 1; 2; . . .; tÞ. Using the LPFHA operator with

associated weight vector w ¼ ðw1;w2; . . .;wmÞ
T : rki ¼

LPFHAw;wðr1i1; r2i2; . . .; rti3Þ; ði ¼ 1; 2; . . .;mÞ Collect

the cumulative total linguistic picture fuzzy preference

value ri of the alternative hi ði ¼ 1; 2; . . .;mÞ; where the

weight vector of the decision-maker is w ¼ ðw1;

w2; . . .;wtÞ
T
.

Step 3: We find the linguistic score function zðriÞ and the
linguistic accuracy function gðriÞ of the cumulative

overall linguistic preference value hi ði ¼ 1; 2; . . .;mÞ.
Step 4: By the definition, rank the alternatives hi ði ¼
1; 2; . . .;mÞ and choose the best one.

6 Numerical Example

A construction company wants to find the best universal

supplier for one of its frequently critical sections used in a

gathering operation. Assume that H ¼ ðh1; h2; h3; h4Þ is the
set of possible international suppliers (i.e., alternatives)

under consideration and Y ¼ ðy1; y2; y3; y4; y5Þ is the set of

criteria, where yi ði ¼ 1; 2; ::; 5Þ represent the ‘‘total cost of
the product’’, ‘‘quality of the product’’, ‘‘service perfor-

mance of supplier’’, ‘‘supplier’s profile’’ and ‘‘risk factor’’,

respectively. According to the linguistic term set, the four

alternatives hi ði ¼ 1; 2; 3; 4Þ are to be charged: ‘ ¼ ‘0 ¼
extremely poor, ‘1 ¼ very poor, ‘2 ¼ poor, ‘3 ¼ slightly

poor, ‘4 ¼ fair, ‘5 ¼ slightly good, ‘6 ¼ good, ‘7 ¼ very

good, ‘8 ¼ extremely good by four decision-makers dkðk ¼
1; 2; 3; 4Þ under the given criteria, and construct the lin-

guistic picture fuzzy decision matrices Rk ¼ ðrkijÞ4�5 as

listed in Tables 1, 2, 3 and 4, respectively.

Table 1 Decision matrix R1

y1 y2 y3 y4 y5

h1 h‘6; ‘1; ‘1i h‘5; ‘1; ‘2i h‘6; ‘1; ‘1i h‘3; ‘2; ‘3i h‘1; ‘4; ‘1i
h2 h‘5; ‘1; ‘2i h‘3; ‘2; ‘1i h‘2; ‘1; ‘4i h‘4; ‘2; ‘2i h‘4; ‘3; ‘1i
h3 h‘3; ‘1; ‘3i h‘6; ‘1; ‘1i h‘4; ‘2; ‘1i h‘5; ‘2; ‘1i h‘4; ‘1; ‘2i
h4 h‘1; ‘3; ‘4i h‘3; ‘3; ‘2i h‘2; ‘1; ‘3i h‘5; ‘2; ‘1i h‘2; ‘2; ‘4i
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Step 1: Assume that the weight vector of the criteria is w

¼ ðw1;w2;w3;w4; w5ÞT ¼ ð0:25; 0:2; 0:15; 0:18; 0:22ÞT .
Now we can find the individual total preference value

r11 of candidate y1by mixing the decision matrix R1 and

the weight vector of the criteria with the LPFWA

operator, which is derived as follows:

r11 ¼ LPFWAwðr111; r112; r113; r114; r115Þ
¼ 0:25ð‘6; ‘1; ‘1Þ

� 0:2ð‘5; ‘1; ‘2Þ � 0:15ð‘6; ‘1; ‘1Þ
� 0:18ð‘3; ‘2; ‘3Þ � 0:22ð‘3; ‘4; ‘1Þ

¼ ð‘4:67; ‘1:48; ‘1:39Þ

Similarly, we have

r12 ¼ð‘3:92; ‘1:60; ‘1:59Þ; r13 ¼ ð‘4:77; ‘1:21; ‘1:46Þ
r14 ¼ð‘3:02; ‘2:12; ‘2:53Þ; r21 ¼ ð‘4:56; ‘1:64; ‘1:40Þ
r22 ¼ð‘2:62; ‘2:41; ‘2:26Þ; r23 ¼ ð‘2:50; ‘2:12; ‘1:72Þ
r24 ¼ð‘3:80; ‘2:04; ‘1:64Þ; r31 ¼ ð‘4:44; ‘1:60; ‘1:48Þ
r32 ¼ð‘1:81; ‘2:51; ‘2:14Þ; r33 ¼ ð‘3:64; ‘1:85; ‘1:62Þ
r34 ¼ð‘4:31; ‘1:48; ‘1:82Þ; r41 ¼ ð‘2:68; ‘3:07; ‘1:52Þ
r42 ¼ð‘2:46; ‘2:05; ‘1:91Þ r43 ¼ ð‘4:22; ‘1:55; ‘2:05Þ
r44 ¼ð‘3:09; ‘2:57; ‘1:72Þ

Step 2: Suppose the weight vector of four professionals

is w ¼ ðw1;w2;w3;w4Þ
T ¼ ð0:25; 0:3; 0:2; 0:25ÞT . Using

the (LPFHA) operator with correlated weight vector f ¼
ðf1; f2; f3; f4ÞT ¼ ð0:15; 0:35; 0:35; 0:15ÞT :

ri ¼ LPFHAw;fðr1i ; r2i ; r3i ; r4i Þði ¼ 1; 2; 3; 4Þ we calculate

the separate total linguistic picture fuzzy preference

values rki ðk ¼ 1; 2; 3; 4Þ and obtain the cumulative total

preference value wi of alternative hiði ¼ 1; 2; 3; 4Þ. By
4w1r

1
1 ¼ ð‘4:67; ‘1:48; ‘1:39Þ; 4w2r

2
1 ¼ ð‘5:09; ‘1:19; ‘1:00Þ;

4w3r
3
1 ¼ ð‘3:81; ‘2:21; ‘2:07Þ; 4w4r

4
1 ¼ ð‘2:68; ‘3:07; ‘1:52Þ

and 4w2r
2
1 � 4w1r

1
1 � 4w4r

4
1 � 4w3r

3
1:

Step 3: Find the linguistic score index zðFÞði ¼ 1; 2; 3; 4Þ
of the cumulative total preference value riði ¼ 1; 2; 3; 4Þ
as follows: zðr1Þ ¼ 0:62; zðr2Þ ¼ �0:48; zðr3Þ ¼ 0:29,

zðr4Þ ¼ �0:50: Rank ri, according to the value of

zðriÞði ¼ 1; 2; 3; 4Þ in descending order:

r1 � r3 � r2 � r4

We can obtain

r1 ¼ LPFHAw;fðr11 ; r21 ; r31 ; r41Þ
¼ 0:15ð‘5:09; ‘1:19; ‘1:00Þ � 0:35ð‘4:67; ‘1;48; ‘1:39Þ

� 0:35ð‘2:68; ‘3:07; ‘1:52Þ � 0:15ð‘3:81; ‘2:21; ‘2:07Þ
¼ ð‘4:02; ‘1:96; ‘1:44Þ

Similarly, we have

r2 ¼ LPFHAw;fðr12 ; r22 ; r32 ; r42Þ
¼ 0:15ð‘3:92; ‘1:60; ‘1:59Þ � 0:35ð‘3:03; ‘1:90; ‘1:70Þ

� 0:35ð‘2:46; ‘2:05; ‘1:91Þ � 0:15ð‘1:49; ‘3:17; ‘2:79Þ
¼ ð‘3:36; ‘1:99; ‘1:85Þ

r4 ¼ LPFHAw;fðr14 ; r24 ; r34 ; r44Þ
¼ 0:15ð‘4:35; ‘1:55; ‘1:19Þ � 0:35ð‘3:70; ‘2:07; ‘2:44Þ

� 0:35ð‘3:09; ‘2:57; ‘1:72Þ � 0:15ð‘3:02; ‘2:12; ‘2:53Þ
¼ ð‘3:55; ‘2:12; ‘1:93Þ

Step 4: Choose the best alternative hi, according to

riði ¼ 1; 2; 3; 4Þ:
h1 � h3 � h2 � h4

which shows that the best alternative is h1:

7 A Comparison Analysis to MADM
with Uncertain Linguistic Information

The concept of ULOWA and ULHA operators with

uncertain linguistic information was introduced by Xu [33].

These operators are used to solve the problem of evaluating

university faculty for tenure and promotion [33]. Accord-

ing to Xu [33], practical use involves the assessment of

university faculty for tenure and promotion. In this

Table 2 Decision matrix R2

y1 y2 y3 y4 y5

h1 h‘6; ‘1; ‘1i h‘5; ‘1; ‘2i h‘4; ‘2; ‘2i h‘3; ‘2; ‘3i h‘3; ‘4; ‘1i
h2 h‘3; ‘3; ‘2i h‘3; ‘4; ‘1i h‘2; ‘4; ‘2i h‘3; ‘2; ‘3i h‘1; ‘1; ‘5i
h3 h‘3; ‘1; ‘3i h‘1; ‘5; ‘1i h‘2; ‘2; ‘2i h‘2; ‘3; ‘3i h‘3; ‘2; ‘1i
h4 h‘4; ‘2; ‘2i h‘1; ‘4; ‘1i h‘5; ‘1; ‘2i h‘5; ‘2; ‘1i h‘3; ‘2; ‘3i

Table 3 Decision matrix R3

y1 y2 y3 y4 y5

h1 h‘4; ‘2; ‘1i h‘5; ‘1; ‘2i h‘3; ‘2; ‘3i h‘2; ‘3; ‘2i h‘6; ‘1; ‘1i
h2 h‘2; ‘3; ‘2i h‘1; ‘4; ‘2i h‘2; ‘3; ‘2i h‘3; ‘3; ‘1i h‘1; ‘1; ‘5i
h3 h‘5; ‘1; ‘2i h‘2; ‘5; ‘1i h‘2; ‘3; ‘2i h‘3; ‘1; ‘3i h‘4; ‘2; ‘1i
h4 h‘6; ‘1; ‘1i h‘3; ‘2; ‘3i h‘4; ‘3; ‘1i h‘4; ‘2; ‘2i h‘3; ‘1; ‘3i

Table 4 Decision matrix R4

y1 y2 y3 y4 y5

h1 h‘3; ‘2; ‘1i h‘4; ‘1; ‘2i h‘2; ‘3; ‘3i h‘2; ‘3; ‘2i h‘1; ‘6; ‘1i
h2 h‘3; ‘3; ‘1i h‘1; ‘5; ‘2i h‘2; ‘1; ‘3i h‘3; ‘2; ‘1i h‘2; ‘1; ‘5i
h3 h‘5; ‘1; ‘2i h‘2; ‘2; ‘4i h‘2; ‘3; ‘2i h‘6; ‘1; ‘1i h‘4; ‘2; ‘2i
h4 h‘4; ‘1; ‘2i h‘3; ‘3; ‘1i h‘4; ‘3; ‘1i h‘2; ‘4; ‘2i h‘2; ‘2; ‘3i
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problem, we use the criteria: h1 : teaching, h2 : research,

h3 : service. The alternatives (faculty members) yjðj ¼
1; 2; 3; 4; 5Þ are to be evaluated with linguistic terms ‘ ¼
f‘0 ¼ extremely poor, ‘1 ¼ very poor, ‘2 ¼ poor, ‘3 ¼
slightly poor, ‘4 ¼ fair, ‘5 ¼ slightly good, ‘6 ¼ good, ‘7 ¼
very good, ‘8 ¼ extremely good by four decision-makers

jkðk ¼ 1; 2; 3; 4Þ; with the weight vector w ¼ ð0:24; 0:26;
0:23; 0:27ÞT under these three criteria. Xu [33] used two

operators, the ULOWA operator and the ULHA), with

associated weight vectors w ¼ ð0:3; 0:4; 0:3ÞT ; and f ¼
ð0:2; 0:3; 0:3; 0:2ÞT ; respectively, to obtain the cumulative

total preference value of the alternative. We construct a

conclusive matrix and then rank the alternatives as:

y3 � y2 � y1 � y4 � y5:

First, transforming the uncertain linguistic decision

information into the LIFN forms, i.e., the ULV ½‘6; ‘7� in
C½0;8� can be taken over from the LIFNs ð‘6; ‘1Þ: The fol-

lowing value transformations are shown as Rk ¼
ðrkijÞ3�5ðk ¼ 1; 2; 3; 4Þ; where rkij takes the form of LIFNs.

The results obtained from the alternative yj with respect to

attribute hi;and the decision-maker dk; are listed in

Tables 5, 6, 7 and 8, respectively.

To collect the separate total preference value of the

alternative, we use the LIFOA operator with associated

weight vector w ¼ ð0:3; 0:4; 0:3ÞT , after which we use the

weight vector of experts wð0:24; 0:26; 0:23; 0:27ÞT and the

LIFHA operator with an associated weight vector f ¼
ð0:2; 0:3; 0:3; 0:2ÞT to obtain the cumulative total prefer-

ence value rj of the alternative hi;which are the following:

r1 ¼h‘5:75; ‘0i;
r2 ¼h‘5:62; ‘0i;
r3 ¼h‘6:05; ‘0i;
r4 ¼h‘5:58; ‘0i;
r5 ¼h‘5:40; ‘0i

Since zðr1Þ ¼ 5:75;zðr2Þ ¼ 5:62; zðr3Þ ¼ 6:05; zðr4Þ ¼
5:58;zðr5Þ ¼ 5:40;and zðr3Þ � zðr1Þ � zðr2Þ � zðr4Þ �
zðr5Þ; the ranking is h3 � h1 � h2 � h4 � h5:

The ranking of the results obtained in this paper is

slightly different from the ranking of the results obtained

by Xu [33]. The difference occurs in the ranking order of

h1and h3, i.e., h3 � h1 by the former and h1 � h3 by the

latter. This difference occurs for the following reasons:

1. The main difference between this paper and Xu’s paper

[33] is that the operations of LPFNs are remarkably

different from the operations of ULVs defined by Xu

[33]; i.e, the operation of the addition of LPFNs as

ð‘j1 ; ‘n1 ; ‘d1Þ � ð‘j2 ; ‘n2 ; ‘d2Þ ¼ ‘j1þj2�j1j2
l
; ‘n1n2

l

; ‘d1d2
l

� �
;

and the operation of the addition of ULVs by Xu [33] as

½‘j1 ; ‘n1 � � ½‘j2 ; ‘n2 � ¼ ½‘j1þj2 ; ‘n1þn2 �; where ‘j1 ;

‘n1 ; ‘j2 ; ‘n2 2 ‘½0;l�. The addition operation of ULVs is

not closed, i.e., ‘j1þj2 and ‘n1þn2 may not belong to ‘½0;l�.

2. To rank the LPFNs, we used the score function and

accuracy function method in this paper. However, the

method used by Xu [33] involved analyzing each ULV

with all ULVs and then constructing a complementary

matrix.

8 Conclusion

The concept of picture fuzzy set was proposed by Cuong

and Kreinovich, and has become an accepted mathematical

mechanism to deal with ambiguity. The linguistic path

Table 5 Decision matrix R1

h1 h2 h3 h4 h5

y1 h‘7; ‘0i h‘5; ‘2i h‘4; ‘3i h‘7; ‘0i h‘7; ‘0i
y2 h‘5; ‘2i h‘6; ‘1i h‘7; ‘0i h‘3; ‘3i h‘5; ‘1i
y3 h‘5; ‘1i h‘6; ‘0i h‘6; ‘0i h‘5; ‘2i h‘6; ‘1i

Table 6 Decision matrix R2

h1 h2 h3 h4 h5

y1 h‘5; ‘2i h‘4; ‘2i h‘6; ‘1i h‘6; ‘0i h‘7; ‘0i
y2 h‘7; ‘0i h‘5; ‘1i h‘5; ‘2i h‘5; ‘2i h‘6; ‘1i
y3 h‘4; ‘3i h‘6; ‘0i h‘6; ‘0i h‘6; ‘1i h‘4; ‘1i

Table 7 Decision matrix R3

h1 h2 h3 h4 h5

y1 h‘6; ‘1i h‘4; ‘2i h‘7; ‘0i h‘6; ‘1i h‘5; ‘2i
y2 h‘7; ‘0i h‘5; ‘2i h‘6; ‘1i h‘4; ‘3i h‘5; ‘2i
y3 h‘5; ‘2i h‘6; ‘1i h‘5; ‘2i h‘7; ‘0i h‘4; ‘1i

Table 8 Decision matrix R4

h1 h2 h3 h4 h5

y1 h‘5; ‘2i h‘7; ‘0i h‘6; ‘0i h‘4; ‘2i h‘4; ‘2i
y2 h‘6; ‘0i h‘6; ‘0i h‘6; ‘1i h‘6; ‘1i h‘5; ‘1i
y3 h‘5; ‘1i h‘6; ‘1i h‘7; ‘0i h‘5; ‘2i h‘4; ‘3i
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shows a qualitative facet as linguistic values by means of

linguistic variables. To define the ambiguity and uncer-

tainty of the natural world, we can use linguistic variables,

which can provide us with greater flexibility. In this paper,

we have introduced the notion of linguistic picture fuzzy

sets by assimilating picture fuzzy sets and linguistic access.

We have defined some operations on picture fuzzy lin-

guistic variables and given their proof. Furthermore, we

have discussed the linguistic picture fuzzy operators and

applied these operators on multiple-group decision-making

problems in which criteria values take the form of lin-

guistic picture fuzzy information. Finally, we have solved a

multi-criteria group decision-making problem using the

LPFWA and LPFHA operators.
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