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Abstract In this paper, a novel intuitionistic fuzzy clus-

tering algorithm based on feature selection (IFC-FS) for

multiple object tracking is proposed. In the proposed

algorithm, the neighborhood rough set is used to achieve

the adaptive selection of the multiple object features of

visual objects, which are applied to calculate the distance

similarity measure between the objects and the observa-

tions. At the same time, in order to incorporate the local

information of objects into the intuitionistic fuzzy clus-

tering, the local information distances between objects and

observations are estimated by using the optimal subpattern

assignment metric based on the reference topology set, and

a new intuitionistic fuzzy clustering based on maximum

entropy principle is proposed by using the new similarity

distance measure. Finally, the association probabilities

among the objects and the observations are reconstructed

by utilizing the intuitionistic fuzzy membership degrees.

The experimental results show that the proposed algorithm

can effectively improve the estimated accuracy and

robustness of the association probabilities between the

objects and the observations, and have the ability to track

accurately multiple objects in the complex background and

long-time occlusion environment.

Keywords Multiple object tracking � Intuitionistic fuzzy

clustering � Feature selection � Neighborhood rough set

1 Introduction

Multiple object tracking (MOT), as one of the most

important research topics in computer vision, is to estimate

the states of objects, such as positions, sizes and identifi-

cation (ID) of objects, etc. Nowadays, Multiple object

tracking is widely applied in many fields, involving intel-

ligent video surveillance [1, 2], virtual reality [3], human–

computer interaction [4], traffic control [5], oceanography

[6], intelligent robot [7], remote sensing [8], etc., and many

multiple object tracking approaches have been proposed.

However, there are many challenges unsolved for the

multiple object tracking, for example, miss and false

detections caused by occlusions, changing illumination

conditions, the uncertainty of object motion, the deforma-

tion of pedestrians and so on. Recent years, with the sig-

nificant improvement of object detection technique,

especially, the object detection method based on the deep

learning [9], the tracking-by-detection (TBD) framework

has been widely applied for the visual multiple object

tracking, which divides the multi-object tracking into two

parts: data association and state estimate. Therefore, the

detection based multi-object data association approaches

have been widely studied [10, 11].

In order to solve the problem of data association of

multiple object tracking, many algorithms have been pro-

posed. According to the differences of the data association

approaches, multiple object tracking approaches can be

categorized into two classes: generative method [12–15]

and discriminant method [16–19]. Tracking algorithm

based on the generation method solves the data association

problem by using the modeling of appearance, movement

and other characteristics of the object and considers the

similarity between the object and the observation in the

tracking process. For example, Ross et al. [12] proposed a
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tracking approach based on incrementally learned a low-

dimensional subspace to adapt online to the changes in the

appearance of the target. In their algorithm, based on

incremental algorithms for principal component analysis,

the model update is not only correctly updated the sample

mean, but can also utilize a forgetting factor to fit older

observations to improve overall tracking performance.

Azab et al. [13] proposed an online object tracking-by-

detection algorithm in particle filtering framework by using

a stationary camera, which can utilize the fuzzy integral to

incorporate the local binary pattern texture feature, the red-

green-blue (RGB) color feature and the Sobel edge feature

into the particle filtering to improve the performance of

algorithm. Zhang et al. [14] proposed a particle filtering

tracking algorithm based on sparse representation for the

problems of appearance variations separately. In their

approach, each object candidate defined by a particle,

which can be linearly represented by the target and back-

ground templates with an additive representation error.

Jang et al. [15] proposed a visual object tracking system

which was tolerant to external imaging factors. Specifi-

cally, an integration of an online version of total-error-rate

minimization-based projection network with an observa-

tion model of particle filter was proposed to effectively

distinguish between the target object and the background.

Mei et al. [16] proposed a robust visual tracking method by

casting tracking as a sparse approximation problem in a

particle filter framework. In this framework, occlusion,

corruption and other challenging issues were addressed

seamlessly through a set of trivial templates. In addition,

the approaches based on correlation filter [17] and deep

learning [18, 19] have shown excellent performance and

attracted more attention.

Recently, with the increasing application of fuzzy set

theory in multi-object tracking, it is shown that the intu-

itionistic fuzzy set (IFS) was very useful to describe vague

and uncertain data [20]. For this reason, intuitionistic fuzzy

set (IFS) has been widely applied to many research fields

[21, 22], and many tracking algorithms based on intu-

itionistic fuzzy set are proposed [23–25]. In [22], by using

intuitionistic fuzzy set, Chaira presented an intuitionistic

fuzzy c-means clustering method through defining a new

objective function based on intuitionistic fuzzy entropy.

The proposed algorithm can incorporate the uncertainty

information arising from the definition of the membership

function by intuitionistic index. In [23], Li et al. proposed

two intuitionistic fuzzy joint probabilistic data association

filters (IF-JPDAF1 and IF-JPDAF2) were proposed for

multiple target tracking. In their method, to incorporate

uncertainty information of measurement, a new intuition-

istic fuzzy clustering method is proposed based on intu-

itionistic fuzzy point operator, and the optimized

intuitionistic fuzzy membership degrees were used to

reconstruct the association probabilities. In [24], Li et al.

proposed an online video multi-object tracking algorithm

based on intuitionistic fuzzy set, which uses the resulting

intuitionistic fuzzy membership degree to reconstruct the

association probability between object and observation. Li

et al. [25] proposed a fuzzy logic data association approach

by incorporating fuzzy logic rules for visual multi-object

tracking, the association probabilities were allowed to be

adjusted adaptively based on the conclusions of a set of

fuzzy rules. Therefore, the proposed algorithm had the

advantage that it did require no assumption of statistical

models of measurement noise and of object dynamics.

In this paper, a novel intuitionistic fuzzy clustering

algorithm based on feature selection and maximum entropy

for multiple object tracking is proposed. The main contri-

butions of this paper are summarized as follows: Firstly,

since the statistical features of the object vary with the

change of time and object position, to adaptively calculate

the statistical feature similarity, the neighborhood rough set

is employed to select object feature, eliminate the low

confidence degree feature and improve the estimated

accuracy of feature similarity. Secondly, to incorporate the

local information of objects into the proposed algorithm,

the optimal subpattern assignment (OSPA) distance based

on the reference topology set is used to measure the local

information distance between objects and observations.

Thirdly, a novel intuitionistic fuzzy clustering method

based on the maximum entropy principle and feature

selection is proposed, and the optimized intuitionistic fuzzy

membership degree is used to reconstruct the association

probability matrix, which don’t limit to the traditional

probability statistics constraint and can real-time estimate

the association probabilities with high accuracy.

The rest of this paper is organized as follows. Section 2

presents the proposed visual object tracking algorithm

based maximum entropy intuitionistic fuzzy clustering.

Section 3 describes the experiment results that compare the

performances of all algorithms. Finally, Section 4 gives

some conclusions.

2 The Proposed Multiple Object Tracking
Algorithm

Fuzzy logic provides a framework and flexibility to couple

human judgment with the standard mathematical, and can

deal with engineering problems which are too complex or

ill-defined to yield analytical solutions in a simple and

robust way. In this section, a novel data association algo-

rithm based on intuitionistic fuzzy clustering for visual

multi-object tracking is proposed. The block diagram of the

proposed data association algorithm is shown in Fig. 1.

From Fig. 1, it shows that the proposed data association
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algorithm consists of the following steps: (1) Feature

selection based on the neighbor rough set; (2) Fuzzy

clustering based on maximum entropy principle; (3) Tra-

jectory management; (4) Model update. In the proposed

algorithm, we mainly focus on solving the problems of data

association, while the track states are estimated using the

Kalman filtering [2], and the appearance model update is

similar to [24, 25].

2.1 Feature Selection Based on Rough Set

2.1.1 Neighborhood Rough Set

For the visual object tracking, the feature information of

the pedestrians often changes at different times and dif-

ferent locations. For example, the color information varies

greatly due to the change of illumination conditions; the

texture and shape information change with the swinging of

hands, and so on. Generally, to visual multiple object

tracking, the more number of the features we used, the

higher performance we got. But the more number of object

features are used, the computational load of the algorithm

increases considerably. More importantly, it does not

necessarily improve the data association accuracy. Actu-

ally, the use of more features may degrade the performance

of the algorithm with the increasing of the computational

time. Rough set theory plays an increasingly important role

in dealing with uncertainty problem. Nowadays, rough set

theory has been successfully applied to many fields. Rough

set theory uses upper and lower approximation to represent

the data uncertainty and can reduce the useless feature by

the attribute reduction method. In the proposed algorithm,

an attribute reduction method based on neighborhood

rough set is proposed to select the object features and

delete the redundant and useless features. The more robust

attributes are retained to improve the accuracy and

efficiency of data association. The neighborhood rough set

[26, 27] is defined as,

Suppose a finite non-empty set U ¼ fx1; x2; � � � ; xng in

R, D is the decision attribute, given arbitrary xi 2 U, the

neighborhood d is defined as:

dðxiÞ ¼ fxjx 2 U;Dðx; xiÞ� dg ð1Þ

where Dðx; xiÞ denotes a distance function, which is defined
by

Dðx; xiÞ ¼ x� xij j ð2Þ

Suppose DU denotes a partition set of the decision

attribute D, and the upper and lower approximation of DU

are defined as:

D
up
U ¼ xijdðxiÞ \ DU 6¼ ;; xi 2 Uf g ð3Þ

Ddown
U ¼ fxijdðxiÞ 2 DU; xi 2 Ug ð4Þ

Given an information system IS ¼ U;D;Vð Þ, where U

denotes the universe, V is the set of attribute values, D is

the decision attribute, and D � V , the dependency degree

of D to U is defined as:

cD ¼
Ddown

U

�
�

�
�

Uj j ð5Þ

where j � j is the cardinality of a set. The more dependent

the decision attribute on the universe U is, the smaller the

boundary domain of the decision attribute is; it shows that

the decision attribute can be distinguished better, vice

versa.

2.1.2 Feature Selection

The mutual interference between adjacent objects is a key

factor affecting the correct association rate of the objects,

because these adjacent objects are very close in position

and have similar appearance characteristics. So how to
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Fig. 1 Block diagram of the proposed data association algorithm
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select the features of object is very important for visual

multi-object tracking. In order to solve this problem,

neighborhood rough sets are introduced to select the object

features.

To construct the intuitionistic fuzzy clustering, multiple

features are employed to estimate the similarity distance

measure between object oi; i ¼ 1; 2. . .; c and observation

zk; k ¼ 1; 2. . .; n, including the color feature f1, edge fea-

ture f2, texture feature f3, shape feature f4, distance feature

f5, motion direction feature f6 and overlap area f7. Except

the similarity measure of overlap area, the detail informa-

tion of the similarity measures of other features can be

found in [24]. The similarity of the overlap area between

object oi and observation zk is defined as,

f7ðzk; oiÞ ¼ exp � 1� wðzk; oiÞ
2r2w

� �

ð6Þ

where wð�Þ denotes the overlap ratio of object and obser-

vation, r2w denotes the variance of the overlap ratio of

object and object. In order to estimate wð�Þ, we suppose

there have an object A and an observation B, and the

overlap area between the rectangular box A and the rect-

angular box B is shown in Fig. 2. ½x; y;w; d� and

½x0; y0;w0; h0� denote the rectangular boxes A and B,

respectively, where x; y denote the coordinates of the upper

left corner of the rectangle, and w; d denote the width and

the height of the rectangle. In Fig. 2, the overlapping

rectangle area [24] can be denoted as ½xoi ; yoi ;woi ; hoi �,

xoi ¼ maxðx; x0Þ
yoi ¼ maxðy; y0Þ
woi ¼ minðxþ w; x0 þ w0Þ � xoi

hoi ¼ minðyþ h; y0 þ h0Þ � yoi

ð7Þ

From Eq. (7), the overlapping rectangle area equals to

woi � hoi . If woi � 0 or hoi � 0, it means two rectangles are

not overlapped, the area of overlapping rectangles is 0.

In Fig. 2, it shows that the rectangular box of the object

A is occluded by the rectangular box of the object B. The

overlapping shadow denotes the occlusion regions of the

object A and the object B; the overlap ratio wðA;BÞ
between the object A and the object B is defined as:

wðA;BÞ ¼ sðA \ BÞ
minðsðAÞ; sðBÞÞ ð8Þ

Seven features are used to measure the similarity

between object and observation. Since the statistical fea-

tures of the object vary with the time, the importance of the

feature to the proposed algorithm is different. For example,

when an object is occluded, the direction of motion and the

overlap area are more robust than other features, such as

color, edge, etc. In this paper, to reduce the impact of

invalid features, the attribute reduction method of neigh-

borhood rough sets is used to select the object features and

realize the adaptive selection of useful features. The feature

selection method is summarized as follows:

1. Calculate the similarity measure flðzk; oiÞ between the

object O ¼ oif gci¼1 and all observations Z ¼ fzkgnk¼1

for each feature l ¼ 1; 2; � � � ; 7 as a domain U.

2. The lower approximation Ddown
l of decision attributes

D can be calculated as Ddown
l ¼ zkjflðzk; oiÞ� d; k ¼f

1; 2; . . .; n; i ¼ 1; 2; � � � ; cg, then the dependence degree
cD of the decision attribute D on U can be computed by

Eq. (5).

3. If cD � scf , where scf is a constant, the feature i will be
selected as a validate object feature to calculate the

feature similarity. In this paper, d and scf are set to 0.1

and 0.7, respectively.

Finally, assume that there are L feature attributes that are

selected by using the feature selection method, the simi-

larity measure between the object o and the observation z

can be estimated by using L feature similarities

flðz; oÞf gLl¼1, which can be calculated as follow:

sðz; oÞ ¼
XL

l¼1

alflðz; oÞ; al ¼ flðz; oÞ
,
XL

l¼1

flðz; oÞ ð9Þ

2.2 Maximum Entropy Intuitionistic Fuzzy Data

Association

2.2.1 Construction of Intuitionistic Fuzzy Set

The intuitionistic fuzzy set (IFS) is an extension of Zadeh’s

fuzzy set, which was first proposed by Atanassov [20]. In

intuitionistic fuzzy set, both the membership lA and the

non-membership tA are introduced, and for all intuitionistic

fuzzy set, Atanassov defined a new intuitionistic (or hesi-

tation) index pA to describe the uncertainty information of

each element. Generally, an intuitionistic fuzzy set A in U

is defined as follows:

Ay
By

( , )x y

( , )x y′ ′

Fig. 2 Diagram of occlusion between object A and object B
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A ¼ \u; lAðuÞ; tAðuÞ[ ju 2 Uf g ð10Þ

where lAðuÞ : U ! ½0; 1� and tAðuÞ : U ! ½0; 1�,lAðuÞ and
tAðuÞ are called degree of membership and non-member-

ship with the condition 0� lAðuÞ þ tAðuÞ� 1, respec-

tively. U being the referential set or universe, which in our

case will always be non-empty and finite (Card(U) = n).

For each IFS A, if

pAðuÞ ¼ 1� lAðuÞ � tAðuÞ ð11Þ

where pAðuÞ is the intuitionistic index of the element u to

the intuitionistic fuzzy set A. Especially, if pAðuÞ ¼ 0,then

IFS A is reduced to a fuzzy set. Due to the intuitionistic

index, the membership values lie in the interval

lAðuÞ ; lAðuÞþpAðuÞ½ �.
According to Eq. (18), the sum of the membership, non-

membership and intuitionistic index equals to one. Cur-

rently, the membership degree of IFS can be obtained by

using the traditional fuzzy approaches, such as fuzzy

clustering, fuzzy inference, etc., but there is no specific

theoretical guidance for the definition of non-membership

degree and intuitionistic index. In general, the intuitionistic

fuzzy generator or the traditional fuzzy complement

function can be used to define the intuitionistic index.

Three fuzzy complement functions are often used to

approximate the intuitionistic fuzzy complement, such as

Yager function c1(xÞ [22], Sugeno function c2(xÞ [28] and
Dubey function c3(xÞ [28], which can be written as

c1(xÞ ¼ ð1� xwÞ1=w; w[ 0 ð12Þ

c2ðxÞ ¼
1� x

1þ kx
; k[ 0 ð13Þ

c3ðxÞ ¼ ð1� xÞ � e
�x
ar

� �1=a
; a[ 0; r[ 0 ð14Þ

where ci(0Þ¼ 1;ci(1Þ = 0,i = 1,2,3. According to the con-

clusions in [28], to the image information processing, the

Dubey fuzzy complement function is more suitable to be

used to construct the intuitionistic index, because the

Dubey intuitionistic fuzzy complement index is symmetric,

while the other two approaches are not symmetric. In this

paper, we chose the Dubey fuzzy complement function to

approximate the intuitionistic index. Thus, with the help of

Dubey’ intuitionistic fuzzy complement, IFS becomes:

A ¼ \u; lAðuÞ; ð1� lAðuÞÞ � e
�lAðuÞ

ar

� �1=a
[ ju 2 U

	 


ð15Þ

and the intuitionistic index is:

pAðuÞ¼1� lAðuÞ � ð1� lAðuÞÞ � e
�lAðuÞ

ar

� �1=a
ð16Þ

where r is the standard deviation of membership values

lAðuÞ, which is in the range of 0.37–0.38. a is positive

constant. Figure 3 shows the relationship between the

intuitionistic index and the membership degree lAðuÞ.

2.2.2 Maximum Entropy Intuitionistic Fuzzy Clustering

Based on Local Information

In the proposed intuitionistic fuzzy clustering algorithm, a

modified objective function of maximum entropy fuzzy

clustering [29] using IFS is constructed. Suppose dataset

X ¼ fxkgni¼1 2 Rs and cluster center V ¼ vif gci¼1, where vi
is ith cluster center. The objective function of maximum

entropy fuzzy clustering [29] is defined as:

min
lik

Pc

i¼1

Pn

k¼1

likdðxk; viÞ

max
lik

�
Pc

i¼1

Pn

k¼1

lik � ln lik
Pc

i¼1

lik ¼ 1; 8k 2 1; 2; . . .; n

8

>>>>>><

>>>>>>:

ð17Þ

where lik denotes the fuzzy membership degree of the data

xk belonging to the cluster center vi, dðxk; viÞ denotes the

distance between the data xk and the cluster center vi.

Using Lagrange multiplier method, the optimization

objective function can be defined as:

JðU;VÞ ¼ �
Xn

k¼1

ak
Xc

i¼1

likdðxk; viÞ

�
Xn

k¼1

Xc

i¼1

lik lnlik þ
Xn

k¼1

kk
Xc

i¼1

lik � 1

 !

ð18Þ
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Fig. 3 Dubey’ intuitionistic index
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Maximizing the objective function (18), the fuzzy

membership degree can be obtained as follows:

lik ¼
expð�akðdðxk; viÞÞ

Pc
j¼1 expð�akðdðxk; vjÞÞ

ð19Þ

where ak is called the discrimination factor, the designed

details could be founded in [28].

In Eq. (19), only the feature similarity between the data

samples is used to estimate the fuzzy membership degree

and do not consider the local information of data sample,

which may be very important for the visual object tracking.

The main reason is that the precise of the membership

degree will degrade because of the abrupt change of fea-

tures caused by the occlusion, changes in lighting condi-

tions, shadow effect, illumination variations, etc. On the

contrary, there is no obvious change in the local informa-

tion of object between two consecutive frames. So in order

to incorporate the local information to improve the accu-

racy of fuzzy membership degree, a new intuitionistic

maximum entropy fuzzy clustering is proposed.

Suppose that the object set is Ot�1 ¼ ½ot�1
1 ; ot�1

2 ;

� � � ; ot�1
c � at time t � 1,Otjt�1 ¼ ½otjt�1

1 ; o
tjt�1
2 ; � � � ; otjt�1

c � is
the predicted object set at time t, Zt ¼ ½zt1; zt2; � � � ; ztn� is the
observation set at time t. Considering the object predicted

position as the cluster center, the objective function of

fuzzy clustering is defined as.

min
lik

Pc

i¼1

Pn

k¼1

likdðztk; o
tjt�1
i Þ þ

Pc

i¼1

Pn

k¼1

xiklikLðztk; o
tjt�1
i Þ

max
lik

�
Pc

i¼1

Pn

k¼1

lik � ln lik
Pc

i¼1

lik ¼ 1; 8k 2 1; 2; � � � ; n

8

>>>>>><

>>>>>>:

ð20Þ

where lik denotes the fuzzy membership degree between

observation ztk and the clustering center o
tjt�1
i , dðztk; o

tjt�1
i Þ

denotes the distance between observation ztk and the cluster

center o
tjt�1
i . Lðztk; o

tjt�1
i Þ denotes the local information

distance measure between observation ztk and the clustering

center o
tjt�1
i . xik is the weight of local information. So the

new optimization objective function can be given as

JðU;VÞ ¼ �
Xn

k¼1

ak
Xc

i¼1

likðdðztk; o
tjt�1
i Þ þ xikLðztk; o

tjt�1
i ÞÞ

� �

�
Xn

k¼1

Xc

i¼1

lik lnlik þ
Xn

k¼1

kk
Xc

i¼1

lik � 1

 !

ð21Þ

where ak denotes the discriminative factor, it usually is set

to ½0:4 0:6�. To identify lik, by using Lagrange multiplier

method, the first derivative of (21) with respect to param-

eter lik equals zero, and we can obtain

oJ

olik
¼ �ak d ztk; o

tjt�1
i

� �

þ xikL ztk; o
tjt�1
i

� �� �

� 1þ ln likð Þ þ kik
¼ 0 ð22Þ

which results in

lik ¼ exp �ak d ztk;o
tjt�1
i

� �

þxikL ztk;o
tjt�1
i

� �� �

� 1þ kik
� �

ð23Þ

Substituting lik in (13) with (16), it follows that

Xc

i¼1

lik ¼
Xc

i¼1

exp �ak d ztk; o
tjt�1
i

� �

þ xikL ztk; o
tjt�1
i

� �� ��

�1þ kikÞ ¼ 1

ð24Þ

exp �1þ kikð Þ ¼ 1
Pc

j¼1 exp �ak d ztk; o
tjt�1
j

� �

þ xjkL ztk; o
tjt�1
j

� �� �� �

ð25Þ

Then substituting (25) into (23), we can obtain

lik ¼
exp �ak d ztk; o

tjt�1
i

� �

þ xikL ztk; o
tjt�1
i

� �� �� �

Pc
j¼1 exp �ak d ztk; o

tjt�1
j

� �

þ xjkL ztk; o
tjt�1
j

� �� �� �

ð26Þ

In order to incorporate the property of intuitionistic

fuzzy set, the fuzzy membership degree is extended from

the traditional fuzzy set to the intuitionistic fuzzy set by

introducing the intuitionistic index [22], a new intuition-

istic fuzzy membership degree is given

l�ik ¼ lik þ upik ð27Þ

where l�ik is the new intuitionistic fuzzy membership

degree, pik denotes the intuitionistic index, u 2 ½0; 1�
denotes the constant scale factor. According to the defini-

tion in (16), the intuitionistic index pik is given by formula

(28).

pik ¼ 1� lik � ð1� likÞ � ðe
�lik
ar Þ1=a ð28Þ

where a is a positive constant, r is the standard deviation of

fuzzy membership values lik, in this paper, a and r are set

to 5, 0.36, respectively. Then, the intuitionistic fuzzy

membership degree is normalized and obtained as follows:
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�l�ik¼
l�ik

Pc
l¼1 l

�
lk

ð29Þ

2.2.3 Approximate Calculation of Local Information

Distance Measure

In the proposed fuzzy clustering algorithm, the key issue

remains is how to calculate the similarity distance

dðztk; o
tjt�1
i Þ and the local information distance measure

Lðztk; o
tjt�1
i Þ. According to the similarities defined above,

the similarity distance dðztk; o
tjt�1
i Þ between the object o

tjt�1
i

and the observation ztk can be defined as:

dðztk; o
tjt�1
i Þ ¼ 1� sðztk; o

tjt�1
i Þ ð30Þ

Moreover, to incorporate the local information of the

object, the reference topology set (RET) [30] of the object

oi is given

RETo
i ¼ ojjw oi,oj

� �

[ s2; j 6¼ i; j ¼ 1; 2; . . .; noi
� �

¼ toi;1; t
o
i;2; � � � ; toi;no

i

n o ð31Þ

where w oi; oj
� �

is the ratio of overlap between the object oi
and the object oj. The reference topology set of the object

is a neighboring object set that is mutually occluded from

the objects which the overlap ratio w oi; oj
� �

is greater than

a certain threshold s2, where s2 is called the topology

radius. Similarly, the reference topology set (RET) of the

object zk can be defined as

RETz
k ¼ zjjw zk,zj

� �

[ s2; j 6¼ k; j ¼ 1; 2; . . .; nzk
� �

¼ tzk;1; t
z
k;2; � � � ; tzk;nz

k

n o ð32Þ

where noi and nzk are the number of elements in RETo
i and

RETz
k; respectively.

To measure the distance Lðztk; o
tjt�1
i Þ of the object ref-

erence topology set RETo
i and the observation reference

topology set RETz
k, the OSPA metric is utilized as follows:

Lðztk; o
tjt�1
i Þ ¼ L RETz

k ;RET
o
i

� �

¼ 1

noi þ nzk � qh

cpt ðnoi þ nzk � 2qhÞ þmin
X
noi

l¼1

X
nz
k

r¼1

dðtoi;l; tzk;rÞ
p

h i
 !1=p

ð33Þ

where ct is a penalty for unpaired items. qh is the number of

successful pair between RETo
i and RETz

k, which is given

as:

qh ¼
X
noi

l¼1

X
nz
k

j¼1

hlj ð34Þ

hlj ¼ 1; toi;l; t
z
k;j

� �

successful pair

0; otherwise

(

ð35Þ

When the centroid distance between the elements toi;l and

tzk;j in two reference topological sets is the minimum and

ðxo; yoÞ � ðxz; yzÞk k2 �T, it means that the elements of the

two topology sets toi;l and tzk;j are paired successfully.

Hence, noi þ nzk � 2qh denotes the number of unsuc-

cessful pairing, dðtoi;l; tzk;jÞ is distance between the centroid

of elements ðxoi;l; yzk;jÞ on the topology set.

dðtoi;l; tzk;jÞ ¼
1

2
exp �

ðxoi;l; yoi;lÞ � ðxzk;j; yzk;jÞ








2

2

2r2D

0

B
@

1

C
A

0

B
@

þ exp �
1� wðtoi;l; tzk;jÞ

2r2w

� ��

ð36Þ

where ðxoi;l; yoi;lÞ and ðxzk;r; yzk;rÞ denote the centroid coordi-

nates of the l - th element on the reference topological set

RETo
i of the object oi and the j - th element on the refer-

ence topological set RETz
k of observational zk,respec-

tively.r2D denotes the distance variance.

As shown in Fig. 4, the reference topology set for the

first object is the second object. At the frame 33, first object

was severely occluded by second object, causing it to lose

most of its appearance information, but the information of

its reference topology set was relatively complete. There-

Fig. 4 Occlusion between the first object and the second object
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fore, the distance L RETo
i ;RET

z
k

� �

between the object and

the observed reference topological set can be used to

improve the association accuracy.

Considering the influence of the adjacent object to the

object oi, the weight xik of local information is defined as:

xik ¼

PNi

j¼1 NiðjÞ
Ni

Ni [ 0; k ¼ 1; 2; . . .; nzk

0; Ni ¼ 0

8

<

:
ð37Þ

NiðjÞ¼
1; wði; jÞ[ s2
0; otherwise

	

ð38Þ

where Ni denotes the number of adjacent objects of the

object oi, s2 is similar as Eq. (31, 32), in this paper, we will

set s2 ¼ 0:6.

2.3 Model Update and Trajectory Management

Using the appearance model of the object at the current

time and the object model of the previous moment is

accumulated in a certain proportion as the object template

for the subsequent frame. However, this method is only

suitable for the case where the object deformation and

appearance change are small. When the object is seriously

occluded or deformed and the appearance changes, the

object model tracked by the current frame may not be able

to track the subsequent object very well. So the model

update of object is very important, in this paper, the

approach of model update is similar to the approach in

[24].

Moreover, when the object enters the video scene, the

corresponding tracking method needs to initialize the

object trajectory automatically. When the object leaves the

video scene, the corresponding trajectory needs to be ter-

minated automatically. Therefore, in order to better man-

age the object trajectory, the following two object

trajectory management rules are given:

(1) If the observation is not associated with temporary

trajectories or existing trajectories after data associ-

ation, the observation can be considered as a

temporary trajectory that can be initialized by using

the Kalman filter. At the same time, if the temporary

trajectory is associated with sinit subsequent frames,

the temporary trajectory is considered as a existing

trajectory.

(2) If the object trajectory is not associated with any

observation and the centroid coordinates of the

object trajectory are considered to be beyond the

boundary, which mean the distance between the

object and the video boundary is less than 3 pixel

coordinates, the object trajectory is considered as the

complete (ended) track. Moreover, if the object

trajectory is not associated with any measurement

more than sterm frames, it is also considered as the

complete (ended) track.

According to the discussion in [25], in this paper, the

threshold of starting sinit and terminating sterm is deter-

mined by the experience setting, which are set to sinit ¼ 3

and sterm ¼ 8, respectively. Finally, the overall intuition-

istic fuzzy clustering algorithm based on feature selection

for multiple object tracking is described in Algorithm 1:
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(39)

(40)
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3 Experimental results

In order to evaluate the performance of the proposed

algorithm, four algorithms are employed to compare with

the proposed algorithm on the CLEAR MOT index, such as

the TC_ODAL algorithm [31], the RNN-LSTM algorithm

[32], the AlExTRAC algorithm [33] and the SiameseCNN

algorithm [34]. In order to evaluate the performance of the

proposed algorithm, in all experiments, five standard

datasets are employed and all methods use the same

detection results provided by the artificial channel feature

(ACF) pedestrian detector [35].

3.1 Datasets

In this section, the test dataset, PETS2009.S2L1,

PETS2009.S2L2, AVG-TownCentre, TUD-crossing data-

set and ETH-Sunnyday are employed. Where the

PETS2009.S2L1 dataset and the PETS2009.S2L2 dataset

are captured by cameras fixed outside with different angles

of view in the same area. In the PETS09.S2L1 dataset, the

number of pedestrian objects is less than that in the

PETS09.S2L2 dataset. In the PETS09.S2L2 dataset, the

pedestrians are crowded, the number of the objects is

higher than that of the PETS09.S2L1 dataset, and there is a

mutual occlusion between the objects for a long time. The

AVG-TownCentre dataset is a video shot by a fixed camera

in a busy shopping section. Its occlusion is more serious

than other video dataset, and it is vulnerable to the influ-

ence of the clothing model in the window. The ETH-

Sunnyday dataset is a video taken by a mobile camera. The

background and object shape of ETH-Sunnyday video

change strongly, which is easily affected by the change of

light and shadow. Table 1 shows the detailed information

of the used datasets.

For the quantitative evaluation, the CLEAR MOT met-

rics [24] are used, including:

• MOTA (:): Multi-target tracking accuracy, it is defined

as MOTA ¼ 1�
P

t FPt þ FNt þ IDStð Þ
� �

=
P

t mt

� �

,

where FPt, FNt, IDSt, and mt are the number of false

positives, number of missed targets, number of

mismatches and number of total targets, respectively,

at the time t.

• MOTP (:): Multi-target tracking precision, average of

the bounding box overlap over all tracked targets.

• IDS (;): ID switch, the number of times that a tracked

target changes its id.

• MT (:): The ratio of mostly tracked trajectories, which

are tracked for at least 80%.

• ML (;): The ratio of mostly lost trajectories, which are

tracked for less than 20%.

• FG (;): Fragments, the number of times that a ground

truth trajectory is interrupted.

Here, the symbol : means that higher scores indicate

better results, and the symbol ; means that lower scores

indicate better results.

3.2 Tracking Performance Comparison

3.2.1 PETS.S2L1 Dataset

Figure 5 shows the tracking results of the IFC-FS algo-

rithm on PETS.S2L1 dataset. It can be seen from Fig. 5

that in the frame 17, there is a serious occlusion between

the object 1, 2, 3 and the traffic sign, but in frame 34, the

object can still associate the three objects accurately. It

shows that the IFC-FS can effectively solve the problem of

mutual occlusion between objects and backgrounds. At

frame 122, object 10 and object 13 move toward an

opposite direction, and object 13 is heavily occluded by

object 10, resulting that the color features, texture features

and other appearance features are largely lost, but at frame

145, object 10 and object 13 can still be associated accu-

rately. In mutual occlusion, the local information of the

object plays a more important role and can effectively deal

with the problem of long-term occlusion.

Table 2 gives the performance comparison of the pro-

posed algorithm on the PETS2009.S2L1 dataset with that

of the TC_ODAL algorithm, the RRNN-LSTM algorithm

and the ALExTRAC algorithm. As can be seen, the IFC-FS

algorithm is superior to the other three algorithms in

MOTA, FN, FP, IDS and FG score. It shows that the IFC-

FS algorithm can track objects correctly and effectively,

and the intuitionistic fuzzy membership degree can effec-

tively replace the association degree to associate the object

with the observation and improve the association accuracy.

3.2.2 PETS.S2L2 Dataset

Figure 6 shows the tracking results of the IFC-FS algo-

rithm running on the dataset. It shows that object 12 is

occluded by object 6, 41and 48 at frame 67, because local

information of the object is incorporated, which make the

Table 1 Information of the used datasets

Name FPS Length Resolution Trajectories

PETS.S2L1 7 795 768 9 576 19

TUD-Stadtmitte 25 179 640 9 480 10

AVG-TownCentre 2.5 450 1920 9 1080 226

PETS.S2L2 7 436 786 9 576 42

TUD-crossing 25 201 640 9 480 13
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Fig. 5 Tracking results of the IFC-FS algorithm on PETS2009.S2L1 video sequence

Fig. 6 Tracking results of IFC-FS algorithm on PETS2009.S2L2

Table 2 Performance comparison on PETS2009.S2L1

Method MOTA (%:) MOTP (%:) MT (%:) ML (%;) FP (;) FN (;) IDS (;) FG (;)

TC_ODAL 83.4 69.6 100 0.0 532 868 4 4

ALExTRAC 87.3 78.7 83.6 0.0 117 396 18 89

RNN-LSTM 67.7 71.4 78.9 0.0 648 603 193 152

IFC-FS 88.6 70.1 94.3 0.0 264 291 8 52

The bold values indicate the best performing tracker on each metric
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IFC-FS algorithm deal with the occlusion between the

objects, so at frame 72, object 12 and its adjacent high-

density pedestrians can still be associated correctly. In

frame 162, object 32 is disturbed by object 82 until frame

171, no observations are updated for a long time, so the

track of object 32 is deleted. By frame 185, when it reap-

peared, it had no previous track, so it was reinitialized to

object 95.

To further verify the effectiveness of the proposed

tracking algorithm, a comparative experiment is carried out

on the PETS2009.S2L2 dataset with more dense objects

and more severe occlusion. The experimental results are

shown in Table 3. From Table 3, it can be seen that

compared with the other three methods, the IFC-FS algo-

rithm achieves the best performance in MOTA, FN, MT

and ML scores. All of these show that the proposed algo-

rithm can effectively implement the correct association

between the object and the observation. Moreover, the

proposed algorithm achieves the second best performance

in MOTP,FP and IDS scores.

3.2.3 AVG-TownCentre Dataset

Figure 7 shows an example of the tracking result of the

IFC-FS algorithm in AVG-TownCentre video sequence.

According to Fig. 7, the false observation 10 that appears

in the window at frame 5, and in frame 9, the IFC-FS can

delete the false observation in time according to the prin-

ciple of track management. In frame 53, most of the objects

in the scene can be tracked accurately by the IFC-FS

algorithm. From frame 127 to 129, the IFC-FS algorithm

can track most of the objects despite the mutual occlusion

among the objects.

Table 4 Performance

comparison on AVG-

TownCentre dataset

Method MOTA (%:) MOTP (%:) MT (%:) ML (%;) FP (;) FN (;) IDS (;) FG (;)

TC_ODAL 1.6 69.0 0.0 71.7 899 6111 26 114

ALExTRAC 13.3 70.0 1.3 61.1 442 5637 118 152

RNN-LSTM 13.4 68.8 3.5 41.2 1206 4682 299 414

SiameseCNN 19.3 69.0 4.4 44.7 698 4927 142 289

IFC-FS 36.8 69.9 17.9 38.4 353 4271 85 219

The bold values indicate the best performing tracker on each metric

Fig. 7 Tracking effect of IFC-FS method in AVG-TownCentre dataset

Table 3 Performance

comparison on PETS2009.S2L2

dataset

Method MOTA (%:) MOTP (%:) MT (%:) ML (%;) FP (;) FN (;) IDS (;) FG (;)

TC_ODAL 30.2 69.2 2.4 19.0 1074 5375 284 499

ALExTRAC 27.5 70.6 0.0 26.2 449 6153 385 359

RNN-LSTM 38.3 71.6 9.5 14.3 1016 4858 139 260

SiameseCNN 34.5 69.7 7.1 19.0 972 5364 282 424

IFC-FS 55.1 69.2 17.9 10.5 841 3896 168 321

The bold values indicate the best performing tracker on each metric
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The quantitative results of the AVG-TownCentre dataset

are shown in Table 4. From Table 4, we can see that the

best MOTA, MT, ML, FP and FN score are realized by the

IFC-FS algorithm, it means that the IFC-FS algorithm can

more effectively and correctly associated the objects and

better deal with the cases of mutual occlusion between the

objects and the background. However, the MOTP score and

the FG score are slightly worse than other algorithms. From

the data of Table 2 to Table 4, it can be seen that IFC-FS

algorithm achieved better performance on different data-

sets than other algorithms. The accuracy of the IFC-FS has

increased significantly in multi-object tracking, especially

in the crowded and congested scenarios. It shows that the

proposed algorithm by incorporating local information can

better solve the association between the objects when they

are occluded by each other.

3.2.4 Other Datasets

Figure 8 shows an example of the tracking result of IFC-FS

algorithm in the TUD-crossing video sequence. TUD-

crossing is a surveillance video of pedestrians crossing a

Fig. 8 Tracking results of the IFC-FS algorithm in TUD-crossing dataset

Fig. 9 Tracking results of the IFC-FS algorithm on ETH-Sunnyday dataset
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highway. There are two types of people whose directions

are completely opposite. When crossing the road, the

intersection of different objects will affect the accuracy of

association. From Fig. 8, it can be seen that object 1 and

object 5 can be correctly associated with each other from

frame 2 to frame 10, which shows that the IFC-FS algo-

rithm can track the object correctly when occlusion occurs.

In frame 46, object 3 and object 9 occluded by each other,

which makes no observations associated with object 9.

Finally, the object 9 is deleted from the object track array,

but the object 3 can still be correlated accurately, which

shows that the IFC-FS algorithm can effectively deal with

the mutual occlusion between objects.

Figure 9 shows the tracking results of the IFC-FS

algorithm in ETH-Sunnyday video sequences. Due to the

camera movement and illumination, a false observation 14

appears at frame 60, which follows the camera and

pedestrian movements, it is difficult to distinguish it from

each other when associated, and it is not deleted until frame

89. In the process of moving the camera, the shape of the

object changes at all times, but the IFC-FS algorithm can

associate the object accurately when the shape of the object

changes and the illumination changes. From frames 140 to

191, we can see that the object 22 becomes larger, and the

width and height of the object box cannot fit the object

itself. But in the IFC-FS algorithm, because the object

model is updated, the updating rate of the object model can

be controlled by increasing the updating coefficient,

achieving a more accurate update of the object model.

4 Conclusion

In this paper, a novel maximum entropy intuitionistic fuzzy

clustering algorithm based on feature selection is proposed

for multiple object tracking in a single camera view. In the

IFC-FS algorithm, in order to improve the estimated

accuracy of the similarity of feature, the neighborhood

rough set is used to adaptively select the suitable object

feature; at the same time, in order to incorporate the local

information of objects, the OSPA distance based on the

reference topology feature is used to measure the local

information distance between objects and observations.

Finally, a novel objective function of the maximum

entropy intuitionistic fuzzy clustering is constructed, and

the optimize intuitionistic fuzzy membership degree is

utilized to replace the association probability between the

object and the observation. The experiment results show

that the IFC-FS algorithm can effectively track multiple

visual objects with high accuracy and robustness in the

complex background and long-time occlusion environ-

ment, and the performance is better than that of existing

algorithms, such as the TC_ODAL algorithm, the RRNN-

LSTM algorithm and the ALExTRAC algorithm.

Although the proposed algorithm achieved a better

results, there are also some challenges that may improve

our proposed algorithm, such as the feature selection

approach, how to make reasonable use of the local infor-

mation of object, etc. So our future research will mainly

focus on the feature selection by using the neighborhood

rough set, improving the distance measure approach to

incorporate the object local information and constructing

suitable fuzzy optimize objective function to improve the

performance of multiple object tracking.
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