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Abstract This paper deals with T–S fuzzy model with

nonlinear consequent parts that has shown to reduce the

number of fuzzy rules and decrease modeling error com-

paring with conventional T–S with linear consequent parts.

To further increase the benefits of using such model, many

novelties in analyzing and applying it are introduced here.

Canceling the nonlinear part of subsystems by fuzzy

feedback linearization, using a novel fuzzy non-quadratic

Lyapunov function and new relaxation methods for further

reduction of conservativeness and maximizing the region

of attractions are all discussed in this paper. Numerical

examples illustrate the effectiveness of the proposed

method.

Keywords Fuzzy control � Takagi–Sugeno model �
Nonlinear subsystems � Non-quadratic Lyapunov function

1 Introduction

Takagi–Sugeno (T–S) fuzzy model is a universal approx-

imator which can model any smooth nonlinear system with

any degree of accuracy. Moreover, the convex structure

and linear subsystems of this model allow one to use

powerful linear systems tools, such as linear matrix

inequalities (LMIs), to analyze and synthesize the T–S

fuzzy systems.

Recently, the use of nonlinear local subsystems for T–S

model has gained more attention as it decreases the number

of rules and, hence, the number and dimensions of

LMIs [22, 28]. Therefore, a better accuracy can be

obtained using less local models. The key idea of using

nonlinear terms in the consequent parts is, in a sense, to

decouple the nonlinearities into two parts: a sector non-

linearity approach for the premises and a ‘‘local’’ charac-

terization for the consequences.

Many different types of T–S with nonlinear conse-

quences are introduced in the literature. The most popular

one is the polynomial fuzzy system [23]. This model can

be built using expansion of the Taylor series [19, 20]. Due

to the nature of its consequence parts, a natural choice that

appeared to study the stability/stabilization problems was

the use of the sum-of-square (SOS) tools [10, 24]. More-

over, combining the polynomial and the fuzzy nature of

these models, polynomial fuzzy Lyapunov functions were

also proved to be of some interests [2, 10]. Effectively, the

reduction of the number of rules associated with a Lya-

punov function that exploits the polynomial nature of the

consequence parts reduced the conservativeness of the

previous studies on the LMI-based conditions. With respect

to polynomial T–S fuzzy models, a fuzzy switching control

mechanism instead of fuzzy blending mechanism is

developed in [5]. It should be noted that in a switched T–S
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fuzzy model, the consequence could be any function [6].

In [6], stable controllers are designed for a switched T–S

fuzzy model, where the consequents are affine nonlinear

state dynamic equations. The T–S models with bilinear

consequent parts are also discussed in [4].

Another way to construct the T–S systems with non-

linear consequent parts is simply adding a nonlinear term to

the linear consequents, as in [18], where the term added is

a simple sin function. More advanced works propose the

use of sector-bounded functions in the consequent

part [7–9, 28]. This type of nonlinear Sugeno model has

gained an increasing interest in recent years [14–17, 22].

The work presented in this manuscript follows the same

idea, i.e., adding a sector-bounded nonlinear term to the

linear consequent part of T–S models. Sector constraint on

the nonlinear terms allows designer to use LMIs for ana-

lyzing such systems. In order to avoid classical conserva-

tiveness of the results for such T–S nonlinear models

several new approaches are proposed here. The first one

tries to remove the added nonlinear terms realizing a so-

called fuzzy feedback linearization that can reduce both the

computational burden and the conservativeness. Other

improvements are made trying to mix several approaches.

For example, restricting the family of studied T–S non-

linear models—as for its equivalent T–S linear models—

path independency on the consequent part can be used for

the Lyapunov function. Hence, a novel non-quadratic fuzzy

Lyapunov function is introduced. The so-called domain of

attraction and its maximization conditions are derived for

the proposed Lyapunov function. Finally, following the

results in [3], some transformation properties from [21]

can be used in order to introduce new control laws and a

Lyapunov function with more degrees of freedom.

The paper is organized as follows. In Sect. 2, the non-

linear Takagi–Sugeno model and its stability conditions are

described. In Sect. 3, the proposed methods are introduced.

Simulation results are given in Sect. 4. Section 5 concludes

the paper.

2 Preliminaries and Notations

Consider a class of nonlinear systems described by

_xðtÞ ¼ fa
�
xðtÞ

�
þ fb

�
xðtÞ

�
u
�
xðtÞ

�
þ g

�
xðtÞ

�
uðtÞ ð1Þ

where xðtÞ 2 Rnx is the state, uðtÞ 2 Rnu is the control

input, fn
�
xðtÞ

�
: n 2 fa; bg and g

�
xðtÞ

�
2 Rðnx�nuÞ are non-

linear functions and u
�
xðtÞ

�
is a vector of sector-bounded

continuous nonlinear functions satisfying the following

cone condition:

ui

�
xðtÞ

�
2 cofELixðtÞ;EUixðtÞg; 1� i� nu ð2Þ

where ELi 2 R1�nx and EUi 2 R1�nx . This implies that the

nonlinear term ui

�
xðtÞ

�
is bounded inside cone (2). It is

always possible to find a basis transformation such that

ui

�
xðtÞ

�
2 cof0;EixðtÞg; 1� i� nu ð3Þ

This results [9]

ui

�
xðtÞ

��
EixðtÞ � ui

�
xðtÞ

��
� 0: ð4Þ

Defining E ¼ ET
1 ET

2 . . . ET
nu

h iT

and considering a

diagonal matrix C[ 0, it immediately follows that

uT
�
xðtÞ

�
C�1ExðtÞ � uT

�
xðtÞ

�
C�1u

�
xðtÞ

�
� 0: ð5Þ

Note that to conclude (5) from (4), without extra properties

on u
�
xðtÞ

�
;C has to be diagonal, although it might be a

source of conservativeness.

2.1 Nonlinear Sugeno Model

System (1) can be represented by the following T–S fuzzy

model with nonlinear subsequents:

Plant Rule i :

IF z1ðtÞ isMi1ðzÞ; . . .; and zpðtÞ isMipðzÞTHEN :

_xðtÞ ¼ AixðtÞ þ Gxiu
�
xðtÞ

�
þ BiuðtÞ ð6Þ

where Ai 2 Rðnx�nxÞ; Bi 2 Rðnx�nuÞ and Gxi 2 Rðnx�nuÞ ði ¼
1; . . .; rÞ are constant matrices, in which r is the number of

rules, nx is the number of states, nu is the number of inputs

and nu is the number of nonlinear functions in vector uðxÞ.
Moreover, z1ðtÞ; . . .; zpðtÞ are the so-called premise vari-

ables and Mijðj ¼ 1; . . .; pÞ denote the fuzzy sets. There-

fore, a more compact representation of the fuzzy system is

_xðtÞ ¼
Xr

i¼1

xiðzÞ
�
AixðtÞ þ Gxiu

�
xðtÞ

�
þ BiuðtÞ

�
ð7Þ

where

xiðzÞ ¼
hiðzÞPr
k¼1 hkðzÞ

; hiðzÞ ¼ Pp
j¼1lijðzÞ: ð8Þ

and lijðzÞ is the grade of membership of zj in Mij.

Note that as u
�
xðtÞ

�
is a vector of known functions,

instead of a vector of uncertainties, therefore it can be used

in controller (9) or in the Lyapunov function. Introducing

this ‘‘extra’’ information into the design of the control, it is

expected that the quality of the results is improved. This is

shown in [9] and in the examples provided thereinafter.
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2.2 Controller Structure

For system (6) the following controller is suggested [9]:

Controller Rule i :

IF z1ðtÞ isMi1ðzÞ; . . .; and zpðtÞ isMipðzÞTHEN :

uðtÞ ¼ KaixðtÞ þ Kbiu
�
xðtÞ

�
: ð9Þ

where Kai and Kbii ¼ ð1; . . .; rÞ are controller gains with

proper dimensions. From (6) and (9), the closed-loop fuzzy

system is obtained in the following form:

_xðtÞ ¼
Xr

i¼1

Xr

j¼1

xiðzÞxjðzÞ
�
ðAi þ BiKajÞxðtÞ

þ ðGxi þ BiKbjÞu
�
xðtÞ

��
: ð10Þ

The following lemmas will be useful to derive the main

results.

Lemma 1 [26] If the following conditions hold:

Nii\0; 1\i\r

1

r � 1
Nii þ

1

2
ðNij þ NjiÞ\0; 1\i 6¼ j\r

ð11Þ

then, the double convex sum negativity problem holds:

Xr

i¼1

Xr

j¼1

aiajNij\0 ð12Þ

where 0� ai � 1 and
Pr

i¼1 ai ¼ 1.

Next, let us concern writing LMI conditions for those

that are expressed as multiple-summations negativity

problems. In this case a more general relaxation will be

used.

Lemma 2 [13] Let Pði1; i2; i3; i4; i5Þ be the set of all

permutations of indexes i1; i2; i3; i4 and i5; thus, the fol-

lowing conditions

Ni1i1i1i1i1\0
X

s2P i1i2i2i2i2ð Þ
Ns\0; i1 6¼ i2

X

s2P i1i2i3i3i3ð Þ
Ns\0; i1 6¼ i2; i1 6¼ i3; i2 6¼ i3

X

s2P i1i2i3i4i4ð Þ
Ns\0;

i1 6¼ i2; i1 6¼ i3; i1 6¼ i4; i2 6¼ i3;

i2 6¼ i4; i3 6¼ i4

X

s2P i1i2i3i4i5ð Þ
Ns\0;

i1 6¼ i2; i1 6¼ i3; i1 6¼ i4; i1 6¼ i5;

i1 6¼ i5; i3 6¼ i4; i3 6¼ i5; i4 6¼ i5

i2 6¼ i3; i2 6¼ i4;

ð13Þ

imply

Xr

i1¼1

Xr

i2¼1

Xr

i3¼1

Xr

i4¼1

Xr

i5¼1

ai1ai2ai3ai4ai5Ni1i2i3i4i5\0 ð14Þ

where 0� ai � 1 and
Pr

i¼1 ai ¼ 1.

In the following lemma, sufficient conditions for sta-

bility of the closed-loop dynamical system (10) are

recalled.

Lemma 3 [9] If there exist matrices P ¼ PT [ 0;Xai and

Xbi; 1� i� r, and diagonal matrix C[ 0 such that (11) is

satisfied with Nij defined as

Nij ¼
HeðAiPþ BiXajÞ �

CGT
xi þ XT

bjB
T
i þ EP �2C

� 	
ð15Þ

then, fuzzy system (6) is asymptotically stable using con-

troller (9) with

Kai ¼ XaiP
�1 Kbi ¼ XbiC

�1 1� i� r: ð16Þ

In (15), HeðAÞ denotes the Hermite form of matrix A and *

indicates the symmetric term.

Remark 1 To introduce a decay rate b, just replace the

first block of (15) with: He ðAiPþ BiXajÞ þ bP. This

results that if V(x(t)) is a Lyapunov function for system

(10), then _VðxðtÞÞ\� bVðxðtÞÞÞ.

3 Main Results

To further improve the results obtained by controller (9)

and to reach the results on more general types of nonlinear

terms in the consequents, some novel ideas are introduced

in this section. First, an idea based on feedback lineariza-

tion approach is introduced. Second the vector of nonlin-

earities, u
�
xðtÞ

�
, is introduced into an extended Lyapunov

function keeping constant matrices. It is shown that both of

the mentioned ideas can omit the necessity of sector con-

straint (2). Then, the extra term added in the Lyapunov

function is fuzzified and the outermost Lyapunov level for

such fuzzy Lyapunov function is obtained. At last the

concept of multiple indexes in Lemma 2 is utilized to

further reduce the conservativeness in the design.

3.1 Feedback Linearization

The numerical complexity of LMI conditions is closely

related to the number of lines (L) and decision variables

(D). I.e., the LMI can be solved in polynomial time with

complexity proportional to D3L [9]. Since T–S models

with nonlinear consequent parts have fewer numbers of

fuzzy IF-THEN rules, the computational burden is lowered

according to (L). However, for D, as controller (9)
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introduces the extra decision variables Kbi, it also increases

the complexity. A way to face the last complexity problem

is to use the gains Kbi to compensate, if possible, the

nonlinear terms in order that they ‘‘disappear’’ from the

future LMI constraints problem. In this case, the output of

such system is similar, but not exactly equal to a T–S

model with linear consequent (linear T–S) without the

nonlinear term. The error is due to the cross-effects of

subsystems on each other in a fuzzy system. To explain it

in another way, the ‘‘classical’’ T–S model, i.e., with linear

consequent part, would have split the terms ui

�
xðtÞ

�
via

sector nonlinearity approach. In comparison, the linear

consequent T–S, obtained after local linearization, cancels

the terms ui

�
xðtÞ

�
and therefore gives a simplified T–S

model that is expected to give less conservative results. A

way to cancel Gxi is to solve

Gxi þ BiKbi ¼ 0 ð17Þ

Pseudo-inverse gives

Kbi ¼ �ðBT
i BiÞ�1

BT
i Gxi ð18Þ

which is the least-square estimation of the solution. Note

that as BiKbju
�
xðtÞ

�
terms also exist in the model and no

constraints exist on their value, the nonlinearities do not

vanish in the whole fuzzy system. Then, the following

theorem can be derived.

Theorem 1 If there exist matrices P ¼ PT [
0;Xai; 1� i� r, and diagonal matrix C[ 0 such that (11)

is satisfied with

Nij ¼
HeðAiPþ BiXajÞ �

CðGxi þ BiKbjÞT þ EP �2C

� 	
ð19Þ

then, fuzzy system (6) is asymptotically stable via controller

(9) with Kai ¼ XaiP
�1 and Kbi defined in (18).

Proof Proof is easily obtained by replacing Xbj from (16)

into (15). h

Remark 2 If (17) holds for all i 2 ð1; . . .; rÞ, then

Gxi þ BiKbj þ Gxj þ BjKbi ¼ ðBi � BjÞðKbj � KbiÞ ð20Þ

In this case, if Bi ¼ Bj or Kbi ¼ Kbj, the term in (20) will be

null and hence, if u
�
xðtÞ

�
‘‘disappeared’’ from the closed-

loop model or if no disturbance exists in the model, then no

sector constraints on u
�
xðtÞ

�
are required and Nij ¼

HeðAiPþ BiXajÞ can replace Nij definition in Theorem 1.

Remark 3 Another way to reduce the conservatism of

conditions appears in case of trying to write as for a perfect

cancelation of the term in u
�
xðtÞ

�
, i.e.,

Gxz þ BzKbz ¼ 0 ð21Þ

where X z ¼
Pr

i¼1 xiðzÞX i;X 2 fB;Kb;Gxg. For (3), the

pseudo-inverse will give the best result in the sense of least

square:

KbðzÞ ¼ �ðBT
z BzÞ�1

BT
z Gxz: ð22Þ

Notice that the solution is denoted with KbðzÞ and not Kbz,

because (22) is not a simple sum depending on hiðzÞ.
However, (3) can be reinforced by minimizing

jjGxz þ BzKbzjj. With the help of Schur’s complement, it

can be written as

min e

subject to :
eI ðGxz þ BzKbzÞ
� I

� 	
[ 0

ð23Þ

Lemma 1 can be used for relaxation with

Nij ¼
eI ðGxi þ BiKbjÞ
� I

� 	
.

3.2 Non-quadratic Stabilization

Following works for the classical T–S systems or recurrent

neural networks [12], a way to reduce conservatism of

Theorem 1 is to introduce non-quadratic (NQ) Lyapunov

functions via added extra positive terms. The choice made

in our work is to use a path-independent Lyapunov func-

tion on the nonlinear part of the consequences:

V
�
x;uðxÞ

�
:¼ xTðtÞP�1xðtÞ þ 2a

Z x

0

uTðyÞC�1E dy: ð24Þ

where a is an arbitrary value. To use this Lyapunov func-

tion, the family of nonlinear T–S is reduced to the one

fulfilling the so-called path-independent conditions., i.e.,

the following assumption is satisfied.

Assumption 1 u
�
xðtÞ

�
and E are such that

d

dt

Z x

0

uTðyÞC�1E dy


 �
¼ uTðxÞC�1E _x: ð25Þ

Using Lyapunov function (24) the following lemma is

stated.

Lemma 4 [17] Considering system (6) under Assumption

(1) and control (9), define the matrices P ¼ PT [
0;Xai;Xbi; 1� i� r, diagonal matrix C[ 0 and a scalar a
and:

Nij ¼
HeðAiPþ BiXajÞ �

N21
ij N22

ij

� 	
ð26Þ

where
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N21
ij ¼ CGT

xi þ XT
bjB

T
i þ EPþ aEðAiPþ BiXajÞ

N22
ij ¼ Heð�Cþ aEðGxiCþ BiXbjÞÞ

ð27Þ

If one of the following problems:

1. a[ 0 and (11) with Nij defined in (26)

2.
P �
EP � 1

a
C

" #

[ 0 with Nij defined in (26)

has a solution, then the closed-loop system is stable and the

controller gains are obtained as in (16).

Remark 4 If by changing Nij in (27) as

N22
ij ¼ HeðaEðGxiCþ BiXbjÞÞ

N21
ij ¼ CGT

xi þ XT
bjB

T
i þ aEðAiPþ BiXajÞ

ð28Þ

Nij\0 still holds, then the condition of sector boundedness

of u
�
xðtÞ

�
is not necessary for making _V

�
x;uðxÞ

�
\0. This

can be interesting to omit this condition as it is a source of

conservativeness. However, to guarantee positiveness of

the Lyapunov function, a milder condition on u
�
xðtÞ

�
must

be satisfied. That is, uT
�
xðtÞ

�
ExðtÞ[ 0. This new condi-

tion is obviously less conservative than the sector bound-

edness condition (5).

3.3 Extension to Fuzzy Decision Variables

Previous sections showed improvements considering a

non-quadratic Lyapunov function. Nevertheless, in that

case a unique matrix C remains for all subsystems. A way

to introduce extra degrees of freedom on the Lyapunov

function and in the control law, is employing Cz instead of

C. In order to succeed, some transformations and a new

control law have to be considered:

u ¼ FazH
�1
z xþ Fbz

~H�1
z uðxÞ: ð29Þ

where Faz;Fbz;Hz and ~Hz are gain matrices with proper

dimensions. Then, the equation of the closed-loop system

will be

_xðtÞ ¼ ðAz þ BzFazH
�1
z ÞxðtÞ þ ðGxz þ BzFbz

~H�1
z ÞuðxÞ

¼ �AzxðtÞ þ �GxzuðxÞ
ð30Þ

Next, consider the following fuzzy Lyapunov function:

V
�
x;uðxÞ

�
¼ xðtÞT

P�1xðtÞ þ 2a
Zx

0

uTðyÞC�1
z Edy ð31Þ

where Cz is a diagonal matrix. In order to guarantee that the

integrand in (31) has a symmetric Jacobian matrix and to

use the property of path independency, Cz is defined as

follows:

Cz ¼
Xr

i¼1

xiðzÞdiagð½Cai1
1 ; . . .;C

ain/
nu �Þ ð32Þ

where aij 2 ½1; . . .; rj� specifies which xk-based fuzzy set is

used in the ith fuzzy rule, while xk is the state that ujðxÞ
depends on and rj is the number of xk-based fuzzy sets. It

should be noted that according to (32), Cj varies based on

the fuzzy rules only if xk is used as a premise variable.

Hence, by choosing a proper order of the nonlinear terms in

the vector u
�
xðtÞ

�
it is possible to have symmetric Jaco-

bian matrix for the integrand in (31).

As a result, the derivative of Lyapunov function (31) can

be written as

_V
�
x;uðxÞ

�
¼ 2xðtÞT

P�1 _xðtÞ þ 2auT
�
xðtÞ

�
C�1
z E _xðtÞ

¼
xðtÞ

u
�
xðtÞ

�
� 	T

HeðP�1 �AzÞ P�1 �Gxz þ a�AT
z E

TC�1
z

� aðC�1
z E �Gxz þ �GT

z E
TC�T

z Þ

" #

�
xðtÞ

u
�
xðtÞ

�
� 	

ð33Þ

For the nonlinear term uðxÞ, sector condition (5) can be

rewritten as

xðtÞ u
�
xðtÞ

�� � 0 �
C�1
z E �2C�1

z

� 	
xðtÞ

u
�
xðtÞ

�
� 	

[ 0:

ð34Þ

Based on the S-procedure [27], _Vðx;uðxÞÞ\0 if the fol-

lowing condition is satisfied:

xðtÞ
u
�
xðtÞ

�
� 	T

HeðP�1 �AzÞ P�1 �Gxz þ a�AT
z E

TC�1
z þ ETC�1

z

� aðC�1E �Gxz þ �GT
xzE

TC�1
z Þ � 2C�1

z

" #

�
xðtÞ

u
�
xðtÞ

�
� 	

\0:

ð35Þ

Or equivalently

P�1 0

0 C�1
z

" #
�Az

�Gxz

aE �Az þ E aE �Gxz � I

� 	
þ �\0

	 ~P�1
z

~Az þ �\0

ð36Þ

Now, following the works of [13, 21], let us multiply the

left- and right-hand sides by ~Pz and considering a small

enough e, (36) holds if

Heð ~Az
~PzÞ þ e~Az

~Pz
~AT
z \0 ð37Þ

which is equivalent to

Heðe~Az
~PzÞ þ e2 ~Az

~Pz
~AT
z þ ~Pz � ~Pz\0 ð38Þ

or
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ðI þ e~AzÞ~Pzð�Þ � ~Pz\0: ð39Þ

Using the Schur complement, (39) is equivalent to

~Pz I þ e~Az

� ~Pz
�1

� 	
[ 0: ð40Þ

Multiplying both sides of (40) by the full-rank matrix

I 0

0 �HT
z

� 	
gives

~Pz
�Hz þ eð~Az

�HzÞ
� �HT

z
~Pz

�1 �Hz

" #

[ 0: ð41Þ

Using inequality ð �Hz � ~PzÞ
T ~Pz

�1ð �Hz � ~PzÞ� 0, it yields

�HT
z
~Pz

�1 �Hz þ ~Pz � �HT
z � �Hz � 0. Therefore, (41) holds if

~Pz
�Hz þ eð~Az

�HzÞ
� �Hz þ �HT

z � ~Pz

� 	
[ 0 ð42Þ

where

~Az
�Hz ¼

�Az
�Gxz

aE �Az þ E aE �Gxz � I

� 	
Hz 0

0 ~Hz

� 	

¼ ðAzHz þ BzFazÞ ðGxz
~Hz þ BzFbzÞ

aEðAzHz þ BzFazÞ þ EHz aEðGxz
~Hz þ BzFbzÞ � ~Hz

" #

ð43Þ

Therefore, _Vðx;uðxÞÞ\0 if the following inequality is

satisfied:

P 0

0 Cz

� 	
Hz 0

0 ~Hz

� 	
þ e~Az

�Hz

�
Hz þ HT

z � P 0

0 ~Hz þ ~HT
z � Cz

" #

2

66664

3

77775
[ 0

ð44Þ

Then, the following theorem can be stated.

Theorem 2 If there exist matrix P ¼ PT [ 0, diagonal

matrices Ci [ 0 and matrices Fai and Fbi; 1� i� r, and

e[ 0 such that (11) holds with

Nij ¼

P 0

0 Ci

� 	
Hj 0

0 ~Hj

� 	
þ e~Aij

�Hj

�
Hj þ HT

j � P 0

0 ~Hj þ ~HT
j � Ci

" #

2

6664

3

7775
[ 0

ð45Þ

where

~Aij
�Hj

¼ ðAiHj þ BiFajÞ ðGxi
~Hj þ BiFbjÞ

aEðAiHj þ BiFajÞ þ EHj aEðGxi
~Hj þ BiFbjÞ � ~Hj

" #

ð46Þ

then, fuzzy system (6) is asymptotically stable when using

controller (29).

Proof Applying Lemma 1 to (44) concludes the proof.h

Remark 5 Note that (44) is not strictly LMI in parameters

e and a. To solve this problem, methods such as grid and/or

line search can be used. Nevertheless, for the first scalar (e),
it is possible to fix a finite number of choices [13]. This

finite number is generally chosen in a logarithmically

spaced set: 10�6 10�5. . . 106
� �

. For the second scalar

(a), although line search could be used, it appears that due

to the two possible LMI problems concerned with its sign,

it is usually enough to check for just two values, 1 and - 1.

Remark 6 When the compact set of the definition of the

T–S model is not Rn, only the local stability comes at hand.

Hence, a very crucial point is to find the largest so-called

region of attraction. In this case, the following lemma is

useful.

Lemma 5 In Theorem 2, a lower and an upper estima-

tion of the maximum region of attraction in the polytope

P ¼ x 2 Rn; aT
k x� 1; k ¼ 1; . . .; q

� 
can be obtained via

the following optimization problem:

max k

subject to :
P� kI PET

EP ð1=aÞCi þ EPET

� 	
[ 0

and
1 aT

k

ak P

� 	
[ 0

ð47Þ

Proof The proof is similar to the proof of Theorem 3 in

[17]. Note that in contrast to [17] the maximum region of

attraction is exhibited by a shaded area resulted from the

multiple Lyapunov functions used.

Remark 7 In order to further reduce the conservativeness,

Theorem 2 can be easily expanded for a PDC law Fz to

Fzzzz using multiple indexes, and the new control law will

be:

u ¼ Faz���zH
�1
z���zxþ Fbz���z ~H

�1
z���zuðxÞ: ð48Þ

where
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Fzzzz ¼
Xr

i1¼1

Xr

i2¼1

Xr

i3¼1

Xr

i4¼1

xi1ðzÞxi2ðzÞxi3ðzÞxi4ðzÞFi1i2i3i4

ð49Þ

In this case Eq. (13) is used with Ni1i2i3i4i5 defined in (50).

Ni1i2i3i4i5 ¼

P 0

0 Ci1

� 	
Hi2i3i4i5 0

0 ~Hi2i3i4i5

� 	
þ e~Ai1i2i3i4i5

�Hi2i3i4i5

�
Hi2i3i4i5 þ HT

i2i3i4i5
� P 0

0 ~Hi2i3i4i5 þ ~HT
i2i3i4i5

� Ci1

� 	

2

664

3

775[ 0

ð50Þ

where

~Ai1i2i3i4i5
�Hi2i3i4i5

¼ ðAi1Hi2i3i4i5 þ Bi1Fai2i3i4i5Þ ðGxi1
~Hi2i3i4i5 þ Bi1Fbi2i3i4i5Þ

aEðAi1Hi2i3i4i5 þ Bi1Fai2i3i4i5Þ þ EHi2i3i4i5 aEðGxi1
~Hi2i3i4i5 þ Bi1Fbi2i3i4i5Þ � ~Hi2i3i4i5

" #

ð51Þ

Proof It follows directly from (29) to (44) using

Lemma 2.

4 Simulations

In this section, four examples are given to show the

effectiveness of the new techniques proposed in this paper.

Example 1 is presented to illustrate that the feedback lin-

earization technique can effectively lighten the computa-

tional burden and in some cases can relax the requirement

for any sector condition. Example 2 also shows the effec-

tiveness of the proposed feedback linearization technique

in a practical situation. In Example 3, the effectiveness of

the new fuzzy non-quadratic Lyapunov function is illus-

trated. It is shown that the proposed method can design

fuzzy controllers with less conservatism than the conven-

tional methods. In Example 4, the effects of the proposed

fuzzy Lyapunov function with the multiple indexes are

shown.

All LMIs are solved using YALMIP [11] as a parser and

SeDuMi as a solver.

Example 1 Consider system (6) with the following

matrices [9]:

A1 ¼
�5 �3

0 4


 �
;A2 ¼

�2:6 �2

1 �4


 �

B1 ¼
0

2


 �
;B2 ¼

0

�1


 �
; uðxÞ ¼ ð1 � cosðx1ÞÞsinðx1Þ

Gx1 ¼
0

4


 �
; Gx2 ¼

0

�2


 �
; E ¼ 2=p0ð Þ:

ð52Þ

For this system, the feedback gains Kbi can be calculated

using (18), which results Kb1 ¼ Kb2 ¼ �2. Theorem 1

results C ¼ 0:0718. It is obvious that (17) also holds for

this system. Hence, based on Remark 2, no sector con-

straint on the nonlinear term is needed here. If uðxÞ
changes, by increasing the sector limit E, Lemma 3

becomes infeasible, while Remark 2 is always feasible.

In [9], it is shown how the nonlinear T–S decreases the

computational burden of the CPU time and the corre-

sponding numerical complexity index C ¼ D3L in com-

parison with the linear T–S for this example. Yet, more

reduction is possible using the proposed approach in this

paper. For system (52), the CPU time and the numerical

complexity index using Lemma 3, Theorem 1 and Remark

2 are shown in Table 1, while the feedback gains are

almost the same for all methods.

Example 2 Consider the problem of stabilizing an

inverted pendulum with the following model [25]:

_x1 ¼ x2

_x2 ¼ �f ðM þ mÞx2 � ðmlx2Þ2
sinðx1Þcosðx1Þ

ðM þ mÞðJ þ ml2Þ � ðmlcosðx1Þ2Þ

þ ðM þ mÞmglsinðx1Þ � mlcosðx1Þu
ðM þ mÞðJ þ ml2Þ � ðmlcosðx1Þ2Þ

y ¼ x1

ð53Þ

where x1 is the pendulum angle (rad), x2 is its rotational

speed (rad/s), m ¼ 3 (kg) is the pendulum mass, M ¼ 15

(kg) is the cart mass, l ¼ 0:3 (m) is the pendulum length,

J ¼ 0:005 (kg m2) is the moment of inertia, f ¼ 0:007 (N/

rad/s) is the friction constant, g ¼ 9:8 (m/s2) is the gravi-

tational acceleration, and u is the force (N) applied to the

cart. Supposing uðxÞ ¼ sinðx1Þ � 2
p x1 and choosing cosðx1Þ

as the premise variable with three set points ½1; 0; �1�,
fuzzy model (6) is obtained with the following matrices:

A1 ¼
0 1

24:9555 � 0:0311


 �
; A2 ¼

0 1

20:4165 � 0:0255


 �

A3 ¼
0 1

24:9555 � 0:0311


 �

B1 ¼
0

�0:2222


 �
; B2 ¼

0

�0:0018


 �
; B3 ¼

0

0:2222


 �

Gx1 ¼ 0 39:2ð Þ; Gx2 ¼ 0 32:0733ð Þ; Gx3 ¼ 0 39:2ð Þ;

E¼ 1� 2=p 0ð Þ; C¼ 1 0ð ÞuðxÞ ¼ sinðx1Þ�
2

p
x1

ð54Þ

Membership functions are Gaussian with r ¼ 0:5.

Case (a): In this case, the pendulum is controlled in the

range ½�p=2; p=2�; hence, only the first two rules are

required. Two controllers are designed based on Lemma 3
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and Theorem 1. Feedback linearization method results the

following control gains:

Kb1 ¼ 98; Kb2 ¼ 9800;

Ka1 ¼ 2179:6 384:3ð Þ; Ka2 ¼ 3908:5 772:4ð Þ;
ð55Þ

Lemma 3 results the following control gains:

Kb1 ¼ �33:3034; Kb2 ¼ �303:3980;

Ka1 ¼ 5402:2 1302:8ð Þ; Ka2 ¼ 66169 16099ð Þ;
ð56Þ

Simulation results are compared in Fig. 1. It is shown that

feedback linearization method results in a faster response,

while it uses two fewer LMI variables for the analysis.

Case (b): In this case, the pendulum is controlled in the

range ½�p; p�; hence, all three rules are required. None of

the past two controllers are capable of controlling the

pendulum in this range. Instead, Remark 3.3 is used.

Simulation result for a sample initial condition is shown in

Fig. 1.

Example 3 Consider system (6) by the following set of

matrices:

A1 ¼
2 � 10

2 0

0

@

1

A; A2 ¼
a � 5

1 2

0

@

1

A

B1 ¼ 1 1ð ÞT; B2 ¼ b 2ð ÞT

Gx1 ¼ Gx2 ¼
0:1b 0

0 0:1a

0

@

1

A; E ¼
1 0

0 1

0

@

1

A:

ð57Þ

Supposing uðxðtÞÞ has a symmetric Jacobian and the pre-

mise variable is x2, Fig. 2 compares the feasible area for

Lemma 3 (stars) and Theorem 2 (circles) using different

values for parameters a and b for this system. Obviously,

introducing fuzziness to the Lyapunov function has

Table 1 Comparison of

different algorithms in

example 1

Lemma 3 Theorem 1 Remark 2

CPU time (s) 0.37 0.36 0.33

Numerical complexity C ¼ D3L� 103 � 15 83 � 15 73 � 10

*For Lemmas 3 and 1L ¼ np þ nC þ r2nN. For Remark 2L ¼ np þ r2nN, where nP; nC and nN are the

dimensions of P;C and N, respectively
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Fig. 1 State trajectories of inverted pendulum in Example 2 (a) based on Lemma 3 (solid line) and Theorem 1 (dash line) (b) based on

Remark 3.3
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increased the feasible area.

Example 4 Consider the following system (Example 1

in [1] with minor modifications):

_xðtÞ ¼
aþ bx2

2 �1

2 cþ dx2
2

" #

xðtÞ þ
1

�x2
2

� 	
uðtÞ

þ
b 0

1 d

� 	
x3

1

sinðx2Þ

� 	
ð58Þ

with a ¼ 10; b ¼ �3; c ¼ �0:25 and d ¼ 0:3427. Sup-

pose x1 2 ½�1 1� and x2 2 ½�2 2�. By selecting x2
2 as the

premise variable and u
�
xðtÞ

�
¼ x3

1 sinðx2Þ
� �T

, this sys-

tem can be modeled using the sector nonlinearity approach

as model (6) with the following matrices:

A1 ¼
a � 1

2 c


 �
; A2 ¼

aþ 4b � 1

2 cþ 4d


 �

B1 ¼
1

�4


 �
; B2 ¼

1

0


 �

Gx1 ¼ Gx2 ¼
b 0

1 d


 �
; E ¼

1 0

0 1


 �
:

l2 ¼ x2
2=4; l1 ¼ 1 � l2

ð59Þ

For this system performance of a T–S system with non-

linear consequent part is compared with T–S system with

linear consequents in [17]. Moreover, it is shown that the

non-quadratic Lyapunov function can improve the decay

rate and the convergence region comparing to the quadratic

one. Now, feasibility area for the different methods intro-

duced in this paper is shown in Fig. 3. Figure 4 compares

the convergence region for Lemma 3 and Theorem 2

(a ¼ 0:5). For the second one, fuzziness of the Lyapunov

−15 −14 −13 −12 −11 −10 −9 −8 −7
12

12.5

13

13.5

a

b

Fig. 2 Feasible area based on Lemma 3 (stars) and Theorem 2 (circles) in Example 3

x1

x 2

−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

Fig. 3 Feasible area of Example 4 for parameters b and c based on

nonlinear T–S (Lemma 3) (dots) and nonlinear T–S with non-

quadratic Lyapunov function (Lemma 4) (dots and stars) and with the

fuzzy Lyapunov function (Theorem 2) (dots, stars and squares) and

with the multiple indexes (Remark 3.3) (dots, stars, squares and

circles)
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function is resulted in a shaded area for convergence

bound. It should be mentioned that conditions of Lemma 5

have also been applied to maximize the convergence

region. The dash line shows the state trajectories for some

initial conditions for Theorem 2.

5 Conclusion

In this paper, the nonlinear Takagi–Sugeno model is con-

sidered for which in each subsystem a linear part plus a

sector-bounded nonlinearity is used. This may seem similar

to traditional linear T–S plus disturbance, but the major

difference is that the nonlinear term is known and appears

in the controller too. This resulted in introducing a sort of

feedback linearization in the fuzzy systems. It is shown that

this feedback linearization can reduce conservativeness in

the sector bounds of the nonlinearities. Moreover, a novel

non-quadratic fuzzy Lyapunov function including the

nonlinear term is proposed, which can help for further

reduction in conservativeness.
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