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Abstract In this communication, a new two parametric

intuitionistic fuzzy entropy has been introduced and vali-

dated. Some of the properties of the proposed measure are

also discussed. In addition to this, a new multiple attribute

decision-making (MADM) method based on weighted

correlation coefficients and the proposed IF entropy is

introduced. The necessity of proposed MADM method has

been reasonably established. The method is effectively

explained with the help of two numerical examples, and the

performance is genuinely compared with some existing

MADM methods in the literature. Attribute weights play an

important role in the solution of MADM problem. In this

paper, two methods of obtaining attributes weights are

discussed.

Keywords Intuitionistic fuzzy entropy � MADM �
TOPSIS � Correlation coefficients

Mathematics Subject Classification 94A15 � 94A24 �
26D15

1 Introduction

Multi-criteria optimization is the process of determining

the best feasible solution satisfying the established criteria.

The real-world problems are often characterized by many

commensurate and conflicting attributes that to opt for the

solution satisfying all the attributes simultaneously is

almost impossible. Thus, the solution is a set of non-infe-

rior solutions or a compromise solution reflecting the

preferences given by decision-makers. Since each attribute

affecting the MADM problem has its own importance/

weight–age, in view of this, the attributes need to be

evaluated very carefully. Improper assignment of attributes

weights may lead to wrong choice of best alternative that

ultimately may appear in the form of monetary loss to the

company/firm involved. Many methods have been sug-

gested by many researchers worldwide to determine the

attributes weights. Realizing the importance of attributes

weights, Chen and Li [4] categorized them into two groups:

subjective weights and objective weights.

Subjective weights are assigned by decision-makers

according to their intuition. Delphi method [12], analytical

hierarchy process (AHP) [30], weighted least square

method [6], etc., are the examples of this category. But

practically, a decision-maker may not be well versed with

all the aspects of a problem or he/she may have limited

expertise about the problem domain or due to paucity of

time due to which he/she may not justify all the attributes

involved. In such cases, when it is not possible to have

reliable attributes weights, the use of objective attributes

weights becomes helpful. The objective attributes weights

are determined by solving mathematical models. Multi-

objective programming [7, 9], principle element analysis

[9] and entropy method belong to this category. Out of

these, the entropy method is one of the most trusted

methods to determine the attributes weights and has gained

much popularity with authors. In the present communica-

tion, we have proposed two methods of obtaining the

objective attributes weights: First approach involves the

determination of attributes weights when they are
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completely unknown or incompletely known, and second

approach involves the case when we have partial infor-

mation about attributes weights.

In our day-to-day life, we often face the uncertain situ-

ations involving vagueness or fuzziness, for example, high

speed, very intelligent. Before the introduction of fuzzy set

theory by Zadeh [38], probability was the only way to

measure the uncertainty. But to measure the uncertainty

using probability theory, the data should be given in the

form of crisp numbers. The uncertainty involved in vague

terms like very smart cannot be computed by using prob-

ability theory. Also, the importance of criteria and the

impact of alternatives on criteria provided by decision-

makers are difficult to precisely express by crisp data in

supplier selection problem. For such type of problems

involving vagueness, the fuzzy set theory proposed Zadeh

[38] has proved to be a powerful tool to quantify the

vagueness. The ability of fuzzy sets to deal with practical

problems has made them popular among authors. Various

generalizations were proposed by many authors, for

example, Type-2 fuzzy sets [39]. Among these extensions,

the intuitionistic fuzzy sets proposed by Atanassov [1]

gained much popularity with researchers. He [2] proved

with the help of an example that fuzzy sets alone are not

capable to handle practical situations completely. In the

existing structure of fuzzy sets, Atanassov [2] added one

more factor called intuitionistic index or hesitancy degree

to introduce a new structure called ‘Intuitionistic Fuzzy Set

(IFS).’ Now, it has been established in many studies that

IFSs proposed by Atanassov [2] are more capable to deal

with real-world problems than fuzzy sets. The introduction

of intuitionistic fuzzy entropy by Burillo and Bustince [3]

caused the attention of researchers worldwide. Several

authors introduced intuitionistic fuzzy entropies from their

points of view [11, 29, 34, 39]. Recently, Joshi and Kumar

[17, 20–22] proposed four new intuitionistic fuzzy entro-

pies and applied them for solving multiple attribute deci-

sion-making problems.

To solve MADM problems using IFSs, various methods

have been suggested by many researchers

[15, 16, 18, 19, 23–26, 28]. In these methods, the charac-

teristics of alternatives are represented by IFSs and attri-

butes weights are represented by intuitionistic fuzzy

numbers (IFNs), and we use score function or accuracy

function for IFSs to calculate the degree of closeness with

ideal solutions. These values may not give the sufficient

information about alternatives. To address this issue, we

suggest an MADM method which is based on the weighted

correlation coefficients using entropy weight under intu-

itionistic fuzzy environment. Instead of computing the

difference between an alternative and ideal solutions, we

suggest an evaluating criteria based on weighted correla-

tion coefficients and rank the alternatives according to

relative closeness coefficients to select the most desirable

alternative.

Technique for order preference by similarity to ideal

solutions (TOPSIS) is one of the widely used techniques to

deal with multiple attribute problems. In this technique, we

consider the solution which is nearest to the best solution

and away from the worst solution. To compute the distance

between ideal solutions and alternatives, we use different

distance measures. It has been observed that output of

TOPSIS method depends upon the distance measure used.

In this paper, we have proved with the help of an example

that the best alternatives obtained by using two different

distance measures may not coincide. Ye [37] proposed an

evaluation criteria of weighted correlation coefficient

between an alternative and the positive ideal solution to

determine the best possible alternative. But, Ye [37] con-

sidered the correlation between the different alternatives

and positive ideal solution only, and the correlation

between alternatives and negative ideal solution was not

considered, whereas the concept of TOPSIS utilizes the

distances of alternatives from positive as well as negative

ideal solutions to decide the best alternative. But, the main

problem with TOPSIS method based on distance measures

is the change of best alternative with change of distance

measure. The main motive of this paper is to present a

novel MADM method whose output is independent of

distance measures used. Based on the proposed intuition-

istic fuzzy entropy and the concept of TOPSIS, we intro-

duce a new MADM method by using ‘Weighted

Correlation Coefficients.’ The prime aims of introducing

this communication are: (1) to introduce a new information

measure based on IFSs and establish its existence, and (2)

to propose a new MADM method based on weighted cor-

relation coefficients.

To achieve the aim, the paper is managed as follows:

The contribution of earlier researchers in the field and

prime aim of introducing this manuscript are presented in

Sect. 1. The basic concepts and definitions required to

understand the manuscript are given in Sect. 2. A new

intuitionistic fuzzy information measure is introduced and

validated in Sect. 3. Some major properties of proposed

measure are studied in Sect. 4. A new TOPSIS method to

solve MADM problems is introduced in Sect. 5. The pro-

posed MADM method is explained with the help of two

illustrative Examples in Sect. 6. At last, the paper is con-

cluded with ‘Concluding Remarks’ in Sect. 7.
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2 Preliminaries

In this section, some needed basic concepts and definitions

of fuzzy sets and IFSs are presented.

Definition 2.1 (See [38]) A fuzzy set (FS) ~J in a finite

universe of discourse X ¼ fg1; g2; . . .; gmg is given by

~J ¼ hgi; l~JðgiÞijgi 2 X
� �

ð2:1Þ

where l~J : X ! ½0; 1� is the membership function of ~J. The
number l~JðgiÞ is called the membership degree of gi 2 X in

~J.

The concept of FSs was generalized to IFSs by Ata-

nassov [1] as:

Definition 2.2 (See [1]) An IFS J on a universe of dis-

course X ¼ fg1; g2; . . .; gmg is given as

J ¼ hgi; lJðgiÞ; mJðgiÞijgi 2 Xf g; ð2:2Þ

where

lJ : X ! ½0; 1� mJ : X ! ½0; 1� ð2:3Þ

with the condition 0� lJðgiÞ þ mJðgiÞ� 1; 8gi 2 X. The

numbers lJðgiÞ and mJðgiÞ; respectively, denote the mem-

bership and non-membership degrees of gi 2 X to the set J.

For each IFS J in X, the number pJðgiÞ ¼ 1� lJðgiÞ �
mJðgiÞ; gi 2 X represents hesitancy degree of gi 2 X. Also,

pJðgiÞ is called intuitionistic index.

Obviously, when pJðgiÞ ¼ 0, i.e., mJðgiÞ ¼ 1� lJðgiÞ
for all gi 2 X, IFS J becomes an ordinary FS. Therefore,

FSs are special cases of IF sets.

From here onwards, FSðXÞ and IFSðXÞ will, respec-

tively, denote the set of all FSs and IFSs on X.

Definition 2.3 (See [8]) For any J;K 2 IFSðXÞ given by

J ¼ hgi; lJðgiÞ; mJðgiÞijgi 2 Xf g;
K ¼ hgi; lKðgiÞ; mKðgiÞijgi 2 Xf g;

ð2:4Þ

the usual set relations and operations are defined as

follows:

(1) J � K if and only if lJðgiÞ� lKðgiÞ; mJðgiÞ� mKðgiÞ
for lKðgiÞ� mKðgiÞ OR lJðgiÞ� lKðgiÞ;
mJðgiÞ� mKðgiÞ for lKðgiÞ� mKðgiÞ for all gi 2 X;

(2) J ¼ K if and only if J � K and K � J;

(3) The complement of the set J denoted as Jc, is

Jc ¼ hgi; mJðgiÞ; lJðgiÞijgi 2 Xf g;
(4) J \ K ¼ fhlJðgiÞ ^ lKðgiÞ and mJðgiÞ _ mKðgiÞijgi

2 Xg;

(5) J [ K ¼ fhlJðgiÞ _ lKðgiÞ and mJðgiÞ ^ mKðgiÞijgi
2 Xg.

Hung and Yang [11] proposed the axiomatic definition

of IFS entropy from probabilistic viewpoint given by:

Definition 2.4 (See [11]) A real-valued function E :
IFSðXÞ ! ½0; 1� is called entropy on IFSðXÞ if it satisfies

the following postulates:

IF1 (Sharpness): EðJÞ ¼ 0 if and only if J is a crisp set,

i.e., lJðgiÞ ¼ 0, mJðgiÞ ¼ 1; or lGðgiÞ ¼ 1, mJðgiÞ ¼ 0

8gi 2 X;

IF2 (Maximality): E(J) attains maximum value if

lJðgiÞ ¼ mGðgiÞ ¼ pJðgiÞ ¼ 1
3
; 8gi 2 X;

IF3 (Symmetry): EðJÞ ¼ EðJcÞ where Jc denotes the

complement of J;

IF4 (Resolution): EðJÞ�EðKÞ if J is sharper than K,

that is, lJ � lK and mJ � mK for maxðlK ; mKÞ� 1
3
and

lJ � lK and mJ � mK for minðlK ; mKÞ� 1
3
.

Definition 2.5 (See [10]) For any J;K 2 IFSðXÞ, the

correlation coefficient is given by

PðJ;KÞ ¼ CðJ;KÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðTðJÞ:TðKÞ

p ð2:5Þ

where CðJ;KÞ ¼
Pm

i¼1ðlJðgiÞlKðgiÞ þ mJðgiÞmKðgiÞÞ is the
correlation of two IFSs J and K and TðJÞ ¼
Pm

i¼1ðlJðgiÞ
2 þ mJðgiÞ2Þ and TðKÞ ¼

Pm
i¼1ðlKðgiÞ

2 þ
mKðgiÞ2Þ are the informational intuitionistic energies,

respectively. lJðgiÞ and mJðgiÞ denote the membership and

non-membership degrees of J in X, and similarly lKðgiÞ
and mKðgiÞ represent the membership and non-membership

degrees of K in X, respectively.

The correlation coefficient of two IFSs J and K satisfies

the following properties:

(i). 0�PðJ;KÞ� 1.

(ii). PðJ;KÞ ¼ PðK; JÞ.
(iii). PðJ;KÞ ¼ 1 if J ¼ K.

With these concepts and ideas in mind, we now propose

a new two parametric IF entropy with ‘R’ and ‘S’ as

parameters in the next section.
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3 A New Parametric IF Information Measure

3.1 Background

We start with the probabilistic background. Let

Mn ¼ C ¼ ðc1; c2; . . .; cnÞ; ci � 0;
Pn

i¼1 ci ¼ 1
� �

; n� 2, be

a set of complete probability distributions. For some

C 2 Mn, Sharma and Mittal [32] studied the entropy given

by

HS
RðCÞ ¼

1

ðS� RÞ
Xm

i¼1

cRi � cSi
� �

" #

; ð3:1Þ

where either R[ 1; 0\S\1 or 0\R\1; S[ 1.

Limiting and Particular Cases:

1. If R ¼ 1 or S ¼ 1, then the measure (3.1) becomes

HRðCÞ ¼
1

1� R

Xn

i¼1

cRi � 1
� �

ð3:2Þ

which is an entropy studied by Tsallis [33] and Hav-

dra–Charavat [13]. The only difference between two

entropies is of normalizing factor. The Havrda and

Charavat [13] entropy is normalized whereas Tsallis

entropy [33] is not normalized.

2. If we take R ¼ 1 and S ! 1 or S ¼ 1 and R ! 1, then

(3.1) becomes

H1
1ðCÞ ¼ �

Xn

i¼1

ci logðciÞ ð3:3Þ

which is well-known Shannon entropy [31].

In the next subsection, we generalize the concept proposed

by Sharma and Mittal [32] from probabilistic settings to

intuitionistic fuzzy settings to introduce a new intuitionistic

fuzzy information measure.

3.2 Definition

For any J 2 IFSðXÞ, we define

HS
RðJÞ ¼

1

mðS� RÞ
Xm

i¼1

lJðgiÞ
R þ mJðgiÞR þ pJðgiÞR

� ��

� lJðgiÞS þ mJðgiÞS þ pJðgiÞS
� 	

�;

ð3:4Þ

where either R[ 1; 0\S\1 or 0\R\1; S[ 1 which

considers membership, non-membership and hesitancy

degrees of IFSs.

Particular Cases:

1. If R ¼ 1, then (3.4) becomes an intuitionistic fuzzy

entropy studied by Hung and Yang [11]

HHYðJÞ ¼
1

mðS� 1Þ
Xm

i¼1

1� lJðgiÞS þ mJðgiÞS þ pJðgiÞS
� 	h i

; S[ 0ð6¼ 1Þ;

�ðlJðgiÞ log lJðgiÞ þ mJðgiÞ log mJðgiÞ þ pJðgiÞ log pJðgiÞÞ; S ¼ 1:

8
><

>:

ð3:5Þ

2. If R ¼ 1 and pJðgiÞ ¼ 0, then (3.4) becomes

HS
1ðJÞ ¼

1

mðS� 1Þ
Xm

i¼1

1� lJðgiÞS þ mJðgiÞS
� 	h i

; S[ 0ð6¼ 1Þ;

� 1

m

Xm

i¼1

lJðgiÞ logðlJðgiÞ þ mJðgiÞ logðmJðgiÞÞ½ �; S ¼ 1:

8
>>>><

>>>>:

ð3:6Þ

In the next subsection, we justify the existence of proposed

measure (3.4).

3.3 Justification

Before establishing the validity of proposed measure, we

prove a property required in the proof of justification.

Property 3.1 Under the condition I3, we have

lJðgiÞ �
1

3











þ mJðgiÞ �
1

3











þ pJðgiÞ �
1

3













� lKðgiÞ �
1

3











þ mKðgiÞ �
1

3











þ pKðgiÞ �
1

3













ð3:7Þ

and lJðgiÞ �
1

3

� �2

þ mJðgiÞ �
1

3

� �2

þ pJðgiÞ �
1

3

� �2

� lKðgiÞ �
1

3

� �2

þ mKðgiÞ �
1

3

� �2

þ pKðgiÞ �
1

3

� �2

ð3:8Þ

Proof If lJðgiÞ� lKðgiÞ and mJðgiÞ� mKðgiÞ with

maxflKðgiÞ; mKðgiÞg� 1
3
, then lJðgiÞ� lKðgiÞ� 1

3
;

mJðgiÞ� mKðgiÞ� 1
3
and pJðgiÞ� pKðgiÞ� 1

3
which implies

that (3.7) and (3.8) hold. Similarly, if lJðgiÞ� lKðgiÞ and
mJðgiÞ� mKðgiÞ with maxflKðgiÞ; mKðgiÞg� 1

3
; then (3.7)

and (3.8) hold. h

Theorem 3.2 Measure (3.4) is a valid intuitionistic fuzzy

information measure.

Proof To establish (3.4) as a valid intuitionistic fuzzy

information measure, we prove that it satisfies the prop-

erties in Definition (2.4).
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IF1: If HS
RðJÞ ¼ 0 then

lJðgiÞR þ mJðgiÞR þ pJðgiÞR
� �

� lJðgiÞS þ mJðgiÞS þ pJðgiÞS
� 	

¼ 0:
ð3:9Þ

Since R; S[ 0ðR 6¼ 1 6¼ SÞ; this is possible only in

the following cases:

1. Either lJðgiÞ ¼ 1, i.e., mJðgiÞ ¼ pJðgiÞ ¼ 0 or

2. mJðgiÞ ¼ 1, i.e., lJðgiÞ ¼ pJðgiÞ ¼ 0 or

3. pJðgiÞ ¼ 1, i.e., lJðgiÞ ¼ mJðgiÞ ¼ 0.

In all the above cases, HS
RðJÞ ¼ 0 implies that J is

a crisp set. Conversely, if J is a crisp set then

either lJðgiÞ ¼ 1 and mJðgiÞ ¼ pJðgiÞ ¼ 0 or

mJðgiÞ ¼ 1 and lJðgiÞ ¼ pJðgiÞ ¼ 0 or pJðgiÞ ¼ 1

and lJðgiÞ ¼ mJðgiÞ ¼ 0. This implies that

lJðgiÞR þ mJðgiÞR þ pJðgiÞR
� �

� lJðgiÞS þ mJðgiÞS þ pJðgiÞS
� 	

¼ 0:
ð3:10Þ

Since R; S[ 0, R 6¼ S, HS
RðJÞ ¼ 0. Hence,

HS
RðJÞ ¼ 0 if and only if J is a crisp set.

IF2: Since lJðgiÞ þ mJðgiÞ þ pJðgiÞ ¼ 1, to obtain the

maximum value of intuitionistic fuzzy entropy

HS
RðJÞ, we write /ðlJ ; mJ ; pJÞ ¼ lJðgiÞ þ mJðgiÞ þ

pJðgiÞ � 1 and taking the Lagrange’s multiplier k,
we consider

UðlJ ; mJ ; pJÞ ¼ HS
RðlJ ; mJ ; pJÞ þ k/ðlJ ; mJ ; pJÞ:

ð3:11Þ

To find the maximum value of HS
RðJÞ, differen-

tiating (3.11) partially with respect to lJ ; mJ ; pJ
and k and equating them to zero, we get

lJðgiÞ ¼ mJðgiÞ ¼ pJðgiÞ ¼ 1
3
. It may be noted that

all the first-order partial derivatives vanish if and

only if lJðgiÞ ¼ mJðgiÞ ¼ pJðgiÞ ¼ 1
3
. Therefore,

the stationary point of HS
RðJÞ is

lJðgiÞ ¼ mJðgiÞ ¼ pJðgiÞ ¼ 1
3
. Next, to prove

HS
RðJÞ is a concave function of J 2 FðXÞ, we

calculate its Hessian at the stationary point. The

Hessian of HS
RðJÞ is given by

Ĥ ¼ 1

mðS� RÞ

p 0 0

0 p 0

0 0 p

0

B@

1

CA; ð3:12Þ

where p ¼ RðR� 1Þ3ð2�RÞ � SðS� 1Þ3ð2�SÞ. For

all R, S such that R[ 1; 0\S\1 or

0\R\1; S[ 1, Ĥ is a negative definite matrix

and hence HS
RðJÞ is a concave function having its

maximum value at the point

lJðgiÞ ¼ mJðgiÞ ¼ pJðgiÞ ¼ 1
3
.

IF3: Since HS
RðJÞ is a concave function of J 2 FðXÞ, if

maxflJðgiÞ; mJðgiÞg� 1
3
, then lJðgiÞ� lKðgiÞ and

mJðgiÞ� mKðgiÞ which implies pJðgiÞ� pKðgiÞ� 1
3
.

Therefore, by the Property (3.1), we conclude that

HS
RðJÞ satisfies the condition I3. Similarly, if

minflJðgiÞ; mJðgiÞg� 1
3
, then lJðgiÞ� lKðgiÞ and

mJðgiÞ� mKðgiÞ. Therefore, by using Property

(3.1), we conclude that HS
RðJÞ satisfies condition

I3.

IF4: It is clear that from the definition that

HS
RðJÞ ¼ HS

RðJcÞ.

Hence, HS
RðJÞ satisfies all the properties of intuitionistic

fuzzy entropy, and therefore, HS
RðJÞ is a valid information

measure. h

4 Properties of Proposed Measure

Now, we discuss some major properties of the proposed

information measure.

Theorem 4.1 Let J and K be two IFSs defined on X ¼
fg1; g2; . . .; gmg where J ¼ hgi; lJðgiÞ; mJðgiÞ=gi 2 Xif g
and K ¼ hgi; lKðgiÞ; mKðgiÞ=gi 2 Xif g, such that for all

gi 2 X either J � K or J � K; then,

HS
RðJ [ KÞ þ HS

RðJ \ KÞ ¼ HS
RðJÞ þ HS

RðKÞ: ð4:1Þ

Proof Let us bifurcate X into two parts X1 and X2, such

that

X1 ¼ fgi 2 X : J � Kg; X2 ¼ fgi 2 X : J � Kg: ð4:2Þ

That is, for all gi 2 X1,

lJðgiÞ� lKðgiÞ; mJðgiÞ� mKðgiÞ ð4:3Þ

and for all gi 2 X2,

lJðgiÞ� lKðgiÞ; mJðgiÞ� mKðgiÞ: ð4:4Þ

Using (3.4), we have

HS
RðJ [ KÞ ¼ 1

mðS� RÞ
Xm

i¼1

lJ[KðgiÞR þ mJ[KðgiÞR þ pJ[KðgiÞR
� ��

� lJ[KðgiÞS þ mJ[KðgiÞS þ pJ[KðgiÞS
� 	i

;

ð4:5Þ
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HS
RðJ [ KÞ ¼ 1

mðS� RÞ
X

X1

lKðgiÞR þ mKðgiÞR þ pKðgiÞR
� ��

(

� lKðgiÞS þ mKðgiÞS þ pKðgiÞS
� 	

�

þ
X

X2

lJðgiÞR þ mJðgiÞR þ pJðgiÞR
� ��

� lJðgiÞS þ mJðgiÞS þ pJðgiÞS
� 	i

)

:

ð4:6Þ

Similarly,

HS
RðJ \ KÞ ¼ 1

mðS� RÞ
X

X1

lJðgiÞ
R þ mJðgiÞR

��
(

þpJðgiÞRÞ� lJðgiÞ
S þ mJðgiÞS þ pJðgiÞS

� 	i

þ
X

X2

lKðgiÞR þ mKðgiÞR þ pKðgiÞR
� ��

� lKðgiÞS þ mKðgiÞS þ pKðgiÞS
� 	i

)

:

ð4:7Þ

From (4.6) and (4.7), we have

HS
RðJ [ KÞ þ HS

RðJ \ KÞ ¼ HS
RðJÞ þ HS

RðKÞ: ð4:8Þ

This proves the theorem. h

Corollary:

For any fuzzy set J 2 IFSðXÞ and its complement Jc,

HS
RðJÞ ¼ HS

RðJcÞ ¼ HS
RðJ [ JcÞ ¼ HS

RðJ \ JcÞ: ð4:9Þ

5 The New MADM Method Using Proposed IF
Entropy

Consider a MADM problem with m-non-inferior alterna-

tives given by Z ¼ ðU1;U2; . . .;UmÞ and a set of n-at-

tributes given by v ¼ ðv1; v2; . . .; vnÞ. Our target is to

choose the most desirable Uiði ¼ 1; 2; . . .;mÞ satisfying

vjðj ¼ 1; 2; . . .; nÞ. The degrees to which a particular

alternative satisfies a specific attribute as awarded by

decision-makers are denoted by using intuitionistic fuzzy

numbers (IFNs) given by ~xij ¼ ðlij; mijÞ, where lij and mij;
respectively, represent the membership and non-member-

ship degrees satisfying 0� lij � 1, 0� mij � 1 and

0� lij þ mij � 1. The lij and mij are computed by using

formula suggested by Liu and Wang [28] given by

lij ¼
nyeaði; jÞ

T
and mij ¼

nneði; jÞ
T

; ð5:1Þ

where nyeaði; jÞ denotes the number of DMs supporting the

alternative Ui ði ¼ 1; 2; . . .;mÞ for the attribute

vj ðj ¼ 1; 2; . . .; nÞ, nneði; jÞ represents the number of

decision-makers opposing Ui ði ¼ 1; 2; . . .;mÞ for the

attribute vjðj ¼ 1; 2; . . .; nÞ; and T denotes the total number

of DMs. The whole MADM problem can be compiled in

the form of IF decision matrix X ¼ ð~xijÞm	n given by

v1 v2 vn

X ¼ ð~xijÞm	n ¼

U1

U2

..

.

Um

ðl11; m11Þ ðl12; m12Þ . . . ðl1n; m1nÞ
ðl21; m21Þ ðl22; m22Þ . . . ðl2n; m2nÞ

..

. ..
. ..

.

ðlm1; mm1Þ ðlm2; mm2Þ . . . ðlmn; mmnÞ

0

BBBB@

1

CCCCA
:

ð5:2Þ

The attributes weights play an eminent role in the solution

of a MADM problem. Proper assignment of attributes

weights leads to the perfect choice of most desirable

alternative, whereas improper assignment of attributes

weights may lead to wrong selection of appropriate of

alternative. This implies that DMs should fully justify

while assigning the attributes weights. But due to complex

nature of the problem, lack of knowledge about problem

domain or due to time pressure, DMs express themselves in

the form intervals instead of precise numbers. To cover up

such cases, we have divided the process of determining the

attributes weights into two parts as follows:

5.1 If Attributes Weights are Completely Unknown

or Incompletely Known

When attributes weights are unknown to us, we use the

method proposed by Chen et al. [4] and Ye [37] to deter-

mine the attributes weights as follows:

uj ¼
1� Ej

n�
Pn

j¼1 Ej

; j ¼ 1; 2; . . .; n; ð5:3Þ

where Ej ¼ 1
m

Pm
i¼1 H

S
Rð~xijÞ and

HS
R ~xij
� �

¼ 1

mðS� RÞ
Xm

i¼1

	


lJðgiÞR þ mJðgiÞR þ pJðgiÞR
� �

� lJðgiÞ
S þ mJðgiÞS þ pJðgiÞS

� 	�
;

where either R[ 1; 0\S\1 or 0\R\1; S[ 1.

5.2 If the Information About Attributes Weights is

Partial

In general, there are more constraints for the attribute

weight vector u ¼ ðu1; u2; . . .; unÞ. As discussed earlier, it

may not be possible every time for DMs to deliver their

judgment in the form of precise numbers. In such cases, we

can have only partial information about attributes weights.
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Let the information available about attributes weights be

denoted by P . We use minimum entropy principle pro-

posed by Wang and Wang [35] to determine attributes

weights for such cases as follows:

Now, the overall entropy of the alternative Ui is given

by

EðUiÞ ¼
Xn

j¼1

HS
R ~xij
� �

¼
Xn

j¼1

1

m S� Rð Þ

(
Xm

i¼1

lJðgiÞR þ mJðgiÞR þ pJðgiÞR
� ��

� lJðgiÞS þ mJðgiÞS þ pJðgiÞS
� 	

�
)

:

ð5:4Þ

Since each alternative is a fair competition, the weight

coefficients corresponding to same attributes should also be

equal. Therefore, to obtain the optimal attributes weights,

we construct the following programming model:

minE ¼
Xm

i¼1

ujEðUiÞ ¼
Xm

i¼1

uj
Xn

j¼1

HS
R ~xij
� �

( )

¼ 1

m S� Rð Þ
Xm

i¼1

Xn

j¼1

uj

n
lJðgiÞR þ mJðgiÞR þ pJðgiÞR
� ��

� lJðgiÞS þ mJðgiÞS þ pJðgiÞS
� 	

�
o
;

s:t:
Xn

j¼1

uj ¼ 1; uj 2 H:

ð5:5Þ

On solving the above model (5.5), we get the optimal

solution as argminE ¼ ðu1; u2; . . .; unÞT .
In the next subsection, we introduce a new MADM

method based on weighted correlation coefficients and

proposed IF entropy.

5.3 The Proposed MADM Method

The procedure of proposed MADM model is briefed as

follows:

1. Determine the attributes weights by solving (5.3) and

(5.5).

2. Determine the positive ideal solution ðUþÞ and neg-

ative ideal solution ðU�Þ as follows:
Uþ ¼ /þ

1 ;w
þ
1

� �
; /þ

2 ;w
þ
2

� �
; . . .; /þ

n ;w
þ
n

� �� �
; ð5:6Þ

where ð/þ
j ;w

þ
j Þ ¼ ðsupðlJðgiÞÞ; infðmJðgiÞÞÞ ¼ ð1; 0Þ; j

¼ 1; 2; . . .; n and gi 2 X.

and U� ¼ /�
1 ;w

�
1

� �
; /�

2 ;w
�
2

� �
; . . .; /�

n ;w
�
n

� �� �
;

ð5:7Þ

where ð/�
j ;w

�
j Þ ¼ ðinfðlJðgiÞÞ; supðmJðgiÞÞÞ ¼ ð0; 1Þ;

j ¼ 1; 2; . . .; n and gi 2 X.

3. Using the correlation coefficients between intuitionis-

tic fuzzy sets suggested by Gerstenkorn and Manko

[10], the correlation coefficient between the alterna-

tives Ui’s ði ¼ 1; 2; . . .;mÞ and best solution Uþ with

entropy weights for criteria can be measured by

weighted correlation coefficients given by

CRi U
þ;Uið Þ ¼ C Uþ;Uið Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T Uþð ÞTðUiÞ

p

¼
Pn

j¼1 wjlUi
ðejÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

j¼1 wj lUi
ðejÞ2 þ mUi

ðejÞ2
� 	r :

ð5:8Þ

Similarly, the correlation coefficient between the

alternatives Ui’s ði ¼ 1; 2; . . .;mÞ and worst solution

U� with entropy weights for criteria can be measured

by weighted correlation coefficients given by

CRi U
�;Uið Þ ¼ C U�;Uið Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T U�ð ÞTðUiÞ

p

¼
Pn

j¼1 wjlUi
ðejÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

j¼1 wj lUi
ðejÞ2 þ mUi

ðejÞ2
� 	r :

ð5:9Þ

4. Compute the relative closeness coefficients as follows:

Si ¼
CRi U�;Uið Þ

CRi U�;Uið Þ þ CRi Uþ;Uið Þ : ð5:10Þ

5. Rank the alternatives according to the values of Si’s in

descending order. The alternative corresponding to the

largest value of Si will be the best alternative.

6 Illustrative Examples

Now, we illustrate the application of MADM method with

the help of examples as follows:

This example is adapted from Joshi and Kumar [14].

Case 1. If Attributes Weights are unknown.

Example 6.1 Consider an example of a construction

company who wants to prepare a list of potential suppliers

for supplying raw material required for construction works.

Out of a number of quotations invited, four quotations are

shortlisted say U1;U2;U3 and U4 which are to be ranked.

Company has fixed three criteria say ðv1Þ quality, ðv2Þ
proximity to site and ðv3Þ emergency stock, on the basis of
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which the suppliers are to be ranked. To ensure a fair

selection of suppliers, a team comprising experts/decision-

makers with different backgrounds, expertise, knowledge

has been constituted.

The membership degrees (satisfactory degrees) lij and
non-membership degrees (non-satisfactory degrees) mij for
the alternatives Ui’s ði ¼ 1; 2; . . .;mÞ satisfying the attri-

butes vj’s ðj ¼ 1; 2; . . .; nÞ; respectively, may be obtained

using statistical method proposed by Liu and Wang [28]

[taking no. of experts ¼ T ¼ 100 in (5.1)]. Suppose that

the responses of decision-makers in the form of ‘yes’ or

‘no’ be distributed as given in Table 1.

Using the formula (5.1), the IF decision matrix corre-

sponding to Table 1 is given in Table 2.

Now, we compute the IF information matrix corre-

sponding to IF decision matrix given in Table 2 using (3.4)

(taking R ¼ 10 and S ¼ :3). The resultant matrix is given in

Table 3.

The specific calculations are as under:

1. Using (5.3), the computed attribute weight vector is:

u ¼ ðu1; u2; u3ÞT ¼ ð:3342; :3338; :3320ÞT:

2. The Uþ and U� are given by:

Uþ ¼ /þ
1 ;w

þ
1

� �
; /þ

2 ;w
þ
2

� �
; /þ

3 ;w
þ
3

� �� �
¼ ðð1; 0Þ; ð1; 0Þ; ð1; 0ÞÞ;

U� ¼ /�
1 ;w

�
1

� �
; /�

2 ;w
�
2

� �
; /�

3 ;w
�
3

� �� �
¼ ðð0; 1Þ; ð0; 1Þ; ð0; 1ÞÞ:

3. Using (5.8), the computed values of coefficients of

correlation are

CR1 Uþ;U1ð Þ ¼ :6621; CR2 Uþ;U2ð Þ ¼ :9386;

CR3 Uþ;U3ð Þ ¼ :8560; CR4 Uþ;U4ð Þ ¼ :9254;

CR1 U�;U1ð Þ ¼ :6827; CR2 U�;U2ð Þ ¼ :6910;

CR3 U�;U3ð Þ ¼ :6883; CR4 U�;U4ð Þ ¼ :7001:

4. Computed values of relative closeness coefficients

using (5.10) are given by

S1 ¼ :5077; S2 ¼ :4240; S3 ¼ :4457; S4 ¼ :4307:

ð6:1Þ

Arranging the alternatives according to the values of Si’s in

descending order, we have U1 
 U3 
 U4 
 U2 with U1 is

the most desirable alternative.

Why The New MADM Method Was Needed?

In this part, we justify the need of proposed method. For

this, first we define the conventional MADM method. The

procedural steps are given below.

1. Step 1 and Step 2 of conventional TOPSIS method are

same as that of proposed method.

2. In Step 3, we calculate the distance of Uiði ¼
1; 2; . . .;mÞ from Uþ and U� by using some distance

measures. Let these distances be denoted by

DiðUþ;UiÞ and DiðU�;UiÞ.
3. In Step 4, we compute the relative closeness coeffi-

cients say Si as follows:

Si ¼
Di U�;Uið Þ

Di Uþ;Uið Þ þ Di U�;Uið Þ : ð6:2Þ

4. In Step 5, the alternatives are ranked according to the

values of Sis in descending order.

The only difference in proposed MADM method

(Sect. 5.3) and conventional TOPSIS method lies with Step

3. In conventional TOPSIS method, we use weighted dis-

tance measures to compute distance between ideal solu-

tions and alternatives, whereas in proposed MADM

method, we have used weighted correlation coefficients.

Now, we compute the Example 6.1 by using the different

distance measures and observe the difference in outputs.

1. First, we use weighted Hamming distance measure

between IFSs given by

Table 1 Responses of DMs

v1 v2 v3
hnyeaði1Þ; nneði1Þi hnyeaði2Þ; nneði2Þi hnyeaði3Þ; nneði3Þi

U1 h45; 35i h50; 30i h20; 55i
U2 h65; 25i h65; 25i h55; 15i
U3 h45; 35i h55; 35i h55; 20i
U4 h75; 15i h65; 20i h35; 15i

Table 2 IF Decision Matrix (Case 1)

Alternatives Evaluating attributes

v1 v2 v3

U1 (.45, .35) (.50, .30) (.20, .55)

U2 (.65, .25) (.65, .25) (.55, .15)

U3 (.45, .35) (.55, .35) (.55, .20)

U4 (.75, .15) (.65, .20) (.35, .15)

Table 3 IF Information Matrix (Case 1)

Alternatives Evaluating attributes

v1 v2 v3

U1 .2199 .2191 .2175

U2 .2089 .2089 .2161

U3 .2199 .2128 .2175

U4 .1988 .2112 .2172

Ej .2119 .2130 .2171
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HDðJ;KÞ ¼ 1

2

Xn

j¼1

wj lJðgiÞ � lKðgiÞj jð
�

þ mJðgiÞ � mKðgiÞj j þ pJðgiÞ � pKðgiÞj jÞ�;
ð6:3Þ

to compute the distance between Ui’s from Uþ and

U�. The distance measures so obtained are given by

D1 Uþ;U1ð Þ ¼ :6163; D2 Uþ;U2ð Þ ¼ :3832;

D3 Uþ;U3ð Þ ¼ :4834; D4 Uþ;U1ð Þ ¼ :4162;
ð6:4Þ

D1 U�;U1ð Þ ¼ :6003; D2 U�;U2ð Þ ¼ :7832;

D3 U�;U3ð Þ ¼ :6998; D4 U�;U1ð Þ ¼ :8333:

ð6:5Þ

The calculated values of relative closeness coefficients

Siði ¼ 1; 2; 3; 4Þ using (6.2) are given by

S1 ¼ :4934; S2 ¼ :6715; S3 ¼ :5914; S4 ¼ :6669:

ð6:6Þ

The preferential sequence based on (6.6) is given by

U2 
 U4 
 U3 
 U1 ð6:7Þ

with U2 as the most suitable option.

2. Now, we compute the above Example using distance

measure between IFSs proposed by Wang and Xin [36]

given by

WXðJ;KÞ ¼
Xn

j¼1

wj

lJðgiÞ � lKðgiÞj j þ mJðgiÞ � mKðgiÞj j
4

þmax lJðgiÞ � lKðgiÞj j; mJðgiÞ � mKðgiÞj jð Þ
2

0

BB@

1

CCA:

ð6:8Þ

The distance measures obtained by using (6.8) are

given by

D1 Uþ;U1ð Þ ¼ :5622; D2 Uþ;U2ð Þ ¼ :3416;

D3 Uþ;U3ð Þ ¼ :4376; D4 Uþ;U1ð Þ ¼ :3538;

ð6:9Þ

D1 U�;U1ð Þ ¼ :5461; D2 U�;U2ð Þ ¼ :7416;

D3 U�;U3ð Þ ¼ :6540; D4 U�;U1ð Þ ¼ :7709:

ð6:10Þ

The computed values of relative closeness coefficients

Siði ¼ 1; 2; 3; 4Þ using (6.2) are given by

S1 ¼ :4928; S2 ¼ :6846; S3 ¼ :5991; S4 ¼ :6854:

ð6:11Þ

Thus, the sequence of preferences is given by

U4 
 U2 
 U3 
 U1 ð6:12Þ

with U4 as the best alternative.

3. If we compute the above Example by using the

MADM method proposed by Ye [37], the sequence of

preferences so obtained is given by

U2 
 U4 
 U3 
 U1: ð6:13Þ

But in the method proposed by Ye [37], the correlation

of alternatives with positive ideal solution only is

considered.

A Graphical Analysis: Now, to have more clear under-

standing of the above-discussed results, we represent them

graphically as follows:

From the above discussion, it is clear that output of

conventional TOPSIS method varies with the distance

measure used. Therefore, it becomes natural to seek such

decision-making methods whose output does not depend on

distance measure used and remains consistent. The pro-

posed MADM method is a sequel in this direction. This

justifies the need of proposed MADM method (Fig. 1).

Case 2. If Attributes Weights are partially known

Example 6.2 This example is adapted from Joshi and

Kumar [14]. Consider an example of a finance company

who wants to invest the funds. Company has three alter-

natives say (1) share market ðU1Þ, (2) mutual funds ðU2Þ
and (3) real estate ðU3Þ. Three attributes have been fixed by
company to make optimum choice say ðv1Þ highest returns,
ðv2Þ emergency withdrawal and ðv3Þ security. To choose

the best option, company has constituted a committee of

experts.

The intuitionistic fuzzy decision matrix (calculated

same as in Case 1) provided by decision-makers is given in

Table 4.

The information matrix corresponding to intuitionistic

fuzzy decision matrix given by Table 4 is given in Table 5.

Let the set of available weight information be given by

the following set

Fig. 1 A comparative ranking of suppliers
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P ¼ f:25� v1 � :75; :35� v2 � :60; :30� v3 � :35g:

The computational Steps are as follows:

1. Using (5.5), we construct the following programming

model:

minE ¼ :2007v1 þ :2055v2 þ :1890v3; ð6:14Þ

s:t:

:25� v1 � :75
:35� v2 � :60
:30� v3 � :35
v1 þ v2 þ v3 ¼ 1:

8
>><

>>:
ð6:15Þ

Solving the above programming model with the help

of MATLAB software, the weight vector so obtained is

given by:

u ¼ ð:30; :35; :35ÞT: ð6:16Þ

2. The Uþ and U� are given by:

Uþ ¼ /þ
1 ;w

þ
1

� �
; /þ

2 ;w
þ
2

� �
; /þ

3 ;w
þ
3

� �� �

¼ ðð1; 0Þ; ð1; 0Þ; ð1; 0ÞÞ;
ð6:17Þ

U� ¼ /�
1 ;w

�
1

� �
; /�

2 ;w
�
2

� �
; /�

3 ;w
�
3

� �� �

¼ ðð0; 1Þ; ð0; 1Þ; ð0; 1ÞÞ:
ð6:18Þ

3. Using (5.8), the computed values of coefficients of

correlation are

D1 Uþ;U1ð Þ ¼ :9575; D2 Uþ;U2ð Þ ¼ :8705;

D3 Uþ;U3ð Þ ¼ :8698;

D1 U�;U1ð Þ ¼ :6724; D2 U�;U2ð Þ ¼ :6233;

D3 U�;U3ð Þ ¼ :5967:

4. The computed values of relative closeness coefficients

Si’s are

S1 ¼ :4125; S2 ¼ :4173; S3 ¼ :4069: ð6:19Þ

Ranking the alternatives in descending order as per the

values of Si’s, we get the following sequence of alterna-

tives U2 
 U1 
 U3 and U2 is the best alternative.

If we compute the above example by using method

proposed by Li [27] and Chen and Tsao [5], we get U1 as

the best alternative. This difference in output is due to the

difference of distance measures used for calculation.

7 Conclusions

IFSs play an important role in solving MADM problems.

By using IFSs in solving MADM problems, more accurate

values of attribute weights can be determined from the

incomplete and sometimes confusing information obtained

from the decision-makers. In this paper, we have success-

fully introduced a new parametric IF entropy. Apart from

this, a new MADM method based on proposed IF entropy

measure and weighted correlation coefficient is proposed.

Two numerical examples are used to explain the MADM

method effectively. The techniques offered in this paper

can efficiently help the decision-maker for assigning the

attributes weights. In future, we will extend the proposed

intuitionistic fuzzy entropy to interval valued IFSs and will

be reported somewhere else.
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