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Abstract Individual consistency and group consensus are

important topics in group decision-making process with

preference relations. This study introduces a programming

model to meet the individual consistency level and group

consensus threshold value simultaneously. First, the dis-

tance measure between two probabilistic hesitant fuzzy

preferences (PHFPRs) is proposed, and a consistency index

for PHFPR is defined based on the proposed distance

measure. Then, a mathematical programming model is

constructed to improve its consistency when the PHFPR

does not meet the consistency level. Second, considering

that some values in PHFPRs provided by the decision

makers may be missing in the decision-making process, a

mathematical programming model is constructed to derive

the missing values. Third, the proximity degree between

any two decision makers is proposed, and a consensus

index among the decision makers is defined based on the

proposed proximity degree. Then, a mathematical pro-

gramming model is constructed to obtain the expected

consistency level and consensus threshold value simulta-

neously. Finally, an example is provided to illustrate the

effectiveness of the proposed method. Comparative studies

with several existing methods are also provided.

Keywords Group decision making � Individual
consistency � Group consensus � Probabilistic hesitant

fuzzy preference relations � Mathematical programming

model

1 Introduction

Group decision making is a type of decision problem where

multiple decision makers analyze problems, evaluate

alternatives, and select the best solution from a collection

of alternatives [1–3]. Each decision maker expresses his/

her own knowledge, motivations, and ideas over each

alternative [4]. Many multi-attribute group decision-mak-

ing (MAGDM) methods have been presented over the last

decades [5–7]. Preference relation is one of the most useful

tools to describe the preference of the decision maker.

Consistency of preference relation plays a vital role

because it is related to rationality, and inconsistency in the

decision-making process often leads to misleading solu-

tions. However, obtaining complete consistent preference

relation in decision-making process is difficult. In such

case, decision makers strive for an acceptable consistent

preference relation. In addition, consensus is a fundamental

issue widely employed in group decision making. Decision

makers with different perceptions, motivations, and atti-

tudes reach a collective decision in which the individual

preference comparability is as high as possible. Thus,

consistency and consensus are important topics in group

decision-making process that have been studied within

various fuzzy environments, such as, intuitionistic fuzzy

environments [8], hesitant fuzzy linguistic environments

[9], and incomplete linguistic environments [10].

Three processes must be performed to solve MAGDM

problems based on consistency and consensus [11–13]. (1)
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Individual consistency checking and improving process

aims to guarantee the rationality of evaluation values of

decision makers to avoid misleading priority weights of

alternatives [12]. When a desired consistency level is not

yet achieved, developing some methods to improve indi-

vidual consistency is necessary to obtain acceptable con-

sistency. (2) Group consensus checking and improving

process is a preferable process to find out the non-con-

sensus decision makers, and then solve potential problems

in group decision-making process [14]. A set of experts

must reach a high degree of consensus among their opin-

ions for large-scale group decision-making. (3) The best

alternative selection process, which aims to select the best

alternative from a set of alternatives, such alternatives are

pairwise compared and represented with preference rela-

tions provided by decision makers. The first and second

processes are the most important because the process of

checking and improving individual consistency and group

consensus met most challenges for many scholars.

Torra [15] first introduced the concept of hesitant fuzzy

set (HFS), as a significant extension of fuzzy set, the pri-

mary advantage of it is the ability to specify membership

within a set by assigning several values to each candidate

membership [16]. Afterward, to incorporate distribution

information in HFS, the probabilistic hesitant fuzzy set

(PHFS) was proposed by Zhu [17] in 2014. It plays an

important role in group decision-making process as a sig-

nificant extension of HFS. PHFS describes not only the

hesitancy of decision makers when making decisions, but

also the hesitancy distribution information. Following Zhu

[17], PHFS receives increasing attention [18–23]. For

example, in Zhang et al. [20], an improved PHFS is pro-

posed to incorporate incomplete evaluation information.

Hao et al. [24] extended PHFS to probabilistic dual hesitant

fuzzy set, whereas Zhai et al. [25] introduced the proba-

bilistic interval intuitionistic hesitant fuzzy set. In addition,

some group decision-making methods within probabilistic

hesitant fuzzy environments are developed in [26–30].

The PHFS concept is proposed, and following studies on

fuzzy preference relations [31], intuitionistic fuzzy pref-

erence relations [32], and hesitant fuzzy preference rela-

tions [33], some scholars focus on developing MAGDM

methods based on probabilistic hesitant fuzzy preference

relations (PHFPRs), and group consensus within the con-

text of probabilistic hesitant fuzzy environments

[16, 17, 34–37]. For example, Zhou and Xu [34] developed

an iterative algorithm to improve group consistency with

uncertain PHFPRs based on additive consistency. Wu et al.

[35] introduced two local feedback strategies to improve

individual consistency and group consensus. Later, a con-

sensus model was constructed for a large-scale group

decision making with probabilistic hesitant fuzzy infor-

mation by Wu and Xu [36]. Moreover, Zhou and Xu [16]

discussed the probability calculation for PHFPRs and

developed an iterative optimization algorithm to improve

individual consistency. Zhu [17] introduced two iterative

algorithms to improve individual consistency and group

consensus based on multiplicative consistency. Zhu et al.

[37] developed the probabilistic hesitant multiplicative

preference relations, which used 1/9–9 scale instead of

0.1–0.9 scale to represent membership degrees.

Although the PHFPR concept is introduced, and some

decision-making methods based on PHFPR are studied,

some critical issues require resolution. (1) The individual

consistency and group consensus are important topics in a

group decision-making process with preference relations.

Thus, making decisions becomes comprehensive. Never-

theless, some group decision-making processes only con-

sider the individual consistency checking and improving,

paying less attention to group consensus [16, 34]. On the

other hand, some group decision-making processes only

consider group consensus checking and improving, paying

less attention to individual consistency [36]. (2) When

individual PHFPR does not meet the consistency level or

group does not reach consensus threshold value, several

algorithms have been developed to improve individual

consistency level and group consensus, such as automatic

iterative algorithms [17, 38], local feedback strategies

[35, 36], and optimization iterative algorithms [16, 34].

Nevertheless, repeating these algorithms several times may

be necessary to repair unacceptable consistent PHFPRs

until they reach acceptable consistency or group consensus,

which is time-consuming. (3) Some values in PHFPRs may

be missing in the decision-making process. Unfortunately,

only a few studies focus on deriving missing values in

decision-making process within probabilistic hesitant fuzzy

environments.

Therefore, the current study focuses on individual con-

sistency, as well as group consensus checking and

improving with PHFPRs. Moreover, a model is developed

to derive missing information in PHFPRs, and a MAGDM

method is proposed to meet the individual consistency

level and group consensus threshold value simultaneously.

The main motivations and contributions of this study are

summarized as follows:

1. To obtain comprehensive and reasonable decision

information in the decision-making process. In this

study, the proposed MAGDM method not only

considers the individual consistency, but also the

group consensus. Moreover, individual consistency

level and group consensus threshold value can be

obtained simultaneously.

2. Several models are constructed to reduce the number

of iterations in improving individual consistency and

group consensus. In addition, the proposed models
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have a unified mathematical structure. Thus, the

amount of computation can be reduced sharply with

the assistance of programming software.

3. Some values in PHFPRs may be missing in the

decision-making process. In this study, a programming

model is constructed to obtain the missing information.

The remainder of the paper is organized as follows.

Section 2 reviews some basic concepts related to PHFS,

PHFPR, and expected preference relation. In addition, a

new distance measure between two PHFPRs is introduced.

In Sect. 3, consistency index for PHFPR is introduced and

a mathematical programming model is constructed to

improve consistency level when individual PHFPR is

unacceptable. In Sect. 4, the concept of incomplete PHFPR

is defined, and a mathematical programming model is

constructed to obtain missing values. In Sect. 5, the group

consensus index among decision makers is defined, and a

programming model is provided to obtain the expected

consistency level and consensus threshold value simulta-

neously. The proposed algorithm is applied in selecting

best green energy engineering problems, and a comparative

study and discussion are demonstrated in Sect. 6. Finally,

conclusions are presented in Sect. 7.

2 Preliminaries

In this section, we briefly review the definitions of PHFS

and PHFPR. Furthermore, a new distance measure between

two PHFPRs is proposed.

2.1 Probabilistic Hesitant Fuzzy Set

Zhu [17] first introduced the PHFS concept as an extension

of HFS, which membership degrees are endowed with

corresponding probabilities.

Definition 1 [17] Let X be a reference set, then a PHFS P

on X can be defined as:

P ¼ x; hx pxð Þh ijx 2 Xf g; ð1Þ

where the function hx is a set of different values in [0, 1],

which is described by the probability distribution px; where

hx denotes the possible membership degree of element x in

X to P. For convenience, hx pxð Þ is named probabilistic

hesitant fuzzy element (PHFE) and denoted as h pð Þ. It is
indicated by:

h pð Þ ¼ ci pið Þji ¼ 1; 2; . . .;#hf g;

where pi satisfying
P#h

i¼1 pi ¼ 1, is the probability of the

possible value ci, and#h is the number of all ci pið Þ in h pð Þ.

Remark 1 Zhu [17] first introduced the PHFS concept

with complete evaluation information. Later, an improved

PHFS is proposed by Zhang et al. [20] to incorporate

incomplete evaluation information. The difference of the

definitions related to PHFS between Zhu [17] and Zhang

et al. [20] is that the probability condition in PHFS satis-

fying
P#h

i¼1 pi ¼ 1 in Zhu [17], whereas such condition

satisfying
P#h

i¼1 pi � 1 in Zhang et al. [20].

Xu and Zhou [39] proposed the score function and

deviation function for PHFE with complete information to

rank PHFEs, and these are as follows.

Definition 2 [39] Let h pð Þ ¼ ci pið Þji ¼ 1; 2; . . .;#hf g be

a PHFE. Its score function is defined as follows:

E h pð Þð Þ ¼
X#h

i¼1

cipi: ð2Þ

Definition 3 [39] Let h pð Þ ¼ ci pið Þji ¼ 1; 2; . . .;#hf g be

a PHFE. Its deviation function is defined as follows:

V h pð Þð Þ ¼
X#h

i¼1

ci � E h pð Þð Þð Þ2 pi: ð3Þ

Based on score function and deviation function, the

ranking law for two PHFEs is introduced as follows.

Definition 4 [39]. Let h1 p1ð Þ ¼ c1;i p1;i
� ��

�i ¼ 1; 2; . . .;
�

#h1g and h2 p2ð Þ ¼ c2;j p2;j
� ��

�j ¼ 1; 2; . . .;#h2
� �

be two

PHFEs. Their ranking law is defined as follows:

(1) If E h1 p1ð Þð Þ\E h2 p2ð Þð Þ, then h1 p1ð Þ\h2 p2ð Þ;
(2) If E h1 p1ð Þð Þ ¼ E h2 p2ð Þð Þ, then

(a) If V h1 p1ð Þð Þ\V h2 p2ð Þð Þ, then h1 p1ð Þ[ h2
p2ð Þ;

(b) If V h1 p1ð Þð Þ ¼ V h2 p2ð Þð Þ, then h1 p1ð Þ ¼
h2 p2ð Þ.

The expected valued and variance of PHFE proposed by

Wu et al. [35] are similar to the score function and devi-

ation function of PHFE proposed by Xu and Zhou [39].

Moreover, the comparison law for two PHFEs introduced

in [35] is exactly the same as Definition 4.

2.2 Probabilistic Hesitant Fuzzy Preference

Relations

Zhu [17] first developed PHFPRs, which were improved by

Wu et al. [35], as follows.

Definition 5 [35] Let X ¼ x1; x2; . . .; xnf g be a finite set

of alternatives. A PHFPR H on X is represented by a matrix

H ¼ hij pij
� �� �

n�n
, where hij pij

� �
¼ cij;l pij;l

� ��
�l ¼ 1; 2; . . .;

�

#hijg is a PHFE, indicating all possible degrees of xi

preferred to xj. Moreover, hij pij
� �

should satisfy the fol-

lowing conditions:
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cij;l þ cji;#hij�lþ1 ¼ 1; pij;l ¼ pji;#hij�lþ1

cii ¼ 0:5; pii ¼ 1

cij;l � cij;lþ1; i; j ¼ 1; 2; . . .; nð Þ;

8
<

:
ð4Þ

where cij;l is the lth possible value in hij, and pij;l is the

corresponding probability of cij;l. If the corresponding

probability of the possible value cij;l is 1, that is to say, only
one element in PHFE exists. Thus, the probability of the

possible value can be omitted, and the element can be

denoted as hij pij
� �

¼ cij;l
� �

.

Example 1 Suppose a decision maker provides a fuzzy

preference relation for four alternatives x1; x2; x3; x4f g as

follows:

H ¼

0:5f g 0:3 0:8ð Þ; 0:4 0:2ð Þf g 0:5 0:5ð Þ; 0:6 0:5ð Þf g 0:6f g
0:6 0:2ð Þ; 0:7 0:8ð Þf g 0:5f g 0:8f g 0:3f g
0:4 0:5ð Þ; 0:5 0:5ð Þf g 0:2f g 0:5f g 0:2 0:5ð Þ; 0:3 0:5ð Þf g
0:4f g 0:7f g 0:7 0:5ð Þ; 0:8 0:5ð Þf g 0:5f g

0

B
B
@

1

C
C
A:

According to Definition 5, H is a PHFPR.

Zhu [17] proposed expected preference relations to

understand the meaning of each element in a PHFPR as a

determined value, and these are as follows.

Definition 6 [17] Let H ¼ hij pij
� �� �

n�n
be a PHFPR,

where hij pij
� �

¼ cij;l pij;l
� ��

�l ¼ 1; 2; . . .;#hij
� �

. Expected

preference relations corresponding to H is denoted as

EH ¼ ehij
� �

n�n
, where ehij ¼

P#hij
l¼1 cij;lpij;l.

Expected preference relations EH ¼ ehij
� �

n�n
are fuzzy

preference relations, which are proven by Wu et al. [35].

In order to develop the fuzzy preference relations with

multiplicative transitivity, the values with logarithms can

be used to measure the distance of fuzzy preference

relations. Motivated by Crawford and Williams [40], and

Xia and Chen [41], the distance between two PHFPRs can

be defined as follows.

Definition 7 Let H1 ¼ h1ij p1ij

� �� �

n�n
and H2 ¼

h2ij p2ij

� �� �

n�n
be two PHFPRs, where EH1

¼ eh1ij

� �

n�n
and

EH2
¼ eh2ij

� �

n�n
be their corresponding expected prefer-

ence relations. The distance between two PHFPRs is

defined as follows:

d EH1
;EH2

ð Þ ¼ 1

n2

Xn

i¼1

Xn

j¼1

ln eh1ij � ln eh2ij

�
�
�

�
�
�: ð5Þ

Utilizing the above distance formula, the consistency

index of PHFPRs can be obtained, which is discussed in the

following section.

3 Consistency for Probabilistic Hesitant Fuzzy
Preference Relations

In this section, the concept of multiplicative consistent

expected preference relations of PHFPR is defined. Sub-

sequently, PHFPR consistency index is introduced to check

the PHFPR consistency level. Finally, a mathematical

programming model is constructed to improve the consis-

tency level when PHFPRs are unacceptably consistent.

3.1 Consistency Index of PHFPRs

Based on expected preference relations and multiplicative

transitivity, the concept of multiplicative consistent

expected preference relations of PHFPRs can be defined as

follows.

Definition 8 Let H ¼ hij pij
� �� �

n�n
be a PHFPR, and its

expected preference relations are EH ¼ ehij
� �

n�n
. If the

following multiplicative transitivity is satisfied:

ehijehjkehki ¼ ehjiehkjehik; for all i; j; k ¼ 1; 2; . . .; n;

ð6Þ

then EH is the multiplicative consistent expected prefer-

ence relation of PHFPRs.

Given that the expected preference relations are fuzzy

preference relations, we have ehij ¼ 1� ehji; that is to say,

components of the lower triangle of H can be determined

according to the components of the upper triangle of H.

Then, Eq. (6) is equivalent to:

ehijehjkehki ¼ ehjiehkjehik; for all i\j\k: ð7Þ

By taking logarithms on both sides of Eq. (7), an

equivalent expression of Definition 8 can be obtained as

follows.

Definition 9 Let H ¼ hij pij
� �� �

n�n
be a PHFPR, and its

expected preference relations be EH ¼ ehij
� �

n�n
. Then, EH

is multiplicative consistent if and only if:

ln ehij þ ln ehjk þ ln ehki ¼ ln ehji þ ln ehkj þ ln ehik;
for all i\j\k:

ð8Þ

Based on Definition 9, the consistency index of PHFPRs

is defined as follows.

Definition 10 For a PHFPR H ¼ hij pij
� �� �

n�n
, and its

expected preference relations be EH ¼ ehij
� �

n�n
; the con-

sistency index of H is defined as:
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CI Hð Þ¼1� 6

n n�1ð Þ n�2ð Þ
Xn�2

i¼1

Xn�1

j¼iþ1

Xn

k¼jþ1

lnehijþ lnehjkþ lnehki� lnehjiþ lnehkjþ lnehik
� ��

�
�
�:

ð9Þ

If a PHFPR is multiplicative consistent, its consistency

index CI Hð Þ ¼ 1. Conversely, if consistency index

CI Hð Þ ¼ 1, the PHFPR is multiplicative consistent. More-

over, the larger the value CI Hð Þ, the higher the multiplica-

tive consistency level of PHFPR.

Remark 2 Let CI0 be a predefined threshold value, it can

be determined with respect to practical situation and

decision makers’ preference, which is an issue to be further

studied. And related work has been investigated intensively

by Saaty [42], and Cutello and Montero [43].

3.2 A Method to Improve the Consistency Level

of PHFPRs

Consistency of preference relation is related to rationality,

and inconsistent decision making often leads to misleading

solutions. Therefore, developing some methods to improve

the consistency is necessary when a desired consistency

level is not yet achieved. However, only few scholars focus

on iterative-based method to improve the consistency of

PHFPRs at present. In addition, studies using the opti-

mization-based method are limited. Therefore, in this

subsection, a mathematical programming model is pro-

posed to obtain an acceptable consistent PHFPR when a

desired consistency level is not yet achieved.

Given PHFPR H ¼ hij pij
� �� �

n�n
, where hij pij

� �
¼ cij;l
�

pij;l
� �

jl ¼ 1; 2; . . .;#hijg. Utilizing Eq. (2), its expected

preference relation EH ¼ ehij
� �

n�n
can be obtained. Then,

the consistency of H can be obtained by using Eq. (9). If a

desired consistency level is not yet achieved, the consis-

tency level of H can be improved by constructing new

expected preference relations. To obtain new expected

preference relations CH ¼ chij
� �

n�n
, which are not only

acceptably consistent, but also preserve the preference

information implied in the given PHFPR H, an optimal

model can be constructed by minimizing the distance

between EH and CH under the acceptable consistency

constraint. The optimization model can be constructed in

the following, and denoted as Model 1.

Model 1ð Þ min
1

n2

Xn

i¼1

Xn

j¼1

ln ehij � ln chij
�
�

�
�

s:t:

1� 6

n n� 1ð Þ n� 2ð Þ
Xn�2

i¼1

Xn�1

j¼iþ1

Xn

k¼jþ1

ln chij þ ln chjk þ ln chki � ln chji þ ln chkj þ ln chik
� ��

�
�
��CI0

chij þ chji ¼ 1 i ¼ 1; 2; . . .; n� 1; i\jð Þ
chii ¼ 0:5 i ¼ 1; 2; . . .; nð Þ
0\chij\1 i ¼ 1; 2; . . .; n� 1; i\jð Þ

:

8
>>>>>><

>>>>>>:

In Model 1, the first constraint is the consistency index

which is proposed in Eq. (9); it ensures that CH satisfies the

acceptable consistency condition, and the rest of the con-

straints guarantee that CH is an expected preference rela-

tion. By using Model 1, an acceptable consistent expected

preference relation CH can be obtained, which is applied to

improve the consistency level of given individual PHFPRs.

The absolute in the object function is removed to sim-

plify the presentation of Model 1. Some marks are adopted

in the following. Denoted as sij ¼ � ln ehij and tij ¼
� ln chij. Given that 0\ehij; chij\1, we obtain sij; tij [ 0.

Let nij ¼ sij � tij, nþij ¼ nij
�
�
�
�þ nij

� �
=2 and n�ij ¼ nij

�
�
�
�

�

�nijÞ=2, then nij
�
�
�
� ¼ nþij þ n�ij . In this way, Model 1 can be

transformed to Model 2:

Model 2ð Þ min
1

n2

Xn

i¼1

Xn

j¼1

nþij þ n�ij

� �

s:t

6

n n� 1ð Þ n� 2ð Þ
Xn�2

i¼1

Xn�1

j¼iþ1

Xn

k¼jþ1

tij þ tjk þ tki � tji þ tkj þ tik
� ��

�
�
�� 1� CI0

sij � tij þ n�ij � nþij ¼ 0 i ¼ 1; 2; . . .; n� 1; i\jð Þ
e�tij þ e�tji ¼ 1 i ¼ 1; 2; . . .; n� 1; i\jð Þ
e�tii ¼ 0:5 i ¼ 1; 2; . . .; nð Þ
tij; n

�
ij ; n

þ
ij [ 0 i ¼ 1; 2; . . .; n� 1; i\jð Þ

8
>>>>>>>>><

>>>>>>>>>:

:

Similarly, we denote dijk ¼ tij þ tjk þ tki � tji þ tkjþ
�

tikÞ, dþijk ¼ dijk
�
�

�
�þ dijk

� �
=2, and d�ijk ¼ dijk

�
�

�
�� dijk

� �
=2 to

remove the absolute in the first constraint. Then, dijk
�
�

�
� ¼

dþijk þ d�ijk. In this way, Model 2 can be transformed to

Model 3:

Model 3ð Þ min
1

n2

Xn

i¼1

Xn

j¼1

nþij þ n�ij

� �

s:t:

Pn�2

i¼1

Pn�1

j¼iþ1

Pn

k¼jþ1

dþijk þ d�ijk

� �
� 1

6
n n� 1ð Þ n� 2ð Þ 1� CI0ð Þ

tij þ tjk þ tki � tji þ tkj þ tik
� �

þ d�ijk � dþijk ¼ 0 i ¼ 1; 2; . . .; n� 2; i\j\kð Þ
sij � tij þ n�ij � nþij ¼ 0 i ¼ 1; 2; . . .; n� 1; i\jð Þ
e�tij þ e�tji ¼ 1 i ¼ 1; 2; . . .; n� 1; i\jð Þ
e�tii ¼ 0:5 i ¼ 1; 2; . . .; nð Þ
tij; n

�
ij ; n

þ
ij [ 0 i ¼ 1; 2; . . .; n� 1; i\jð Þ

dþijk; d
�
ijk [ 0 i ¼ 1; 2; . . .; n� 2; i\j\kð Þ

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

:

Suppose that the optimal solution of Model 3 is t�ij,
i\jð Þ. From t�ij ¼ � ln chij, we obtain the upper triangular

components of matrix CH as chij ¼ e�t�ij , i\jð Þ. According
to the complementary, lower triangular components of

matrix CH can be obtained. Thus, an acceptable consistent

expected preference relation CH ¼ chij
� �

n�n
is generated

as,

ehij ¼
e�t�ij ; i\jð Þ
0:5; i ¼ jð Þ
1� e�t�ij ; i[ jð Þ

8
<

:
: ð10Þ

Therefore, we obtain the acceptable consistent PHFPR

Hc by adjusting expected values of PHFE in PHFPR H.
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4 A Method to Determine Missing Information
in Incomplete PHFPRs

Decision makers may have a difficult for providing com-

plete preference relations over alternatives in the MAGDM

process because of their lack of knowledge and the limited

expertise. Therefore, developing some methods to manage

incomplete information for PHFPRs is necessary. In this

section, we first discuss the missing information for

PHFPRs, and then the concept of incomplete PHFPRs is

defined. Finally, a mathematical programming model is

proposed to obtain the missing values by using complete

expected preference relations.

Zhang et al. [20] proposed an improved PHFS indicated

that a situation where not all decision makers provide

complete evaluation information can possibly occur. That

is to say, some information in the decision-making process

is missing. In this case, the condition changes to
P#h

i¼1 pi � 1. If
P#h

i¼1 pi ¼ 0, information is complete

missing. To estimate the missing probability 1�
P#h

i¼1 pi in

a PHFE, Zhang et al. [20] asserted that the probability can

be proportionally allocated to every membership degree,

that is, the probability piP#h

i¼1
pi
� pi is allocated to the

membership degree ci, i ¼ 1; 2; . . .;#hð Þ, and then the

condition
P#h

i¼1
piP#h

i¼1
pi
¼ 1 can be obtained. The method

presented in [20] is elaborated in the following example to

understand this condition.

Example 2 Suppose a PHFPR H is given as follows:

H ¼
0:5f g 0:3 0:2ð Þ; 0:4 0:3ð Þf g 0:5 0:5ð Þ; 0:6 0:5ð Þf g
0:6 0:3ð Þ; 0:7 0:2ð Þf g 0:5f g 0:6f g
0:4 0:5ð Þ; 0:5 0:5ð Þf g 0:4f g 0:5f g

0

@

1

A:

For PHFE 0:3 0:2ð Þ; 0:4 0:3ð Þf g in H, the sum of all

probabilities is not equal to 1, which means that some

information provided by decision makers are missing, and

the missing probability is 0.5. In the method proposed by

Zhang et al. [20], the probability 0.2 is allocated to mem-

bership degree 0.3, whereas 0.3 is allocated to 0.4. In this

case, the probability of the membership degree 0.3

becomes 0.4, whereas 0.4 becomes 0.6. Then, the complete

PHFPR Hc is obtained as follows:

Hc
1 ¼

0:5f g 0:3 0:4ð Þ; 0:4 0:6ð Þf g 0:5 0:5ð Þ; 0:6 0:5ð Þf g
0:6 0:4ð Þ; 0:7 0:6ð Þf g 0:5f g 0:6f g
0:4 0:5ð Þ; 0:5 0:5ð Þf g 0:4f g 0:5f g

0

@

1

A:

Evidently, the method presented in [20] is straightfor-

ward, and is an effective way to obtain the missing eval-

uation information. However, this method may result in

loss of a certain amount of information. In the given

example, decision makers may provide other membership

degrees to PHFE 0:3 0:2ð Þ; 0:4 0:3ð Þf g. Therefore, they

cannot provide complete information because they do not

have enough capacity or other reasons. For example, some

decision makers may provide PHFE 0:3 0:2ð Þ; 0:4 0:3ð Þ;f
0:5 0:5ð Þg to represent their evaluation. Evidently, the

above evaluation values are different from the method

proposed by Zhang et al. [20], and it seems reasonable for

decision makers to express their preferences. Therefore,

further research must be conducted to obtain the missing

evaluation information.

Based on the above analysis, incomplete PHFPRs can be

defined as follows.

Definition 11 Let H ¼ hij pij
� �� �

n�n
, where hij pij

� �
¼

cij;l pij;l
� ��

�l ¼ 1; 2; . . .;#hij
� �

be a PHFPR, then H is called

an incomplete PHFPR when the condition
P#hij

l¼1 pij;l\1

exists.

Remark 3 In an incomplete PHFPR, the number of incom-

plete membership degrees may be more than one in a PHFE,

and complicated ways to solve this problem exist. In this study,

we only discuss the case where only one incomplete member-

ship degree in a PHFE exists. In this case, the probability of the

missing membership degree is 1�
P#hij

l¼1 pij;l. If
P#hij

l¼1 pij;l ¼
0, only one element in a PHFE exists, and its probability is 1.

When some elements in H ¼ hij pij
� �� �

n�n
cannot be

completely given by decision makers, corresponding expected

preference relation EH ¼ ehij
� �

n�n
is obtained, which is an

incomplete preference relation. Let H be as before, U ¼
There is an unknown value in hij pij

� �
;

�
where i; j ¼ 1; 2;

. . .; n with i\jg. Thekey taskof calculating themissingvalues

of EH is to find a complete expected preference relation CH ¼
chij
� �

n�n
with ehij ¼ chij for ehij 62 U. When elements for all

unknown elements in EH exist, the incomplete expected pref-

erence relation EH becomes multiplicatively consistent. By

maximizing the consistent level of CH , an optimization model

to calculate missing values of incomplete expected preference

relations is present in Model 4.

Model 4ð Þ maxCI CHð Þ

¼ 1� 6

n n� 1ð Þ n� 2ð Þ

�
Xn�2

i¼1

Xn�1

j¼iþ1

Xn

k¼jþ1

ln chij þ ln chjk þ ln chki � ln chji þ ln chkj þ ln chik
� ��

�
�
�

s:t:

CI CHð Þ�CI0

chij þ chji ¼ 1 i ¼ 1; 2; . . .; n� 1; i\jð Þ
chii ¼ 0:5 i ¼ 1; 2; . . .; nð Þ
0\chij\1 i ¼ 1; 2; . . .; n� 1; i\jð Þ
chij ¼ ehij ehij 62 U

� �

:

8
>>>>>><

>>>>>>:

In Model 4, the first constraint ensures that CH satisfies

the acceptable consistency condition, the second to forth
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constraints guarantee that CH is an expected preference

relation, and the last constraint ensures that chij is a con-

stant when there is not unknown value in hij pij
� �

. The

following marks are adopted to remove logarithms in the

object function: sij ¼ � ln ehij, tij ¼ � ln chij. Given that

0\ehij; chij\1, we obtain sij; tij [ 0. In this way, Model

4 can be transformed to Model 5.

Model 5ð Þ maxCI CHð Þ ¼ 1� 6

n n� 1ð Þ n� 2ð Þ

�
Xn�2

i¼1

Xn�1

j¼iþ1

Xn

k¼jþ1

tij þ tjk þ tki � tji þ tkj þ tik
� ��

�
�
�

s:t:

CI CHð Þ�CI0

e�tij þ e�tji ¼ 1 i ¼ 1; 2; . . .; n� 1; i\jð Þ
e�tii ¼ 0:5 i ¼ 1; 2; . . .; nð Þ
e�tij ¼ e�sij e�sij 62 Uð Þ
tij [ 0 i ¼ 1; 2; . . .; n� 1; i\jð Þ

8
>>>>>><

>>>>>>:

:

We denote dijk ¼ tij þ tjk þ tki � tji þ tkj þ tik
� �

,

dþijk ¼ dijk
�
�

�
�þ dijk

� �
=2, and d�ijk ¼ dijk

�
�

�
�� dijk

� �
=2 to

remove the absolute in the object function. Then,

dijk
�
�

�
� ¼ dþijk þ d�ijk. In addition, the maximum of the object

function is equivalent to its contrary minimum. Then,

Model 5 can be transformed to Model 6,

Model 6ð Þ min
6

n n� 1ð Þ n� 2ð Þ
Xn�2

i¼1

Xn�1

j¼iþ1

Xn

k¼jþ1

dþijk þ d�ijk

� �

s:t:

Pn�2

i¼1

Pn�1

j¼iþ1

Pn

k¼jþ1

dþijk þ d�ijk

� �
� 1

6
n n� 1ð Þ n� 2ð Þ 1� CI0ð Þ

tij þ tjk þ tki � tji þ tkj þ tik
� �

þ d�ijk � dþijk ¼ 0 i ¼ 1; 2; . . .; n� 2; i\j\kð Þ
e�tij þ e�tji ¼ 1 i ¼ 1; 2; . . .; n� 1; i\jð Þ
e�tii ¼ 0:5 i ¼ 1; 2; . . .; nð Þ
e�tij ¼ e�sij e�sij 62 Uð Þ
tij [ 0 i ¼ 1; 2; . . .; n� 1; i\jð Þ
dþijk; d

�
ijk [ 0 i ¼ 1; 2; . . .; n� 2; i\j\kð Þ

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

:

Missing values in EH can be derived by solving Model 6

for each known element ehij, i ¼ 1; 2; . . .; n� 1; i\jð Þ.

Remark 4 The difference between the method proposed

by Zhang et al. [20] and the proposed method is that the

missing probability is allocated to an unknown evaluation

value in the proposed method, which can be obtained by

solving Model 6. By contrast, the missing probability in the

method by Zhang et al. [20] is proportionally allocated to

original evaluation values, without considering the con-

sistency of PHFPRs. Therefore, the proposed method

seems more reasonable and objective than that of Zhang

et al. [20].

Example 3 Let H be as given in Example 2:

H ¼
0:5f g 0:3 0:2ð Þ; 0:4 0:3ð Þf g 0:5 0:5ð Þ; 0:6 0:5ð Þf g
0:6 0:3ð Þ; 0:7 0:2ð Þf g 0:5f g 0:6f g
0:4 0:5ð Þ; 0:5 0:5ð Þf g 0:4f g 0:5f g

0

@

1

A:

For the element t12 ¼ 0:3 0:2ð Þ; 0:4 0:3ð Þf g, the condition
is

P#h
i¼1 pi ¼ 0:2þ 0:3 ¼ 0:5\1, which suggests an

incomplete PHFPR, and the missing probability value is

1�
P#h

i¼1 pi ¼ 1� 0:5 ¼ 0:5. Let x represent the missing

evaluation value, then t12 can be represented as follows:

t12 ¼ 0:3 0:2ð Þ; 0:4 0:3ð Þ; x 0:5ð Þf g. In Model 6, we obtain

t12 ¼ 1:14295, that is, � ln 0:18þ 0:5xð Þ ¼ 1:14295. Then,

x ¼ 0:2778 � 0:3. The complete PHFPR of H can be

obtained as follows:

Hc
2 ¼

0:5f g 0:3 0:7ð Þ; 0:4 0:3ð Þf g 0:5 0:5ð Þ; 0:6 0:5ð Þf g
0:6 0:3ð Þ; 0:7 0:7ð Þf g 0:5f g 0:6f g
0:4 0:5ð Þ; 0:5 0:5ð Þf g 0:4f g 0:5f g

0

@

1

A:

5 A Method for MAGDM with PHFPRs

In this section, the consensus measure index among deci-

sion makers is introduced. Then, a programming model is

constructed to improve the individual consistency and

group consensus when the PHFPR is unacceptably con-

sistent or the group consensus does not reach the threshold

value.

Let A ¼ A1;A2; . . .;Anf g be a set of alternatives, E ¼
D1;D2; . . .;Dm
� �

be a set of decision makers. Suppose x ¼
x1;x2; . . .;xmð Þ is the weight vector of decision makers,

such that 0�xp � 1,
Pm

p¼1 xp ¼ 1, and the weights of the

decisionmakers are completely known. Each decisionmaker

Dp provides his/her individual PHFPR on a basis of several

chosen attributes, denotes Dp ¼ hij pij
� �p� �

n�n
, where

hij pij
� �p¼ cpij;l p

p
ij;l

� ��
�
�l ¼ 1; 2; . . .;#hij

n o
, p ¼ 1; 2; . . .;ð

m; i; j ¼ 1; 2; . . .; nÞ. According to Eq. (2), the correspond-

ing expected preference relations Ep ¼ eh
p
ij

� �

n�n
can be

obtained. If some information in the PHFPR is missing,

utilizing Model 6 can determine such information.

5.1 Consensus Measure Index with PHFPRs

In this subsection, a consensus measure index among

decision makers is introduced. First, the similarity degree

SD Ep;Eqð Þ between any two decision makers Ep and Eq is

obtained based on the distance presented in Eq. (5). Then,

based on SD Ep;Eqð Þ, we can obtain the proximity degree

PD Epð Þ related to Ep and other decision makers. Finally,

the consensus measure index Con Eð Þ among decision

makers E1;E2; . . .;Em can be obtained based on proximity

degree PD Epð Þ.
The smaller the distance between Ep and Eq, the higher

their similarity degree. Based on this consideration, we can

use 1� d Ep;Eqð Þ to calculate the similarity degree of Ep

and Eq. By substituting Eq. (5) in the above formula, the

similarity degree SD Ep;Eqð Þ can be obtained as follows:
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SD Ep;Eqð Þ ¼ 1� 1

n2

Xn

i¼1

Xn

j¼1

ln eh
p
ij � ln eh

q
ij

�
�
�

�
�
�: ð11Þ

Similarly, the similarity degree between Ep and other

decision makers E1; . . .;Ep�1;Epþ1; . . .;Em can be

obtained. Let
Pm

q¼1;q 6¼p SD Ep;Eqð Þ denote the sum of the

similarity degree related to Ep and other decision makers,

the proximity degree PD Epð Þ between Ep and other deci-

sion makers can be calculated as follows: PD Epð Þ ¼
1

m�1

Pm
q¼1;q 6¼p SD Ep;Eqð Þ. Substituting Eq. (11) in the

above formula, the proximity degree related to Ep and other

decision makers can be obtained as follows:

PD Epð Þ ¼ 1

m� 1

Xm

q¼1;q 6¼p

1� 1

n2

Xn

i¼1

Xn

j¼1

ln eh
p
ij � ln eh

q
ij

�
�
�

�
�
�

 !

:

ð12Þ

Let
Pm

p¼1 PD Epð Þ denote the sum of all decision makers

to the proximity degree of other decision makers. The

consensus Con Eð Þ among all decision makers

E1;E2; . . .;Em can be obtained as follows: Con Eð Þ ¼ 1
mPm

p¼1 PD Epð Þ. Substituting Eq. (12) in the above formula,

consensus index among decision makers can be obtained as

follows:

Con Eð Þ ¼ 1

m m� 1ð Þ
Xm

p¼1

Xm

q¼1;q 6¼p

1� 1

n2

Xn

i¼1

Xn

j¼1

ln eh
p
ij � ln eh

q
ij

�
�
�

�
�
�

 !

:

ð13Þ

Given that SD Ep;Eqð Þ ¼ SD Eq;Epð Þ, Eq. (13) is sim-

plified as:

Con Eð Þ ¼ 2

m m� 1ð Þ
Xm�1

p¼1

Xm

q¼pþ1

1� 1

n2

Xn

i¼1

Xn

j¼1

ln eh
p
ij � ln eh

q
ij

�
�
�

�
�
�

 !

:

ð14Þ

Let GCI0 be a predefined consensus threshold value, if

Con Eð Þ�GCI0, the group is an acceptable consensus. Other-

wise, the group is an unacceptable consensus. In the following

section, a programming model is constructed to improve the

consensus when the group is an unacceptable consensus.

5.2 Improving the Individual Consistency

and Group Consensus

Evaluation values provided based on the preferences of

decision makers may vary because of their different

experiences and knowledge background. Therefore,

obtaining decision results, which can be accepted by most

decision makers, is another principal issue in MAGDM

problems. Therefore, the consensus reaching models are

designed. Considering consistency and consensus as

important topics in group decision-making process, in this

subsection, we develop a mathematical programming

model to improve the individual consistency and group

consensus simultaneously.

Let Ep ¼ eh
p
ij

� �

n�n
, where eh

p
ij ¼

P#hij
l¼1 cpij;lp

p
ij;l; p ¼ 1;ð

2; . . .;mÞ denoted as expected preference relations obtained

from m decision makers. If at least one of the individual

PHFPR is unacceptably consistent or the group is an

unacceptable consensus, then a mathematical programming

model is constructed to derive a family of expected pref-

erence relations Cp ¼ ch
p
ij

� �

n�n
, which meet the consis-

tency level and reach the consensus threshold value

simultaneously, the model is denoted as Model 7.

Model 7ð Þ min
1

mn2

Xm

p¼1

Xn

i¼1

Xn

j¼1

ln eh
p
ij � ln ch

p
ij

�
�
�

�
�
�

s:t:

1� 6

n n� 1ð Þ n� 2ð Þ
Xn�2

i¼1

Xn�1

j¼iþ1

Xn

k¼jþ1

ln ch
p
ij þ ln ch

p
jk þ ln ch

p
ki � ln ch

p
ji þ ln ch

p
kj þ ln ch

p
ik

� ��
�
�

�
�
��CI0

p ¼ 1; 2; . . .;mð Þ
2

m m� 1ð Þ
Xm�1

p¼1

Xm

q¼pþ1

1� 1

n2

Xn

i¼1

Xn

j¼1

ln ch
p
ij � ln ch

q
ij

�
�
�

�
�
�

 !

�GCI0

ch
p
ij þ ch

p
ji ¼ 1 i ¼ 1; 2; . . .; n� 1; i\j; p ¼ 1; 2; . . .;mð Þ

ch
p
ii ¼ 0:5 i ¼ 1; 2; . . .; n; p ¼ 1; 2; . . .;mð Þ

0\ch
p
ij\1 i ¼ 1; 2; . . .; n� 1; i\j; p ¼ 1; 2; . . .;mð Þ

8
>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>:

:

In Model 7, the first constraint ensures the obtained

expected preference relation is an acceptable PHFPR, the

second constraint ensures that the obtained expected prefer-

ence relation is the group acceptable consensus, and the rest

of the constraints guarantee that Cp are expected preference

relations. Let s
p
ij ¼ � ln eh

p
ij; t

p
ij ¼ � ln ch

p
ij, npij ¼ s

p
ij � t

p
ij,

npþij ¼ npij

�
�
�
�
�
�þ npij

� �
=2 and np�ij ¼ npij

�
�
�
�
�
�� npij

� �
=2, then npij

�
�
�
�
�
�

¼ npþij þ np�ij . In this way, Model 7 is equivalent to Model 8.

Model 8ð Þ min
1

mn2

Xm

p¼1

Xn

i¼1

Xn

j¼1

npþij þ np�ij
� �

s:t:

1� 6

n n� 1ð Þ n� 2ð Þ
Xn�2

i¼1

Xn�1

j¼iþ1

Xn

k¼jþ1

t
p
ij þ t

p
jk þ t

p
ki � t

p
ji þ t

p
kj þ t

p
ik

� ��
�
�

�
�
��CI0

p ¼ 1; 2; . . .;mð Þ
2

m m� 1ð Þ
Xm�1

p¼1

Xm

q¼pþ1

1� 1

n2

Xn

i¼1

Xn

j¼1

t
p
ij � t

q
ij

�
�
�

�
�
�

 !

�GCI0

s
p
ij � t

p
ij þ np�ij � npþij ¼ 0 i ¼ 1; 2; . . .; n� 1; i\j; p ¼ 1; 2; . . .;mð Þ

e�t
p
ij þ e�t

p
ji ¼ 1 i ¼ 1; 2; . . .; n� 1; i\j; p ¼ 1; 2; . . .;mð Þ

e�t
p
ii ¼ 0:5 i ¼ 1; 2; . . .; n; p ¼ 1; 2; . . .;mð Þ

0\e�t
p

ij\1 i ¼ 1; 2; . . .; n� 1; i\j; p ¼ 1; 2; . . .;mð Þ
t
p
ij; n

p�
ij ; npþij [ 0 i ¼ 1; 2; . . .; n� 1; i\j; p ¼ 1; 2; . . .;mð Þ

8
>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>:

:

Furthermore, let dpijk ¼ t
p
ij þ t

p
jk þ t

p
ki � t

p
ji þ t

p
kj þ t

p
ik

� �
,

dpþijk ¼ dpijk

�
�
�

�
�
�þ dpijk

� �
=2 and dp�ijk ¼ dpijk

�
�
�

�
�
�� dpijk

� �
=2. Then,

dpijk

�
�
�

�
�
� ¼ dpþijk þ dp�ijk , and let rpqij ¼ t

p
ij � t

q
ij. r

pqþ
ij ¼ rpqij

�
�
�

�
�
�þ

�

rpqij Þ=2 and rpq�ij ¼ rpqij

�
�
�

�
�
�� rpqij

� �
=2, then rpqij

�
�
�

�
�
� ¼ rpqþij þ

rpq�ij . Then, Model 8 can be transformed to Model 9.
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Model 9ð Þ min
1

mn2

Xm

p¼1

Xn

i¼1

Xn

j¼1

npþij þ np�ij
� �

s:t

1� 6

n n� 1ð Þ n� 2ð Þ
Xn�2

i¼1

Xn�1

j¼iþ1

Xn

k¼jþ1

dpþijk þ dp�ijk

� �
�CI0 p ¼ 1; 2; . . .;mð Þ

2

m m� 1ð Þ
Xm�1

p¼1

Xm

q¼pþ1

1� 1

n2

Xn

i¼1

Xn

j¼1

rpqþij þ rpq�ij

� �
 !

�GCI0

t
p
ij þ t

p
jk þ t

p
ki � t

p
ji þ t

p
kj þ t

p
ik

� �
þ dp�ijk � dpþijk ¼ 0 i ¼ 1; 2; . . .; n� 2; i\j\k; p ¼ 1; 2; . . .;mð Þ

s
p
ij � t

p
ij þ np�ij � npþij ¼ 0 i ¼ 1; 2; . . .; n� 1; i\j; p ¼ 1; 2; . . .;mð Þ

t
p
ij � t

q
ij þ rpq�ij � rpqþij ¼ 0 i ¼ 1; 2; . . .; n� 1; i\j; p; q ¼ 1; 2; . . .;mð Þ

e�t
p
ij þ e�t

p
ji ¼ 1 i ¼ 1; 2; . . .; n� 1; i\j; p ¼ 1; 2; . . .;mð Þ

e�t
p

ii ¼ 0:5 i ¼ 1; 2; . . .; n; p ¼ 1; 2; . . .;mð Þ
0\e�t

p
ij\1 i ¼ 1; 2; . . .; n� 1; i\j; p ¼ 1; 2; . . .;mð Þ

t
p
ij; t

q
ij; np�ij ; npþij ; rpqþij ; rpq�ij [ 0 i ¼ 1; 2; . . .; n� 1; i\j; p; q ¼ 1; 2; . . .;mð Þ

dpþijk ; d
p�
ijk [ 0 i ¼ 1; 2; . . .; n� 2; i\j\k; p ¼ 1; 2; . . .;mð Þ

8
>>>>>>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

:

Suppose that the optimal solution of Model 9 is t
p�
ij ,

p ¼ 1; 2; . . .;mð Þ, replace t�ij with t
p�
ij in Eq. (10). Then, a

family of consistency expected preference relations are

derived. Model 9 not only obtains the acceptable consistent

PHFPRs, but also meets the group consensus level.

5.3 Algorithm for Group Decision Making

with PHFPRs

In this section, an algorithm is designed to solve MAGDM

with PHFPRs. The main procedures are described as

follows:

Step 1 Determine individual PHFPR.

Each decision maker Dp provides his/her individual

PHFPR on a basis of several chosen attributes, denotes Dp ¼
hij pij
� �p� �

n�n
; where hij pij

� �p¼ cpij;l p
p
ij;l

� ��
�
�l

n
¼ 1; 2; . . .;

#hijg; p ¼ð 1; 2; . . .;m; i; j ¼ 1; 2; . . .; nÞ.

Step 2 Determine missing information.

If some information in PHFPRs is missing, then such

values can be determined by solving Model 6. Otherwise,

proceed to the next step.

Step 3 Calculate expected preference relations.

Expected preference relations can be obtained according

to Eq. (2).

Step 4 Check individual consistency and group

consensus.

The individual consistency can be checked byEq. (9), and

group consensus among decision makers can be checked by

Eq. (14). If all individual PHFPRs meet the consistency

level, and the group consensus reaches the threshold value,

then proceed to Step 6. Otherwise, proceed to the next step.

Step 5 Derive a group of expected preference relations.

If at least one of the individual PHFPRs does not meet

the consistency level or the group consensus does not reach

threshold value, then the individual consistency and group

consensus can be improved by solving Model 9. Combined

with Eq. (10), a group of expected preference relations can

be derived which not only meets the consistency level, but

also reaches the group consensus threshold value.

Step 6 Calculate individual priority weights of

alternatives.

The individual priority weights of alternatives can be

calculated according to the following formula [44]:

w
p
i ¼

1

n n� 1ð Þ
Xn

j¼1

eh
p
ij þ

n

2
� 1

 !

;

p ¼ 1; 2; . . .;m; i; j ¼ 1; 2; . . .; nð Þ:
ð15Þ

Step 7 Calculate overall priority weights of alternatives.

The overall priority weights of alternatives can be cal-

culated according to the following formula:

wi ¼ x1;x2; . . .;xmð Þ �
w1
1 w1

2 . . . w1
n

w2
1 . . . . . . w2

n

. . . w2
2 . . . . . .

wm
1 wm

2 . . . wm
n

0

B
B
@

1

C
C
A; ð16Þ

where w ¼ x1;x2; . . .;xmð Þ is the weight vector of deci-

sion makers.

Step 8 Rank alternatives.

The ranking of alternatives can be obtained with respect

to the values obtained from Eq. (16), and the largest value

is the best alternative.

The above group decision-making process with PHFPRs

is depicted in Fig. 1.

6 A Case Study

In this section, the best green energy engineering selection

problem is provided to present the application of the pro-

posed method.

6.1 Description of the Illustrate Problem

With the development of human society, the demand for

energy is growing, but the traditional non-renewable

energy is reducing. According to the storage report of the

twenty-first century petrochemical energy, the world

energy has entered a statement of crisis [45]. The devel-

opment and utilization of new green energy becomes an

important task all over the world. New green energy also

becomes an important part in the structure of energy. In

addition, advantages for underdeveloped countries or less

developed areas to occupy the international market become
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a competition. Although new environmentally friendly

energy cannot replace traditional energy, the supply of

energy in the world and the change of climate provide a

broad space for new green energy development. In other

words, new green energy makes a great contribution to the

world environment and economy.

With the rapidly growing energy consumption, a new

energy development company experienced a growth in the

demand of its products. Moreover, the company is dissat-

isfied with the size of its existing projects. Choosing a new

energy engineering project to expand production and to

solve the current difficulties in the company is the best

way. The company decision to develop a new green energy

engineering project is made after the discussion among the

board of directors. After 3 months of market research in the

demand of customers, three engineering are determined for

the company to select, that is, (1) electrical engineering

A1ð Þ, (2) computer engineering A2ð Þ, (3) and electronics

engineering A3ð Þ. The company focuses on the attributes of

engineering including technological foundation c1ð Þ, eco-
nomic interest c2ð Þ, market capacity c3ð Þ, and future

development c4ð Þ.
The company invites four experts to participate in the

decision-making process to select the best engineering

project among three alternatives. Suppose the invited

experts are familiar with engineering, and the weights of

experts are completely known, x ¼ 0:2; 0:3; 0:3; 0:2ð Þ.
After adequately considering such attributes, four experts,

respectively, provide pairwise comparison to alternatives

with PHFPRs, which are shown in Tables 1, 2, 3, and 4.

The process of obtaining the best engineering is

described in the following steps:

Step 1 Determine individual PHFPR.

The individual PHFPR is provided by four experts. See

Tables 1, 2, 3 and 4.

Step 2 Determine missing information.

Determine the Individual PHFPR

Checking missing information Solve model 6

Calculate the expected preference relations by Eq. (2)

Checking individual consistency by Eq. (9) and 
group consensus by Eq. (14) Solve model 9

Derive individual consistency 
expected preference relation  

by Eq. (11)
Calculate the individual priority weights by Eq. (15)

Calculate the overall priority weights by Eq. (16)

Rank the alternatives

Yes

No

Yes

No

Fig. 1 Group decision-making process with PHFPRs
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The complete information is shown in Tables 1, 2, 3 and

4, and no missing information must be determined. Thus,

proceed to the next step.

Step 3 Calculate expected preference relations.

Expected preference relations can be obtained according

to Eq. (2) and are shown in Table 5.

Step 4 Check individual consistency and group

consensus.

According to Eq. (9), individual consistency index can

be obtained as follows: CI E1ð Þ ¼ 0:9642, CI E2ð Þ ¼
0:8329, CI E3ð Þ ¼ 0:7993, and CI E4ð Þ ¼ 0:7422. Utilizing

Eq. (14), the consensus index among decision makers can

be obtained as follows: GCI Eð Þ ¼ 0:9844. Suppose CI0 ¼
0:9 and GCI0 ¼ 0:8, then E2, E2, and E3 are unacceptably

consistent, E1 is acceptably consistent, and E ¼
E1;E2;E3;E4
� �

is an acceptable group consensus.

Step 5 Derive a group of expected preference relations.

A group of expected preference relations is derived via

Model 9 and Eq. (10) and is shown in Table 6.

The individual consistency index derived from Eq. (9)

can be obtained as follows: CI E1�ð Þ ¼ 0:9642, CI E2�ð Þ ¼
0:9745, CI E3�ð Þ ¼ 0:92, and CI E4�ð Þ ¼ 0:9159. The con-

sensus index among three experts is: GCI E�ð Þ ¼ 0:9862.

Given that CI0 ¼ 0:9 and GCI0 ¼ 0:8 derived expected

preference relations E1�, E2�, E3�, and E4� are acceptably

consistent, and E� ¼ E1�;E2�;E3�;E4�� �
is an accept-

able group consensus.

Step 6 Calculate individual priority weights of

alternatives.

According to Eq. (15), individual priority weights of

alternatives can be obtained as follows:

w1
1 ¼ 0:3583; w1

2 ¼ 0:3400; andw1
3 ¼ 0:3017;

w2
1 ¼ 0:3300; w2

2 ¼ 0:2900; and w2
3 ¼ 0:3800;

w3
1 ¼ 0:4333; w3

2 ¼ 0:2867; and w3
3 ¼ 0:2800;

w4
1 ¼ 0:3700; w4

2 ¼ 0:3133; andw4
3 ¼ 0:3167:

Step 7 Calculate the overall priority weights of

alternatives.

According to Eq. (16), the overall priority weights of

alternatives can be obtained as follows:

w1 ¼ 0:3746; w2 ¼ 0:3037; andw3 ¼ 0:3217:

Table 5 Expected preference relations obtained from four experts

E1 E2

A1 A2 A3 A1 A2 A3

A1 0.5 0.54 0.61 A1 0.5 0.58 0.4

A2 0.46 0.5 0.58 A2 0.42 0.5 0.29

A3 0.39 0.42 0.5 A3 0.6 0.71 0.5

E3 E4

A1 A2 A3 A1 A2 A3

A1 0.5 0.8 0.8 A1 0.5 0.66 0.6

A2 0.2 0.5 0.55 A2 0.34 0.5 0.5

A3 0.2 0.45 0.5 A3 0.4 0.5 0.5

Table 1 Evaluation

information obtained from

expert D1

A1 A2 A3

A1 0:5f g 0:4 0:3ð Þ; 0:6 0:7ð Þf g 0:5 0:3ð Þ; 0:6 0:3ð Þ; 0:7 0:4ð Þf g
A2 0:4 0:7ð Þ; 0:6 0:3ð Þf g 0:5f g 0:4 0:4ð Þ; 0:7 0:6ð Þf g
A3 0:3 0:4ð Þ; 0:4 0:3ð Þ; 0:5 0:3ð Þf g 0:3 0:6ð Þ; 0:6 0:4ð Þf g 0:5f g

Table 4 Evaluation information obtained from expert D4

A1 A2 A3

A1 0:5f g 0:6 0:4ð Þ; 0:7 0:6ð Þf g 0:6f g
A2 0:3 0:6ð Þ; 0:4 0:4ð Þf g 0:5f g 0:3 0:6ð Þ; 0:8 0:4ð Þf g
A3 0:4f g 0:2 0:4ð Þ; 0:7 0:6ð Þf g 0:5f g

Table 3 Evaluation information obtained from expert D3

A1 A2 A3

A1 0:5f g 0:8f g 0:8f g
A2 0:2f g 0:5f g 0:4 0:5ð Þ; 0:7 0:5ð Þf g
A3 0:2f g 0:3 0:5ð Þ; 0:6 0:5ð Þf g 0:5f g

Table 2 Evaluation information obtained from expert D2

A1 A2 A3

A1 0:5f g 0:5 0:2ð Þ; 0:6 0:8ð Þf g 0:4f g
A2 0:4 0:8ð Þ; 0:5 0:2ð Þf g 0:5f g 0:2 0:1ð Þ; 0:3 0:9ð Þf g
A3 0:6f g 0:7 0:9ð Þ; 0:8 0:1ð Þf g 0:5f g
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Step 8 Rank alternatives.

Given that w1 [w3 [w2, the best alternative is elec-

trical engineering project.

6.2 Comparative Studies and Discussions

To validate the feasibility of the proposed method, in this

subsection, we conducted a comparative study with other

methods based on the same illustrative example.

Case 1 Compared with the method presented

in Zhou and Xu [16].

In the following, the method was introduced in Zhou

and Xu [16] is applied to the illustrative example. The

process is described in the following steps:

Step 1 Derive individual priority weight vector.

For D1, the programming model can be constructed

according to Eq. (11) in Zhou and Xu [16] as follows:

min z ¼ dþ12 þ d�12 þ dþ13 þ d�13 þ dþ23 þ d�23

s:t:

0:54 � w1
1 þ w1

2

� �
� w1

1 þ d�12 � dþ12 ¼ 0

0:61 � w1
1 þ w1

3

� �
� w1

1 þ d�13 � dþ13 ¼ 0

0:58 � w1
2 þ w1

3

� �
� w1

2 þ d�23 � dþ23 ¼ 0

w1
1 þ w1

2 þ w1
3 ¼ 1

w1
1; w

1
2; w

1
3 � 0

dþ12; d
þ
13; d

þ
23; d

�
12; d

�
13; d

�
23 � 0; dþ12 � d�12 ¼ 0; dþ13 � d�13 ¼ 0; dþ23 � d�23 ¼ 0

8
>>>>>>>><

>>>>>>>>:

:

By solving above programming model, we have

w1
1 ¼ 0:4014;w1

2 ¼ 0:3419; w1
3 ¼ 0:2566; dþ12 ¼ 0;

d�12 ¼ 0; dþ13 ¼ 0; d�13 ¼ 0; dþ23 ¼ 0:0052; d�23 ¼ 0:

Similarly, for D2, we have

w2
1 ¼ 0:3213; w2

2 ¼ 0:1968; w2
3 ¼ 0:4819; dþ12 ¼ 0;

d�12 ¼ 0:0208; dþ13 ¼ 0; d�13 ¼ 0; dþ23 ¼ 0; d�23 ¼ 0:

For D3, we have

w3
1 ¼ 0:6667; w3

2 ¼ 0:1667; w3
3 ¼ 0:1667; dþ12 ¼ 0;

d�12 ¼ 0; dþ13 ¼ 0; d�13 ¼ 0; dþ23 ¼ 0:0167; d�23 ¼ 0:

For D4, we have

w4
1 ¼ 0:4583; w4

2 ¼ 0:2361; w4
3 ¼ 0:3056; dþ12 ¼ 0;

d�12 ¼ 0; dþ13 ¼ 0; d�13 ¼ 0; dþ23 ¼ 0:0347; d�23 ¼ 0:

Step 2 Consistency checking.

According to Eq. (13) in Zhou and Xu [16], consistency

indexes for D1, D2, D3 and D4 can be obtained as follows:

ECI1 ¼ 0:0017, ECI2 ¼ 0:0069, ECI3 ¼ 0:0056 and

ECI4 ¼ 0:0116. Since all the consistency indexes less than

0:02, and thus, the consistencies of D1, D2, D3 and D4 are

acceptable.

Step 3 Derive the collective priority weight.

According to Eq. (17) in Zhou and Xu [16], the col-

lective priority weight is obtained as follows: w1 ¼ 0:4683,

w2 ¼ 0:2246 and w3 ¼ 0:3070.

Step 4 Rank all the alternatives.

Since w1 [w3 [w2, we have, A1 	 A3 	 A2, which

implies that electrical engineering project is the best

alternative.

For a better comparison, the calculation results of the

method Zhou and Xu [16], and the proposed method are

listed in Table 7.

As shown in Table 7, the ranking result and the best

alternative obtained by the proposed method is the same as

that of the method of Zhou and Xu [16], indicating the

validity of the proposed method. Moreover, the possible

reason why the best alternative is the same between these

two methods, i.e., these methods are both based on con-

sistency checking and improvement. However, in the pro-

cesses of these two methods we find that: the proposed

method requires higher consistency than the method of

Zhou and Xu [16]. In the illustrative example, only D1 is

acceptable in the proposed method, whereas in the method

of Zhou and Xu [16], the consistencies of D1, D2, D3 and

Table 6 Expected preference relations obtained from Model 9 and

Eq. (10)

E1� E2�

A1 A2 A3 A1 A2 A3

A1 0.5 0.54 0.61 A1 0.5 0.58 0.4

A2 0.46 0.5 0.58 A2 0.42 0.5 0.32

A3 0.39 0.42 0.5 A3 0.6 0.68 0.5

E3� E4�

A1 A2 A3 A1 A2 A3

A1 0.5 0.8 0.8 A1 0.5 0.62 0.6

A2 0.2 0.5 0.52 A2 0.38 0.5 0.5

A3 0.2 0.48 0.5 A3 0.4 0.5 0.5

Table 7 Ranking results of

different methods
Methods Calculation results Ranking Best alternative

Zhou and Xu’s method [16] 0:4368; 0:2246; 0:3070ð Þ A1 	 A3 	 A2 A1

Proposed method 0:3746; 0:3037; 0:3217ð Þ A1 	 A3 	 A2 A1
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D4 are acceptable. Furthermore, the method proposed by

Zhou and Xu [16] pays less attention to the group con-

sensus checking and improving in the group decision-

making process, whereas the proposed method can over-

come this shortcoming. Therefore, the group decision-

making process presented in the proposed method is more

reasonable.

Case 2 Compared with the method presented in Zhou

and Xu [34].

In the following, the method was introduced in Zhou

and Xu [34] is applied to the illustrative example. The

process is described in the following steps:

Step 1 Derive individual priority weight vector.

For D1, the programming model can be constructed

according to Eq. (13) in Zhou and Xu [34] as follows:

min z ¼ dþ12 þ d�12 þ dþ13 þ d�13 þ dþ23 þ d�23

s:t:

0:54� w1
1 � w1

2

� �
� 0:5þ d�12 � dþ12 ¼ 0

0:61� w1
1 � w1

3

� �
� 0:5þ d�13 � dþ13 ¼ 0

0:58� w1
2 � w1

3

� �
� 0:5þ d�23 � dþ23 ¼ 0

w1
1 þ w1

2 þ w1
3 ¼ 1

w1
1; w

1
2; w

1
3 � 0

dþ12; d
þ
13; d

þ
23; d

�
12; d

�
13; d

�
23 � 0; dþ12 � d�12 ¼ 0; dþ13 � d�13 ¼ 0; dþ23 � d�23 ¼ 0

8
>>>>>>>><

>>>>>>>>:

:

By solving above programming model, we have

w1
1 ¼ 0:38; w1

2 ¼ 0:35; w1
3 ¼ 0:27; dþ12 ¼ 0:01; d�12 ¼ 0;

dþ13 ¼ 0; d�13 ¼ 0; dþ23 ¼ 0; d�23 ¼ 0:

Similarly, for D2, we have

w2
1 ¼ 0:3367;w2

2 ¼ 0:2267; w2
3 ¼ 0:4367; dþ12 ¼ 0;

d�12 ¼ 0:03; dþ13 ¼ 0; d�13 ¼ 0; dþ23 ¼ 0; d�23 ¼ 0:

For D3, we have

w3
1 ¼ 0:5167; w3

2 ¼ 0:2667;w3
3 ¼ 0:2667; dþ12 ¼ 0:05;

d�12 ¼ 0; dþ13 ¼ 0; d�13 ¼ 0; dþ23 ¼ 0; d�23 ¼ 0:

For D4, we have

w4
1 ¼ 0:4; w4

2 ¼ 0:3;w4
3 ¼ 0:3; dþ12 ¼ 0:06; d�12 ¼ 0;

dþ13 ¼ 0; d�13 ¼ 0; dþ23 ¼ 0; d�23 ¼ 0:

Step 2 Consistency checking.

According to the consistency index formula CI ¼
2

n n�1ð Þ
Pn�1

i¼1

Pn
j¼2;j[ i eij

� � wi � wj

� �
� 0:5

�
�

�
� presented in

Zhou and Xu [34], we have: CI1 ¼ 0:0033, CI2 ¼ 0:01,

CI3 ¼ 0:0167 and CI4 ¼ 0:02. Since all the consistency

indexes less than or equal to 0:02, and thus, the consis-

tencies of D1; D2; D3 and D4 are acceptable.

Step 3 Integrate the overall evaluation information.

With respective to Eq. (17) in Zhou and Xu [34], the

evaluation information is integrated into one, and the

results are listed as follows:

h12 p12ð Þ ¼ 0:59 0:024ð Þ; 0:61 0:036ð Þ; 0:62 0:096ð Þ; 0:63 0:056ð Þ; 0:64 0:144ð Þ; 0:65 0:084ð Þ; 0:66 0:224ð Þ; 0:68 0:336ð Þf g;
h13 p13ð Þ ¼ 0:58 0:3ð Þ; 0:6 0:3ð Þ; 0:62 0:4ð Þf g;

h23 p23ð Þ ¼
0:32 0:012ð Þ; 0:35 0:108ð Þ; 0:38 0:018ð Þ; 0:41 0:174ð Þ; 0:42 0:008ð Þ; 0:44 0:108ð Þ; 0:45 0:072ð Þ
0:47 0:018ð Þ; 0:48 0:012ð Þ; 0:5 0:162ð Þ; 0:51 0:116ð Þ; 0:54 0:072ð Þ; 0:57 0:012ð Þ; 0:6 0:108ð Þ

	 


:

Step 4 Derive the collective priority weight.

According to Eq. (13) in Zhou and Xu [34], we have:

w1 ¼ 0:412, w2 ¼ 0:278 and w3 ¼ 0:31; dþ12 ¼ 0:02,

d�12 ¼ 0, dþ13 ¼ 0, d�13 ¼ 0, dþ23 ¼ 0, d�23 ¼ 0.

Step 5 Collective consistency checking.

According to the consistency index formula presented in

Step 2, we have:CI ¼ 0:0067\0:02, then, the consistency

of overall evaluation information are acceptable.

Step 6 Rank all the alternatives.

Since w1 [w3 [w2, we have, A1 	 A3 	 A2, which

implies that electrical engineering project is the best

alternative.

For a better comparison, the calculation results of the

method Zhou and Xu [34], and the proposed method are

listed in Table 8.

As shown in Table 8, the ranking result and the best

alternative obtained by the proposed method is the same as

that of the method of Zhou and Xu [34], indicating the

validity of the proposed method. The differences from

different methods are explained similar to that for Case 1

and is thus omitted here. Moreover, we find that the inte-

gration results obtained using Zhou and Xu’s method [34]

are complex and tedious. Take h23 p23ð Þ in Step 3 for

example, we find that the integration results obtained using

Zhou and Xu’s method [34] have 14 results, whereas the

proposed method only has one result. Obviously, the bur-

den of computation can be significantly decreased when

using proposed method to integrate the evaluation values.

Consistency and consensus are important topics in the

group decision-making process. Some scholars studied

Table 8 Ranking results of

different methods
Methods Calculation results Ranking Best alternative

Zhou and Xu’s method [34] 0:412; 0:278; 0:31ð Þ A1 	 A3 	 A2 A1

Proposed method 0:3746; 0:3037; 0:3217ð Þ A1 	 A3 	 A2 A1
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about these topics within probabilistic hesitant fuzzy

environments. In the following section, the proposed

method is compared with some existing consistency and

consensus-based methods.

1. In the method proposed by Zhu and Xu [38], the

checking of individual consistency is based on the

distance between individual PHFPR and a complete

consistent PHFPR, whereas the checking of consensus

is based on the distance between individual PHFPR

and the collected PHFPR. When a desired consistency

or consensus threshold value is not yet achieved, two

automatic iterative algorithms are constructed to

improve the individual consistency and the group

consensus. In algorithms, several iterations must occur

to achieve the consistency level or the consensus

threshold value. However, the individual consistency

and group consensus can be improved simultaneously

by solving Model 9 in the proposed method. Combined

with Eq. (10), a group of expected preference relations

can be derived, which not only meets the consistency

level, but also reaches the consensus threshold value.

2. In the method proposed by Wu et al. [35], the checking

of individual consistency is done by constructing a

linear programming model, whereas the checking of

group consensus is based on the sum of all distances

between any two decision makers. When a desired

consistency or consensus threshold value is not yet

achieved, two local feedback strategies are provided to

improve individual consistency and the group consen-

sus. Unfortunately, the convergent is not presented in

algorithm 1 of the proposed feedback mechanism [35].

If the algorithm is not convergent, time may be wasted,

and acceptable individual PHFPRs cannot be obtained.

3. In the method by Wu and Xu [36], the group consensus

checking is based on the sum of all distances between

any two decision makers, and local feedback strategies

are provided to improve the group consensus. As the

optimization iterative algorithms by Zhou and Xu

[16, 34], several consensus rounds are necessary to

reach the consensus level. In addition, the method by

Wu and Xu [36] pays less attention to the individual

consistency checking and improving in the group

decision-making process.

Compared with these methods, the proposed method in

this study has the following attractive features.

1. Consistency and consensus are important topics in

group decision-making process. In this study, the

proposed MAGDM method not only considers the

individual consistency checking and improving, but

also the group consensus. Moreover, the proposed

model can simultaneously meet the individual consis-

tency level and group consensus threshold value.

2. Proposed models have unified mathematical structure.

Therefore, the amount of computation can be reduced

sharply with the assistance of programming software.

3. Some values in PHFPRs provided by decision makers

may be missing in the decision-making process. In this

study, a model is introduced to obtain such values.

Therefore, the proposed MAGDM method has a wide

application field.

7 Conclusion

The individual consistency and group consensus are

important topics in a group decision-making process with

preference relations. This study aims to develop the

MAGDM method for checking and improving the indi-

vidual consistency and group consensus with PHFPRs.

First, the consistency index for PHFPRs is defined, and

then a programming model is constructed to improve its

consistency when a PHFPR does not meet the consistency

level. Second, a programming model is constructed to

obtain missing values. Third, a consensus index among the

decision makers is defined, and then a programming model

is constructed to obtain the expected consistency level and

consensus threshold value simultaneously. Finally, an

example is provided to illustrate the effectiveness of the

proposed method.

This study makes several significant contributions to

MAGDM problems, which are summarized as follows: (1)

In this study, the proposed group decision-making method

not only considers the individual consistency checking and

improving, but also the group consensus. Thus, more

comprehensive and reasonable decision information is

obtained in the decision-making process than those only

consider individual consistency or group consensus. (2)

Several models are proposed to solve some MAGDM

problems with PHFPRs, that is, consistency checking,

determining missing values, and improving individual

consistency and group consensus. (3) When the decision

makers provide incomplete PHFPRs in MAGDM process,

a programming model is constructed to obtain such missing

values in PHFPRs. Therefore, the proposed MAGDM

method has a wide application field than those with only

complete PHFPRs. The MAGDM process with complete

PHFPRs and incomplete PHFPRs are addressed. In future

studies, we focus on expanding proposed models under

probabilistic linguistic environments to solve other practi-

cal MAGDM problems.
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