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Abstract Nowadays, the success of a company is depen-

dent to the novelty of the company in developing new

items. Product design and engineering are a basic phase in

developing new commodities which examines the product

economically and technologically. In the proposed study,

‘‘Trust’’ is identified as an effective factor on the life cycle

of the new designed product. This study addresses a sim-

ulation structure to generate all the possible trust modes

between two agents over time and implements four pre-

diction methods to forecast the trust value of the new item.

The time horizon is considered to be short term and middle

term, and 27 and 108 scenarios are designed, respectively,

based on three categories involving high, medium and short

trust. Here, three prediction techniques: conventional time

series, artificial neural networks and adaptive neuro-fuzzy

inference system, are recommended and compared. By

comparing MAPEs of all prediction methods, the best

technique is identified.

Keywords Product engineering � Trust prediction �
Conventional time series analysis � Artificial neural

networks � Adaptive neuro-fuzzy inference system

1 Introduction

Today, companies must be more conscious about the

changes in the market in order to have competitive

advantages. Recently, life cycle of products has gotten

shorter; hence, satisfaction of customers decreases.

Therefore, there is an essential need to develop a new

product to satisfy the customers’ demand [9]. One of the

most important phases of developing new items is product

engineering. Product engineering refers to the process of

designing and developing an item considering issues of

costs, predictability, quality, performance, reliability, ser-

viceability and user features. The life cycle of a newly

developed product is affected by different controllable and

also external factors, and there is a trade-off between cost

of producing the product and life cycle.

Reliability in product design is a technological indicator

which represents the performance of the product in its

operating environment. Over time, this indicator influences

the customer satisfaction about the product and ‘‘Trust’’

between customer and company in terms of an external

factor.

Trust is a subjective concept arises between two parties

to indicate the success of the relationship [12]. As the trust

of customers to the developed items increases, the risk of

failure in the development of new product decreases.

Considering this factor in product design necessitates

managers to predict the trust level of new item based on

previous data. Prediction of agent trustworthiness is so

valuable, because direct the trusting agent to take better

decision in the future. Prediction has two classes: 1) pre-

dicting whether an interaction between two parties had

been formed and consequently trust would exist among

agents and 2) prediction of the trust values and the level of

satisfaction by trusting agent [16]. As the number of time
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slots (i.e., a particular time in which an interaction happens

between two parties, and based on it a trust value is

assigned to trusted agent by trusting agent) [4] consisting

of historical data increases, the data tend to be static. It

means sometimes in early relations fluctuation of trust

values is high, while as the time passes the values con-

verge. Different methods have been used to predict the

trustworthiness. In the proposed study, to predict the trust

of customers to the new product as a stage in product

design, we consider all possible scenarios for a short-term

and middle-term horizon. Owing to the complexity of

considering all scenarios in a long-term horizon, it is

ignored in this study. Here, the authors utilized the artificial

neural network method to predict the trust value based on

historical data. Also, time series is applied as another

method of prediction. Autocorrelation (ACF) is a basic

calculation of both methods. In Sect. 2, a brief review of

related literature in both product design and trust field is

provided. The proposed methodologies of data simulation

and prediction procedures are described in Sect. 3. Sec-

tion 4 describes a numerical example to infer the proposed

algorithm. The most and less complex scenarios are

determined by calculating and comparing the complexity

of each scenario which is referred in Sect. 5. Finally,

Sect. 6 implies a conclusion of the study.

2 Literature Review

Concurrent engineering (CE) is an approach which inte-

grates the product design and process design. There is a

rich literature in the product design field. A few of the

studies are reviewed below. Furthermore, a brief review of

studies which considered the trust concept is provided.

For several years, researchers concentrated on CE issues

and studied different aspects of it. For the first time, Fine

[8] defined 3D-CE approach in which supply chain design

was incorporated into product and process design.

Dowlatshahi [5] investigated the role of product safety and

liability in the early stages of product design in a concur-

rent engineering environment. Years later, Tchidi et al.

[19] introduced an extended quality functional deployment

process, in a 3D-CE environment that transforms customer

requirements into product design, process design and sup-

ply chain design, through an extended house of quality.

Demoly et al. [6] described the application of a novel

product relationship management approach, in the context

of product life cycle management, enabling concurrent

product design and assembly sequence planning. Karn-

ingsih et al. [11] studied the difficulties of CE implemen-

tation in company X, one Indonesian high-technology

industry. The aim is achieved through implementing

Simultaneous Engineering Gap Analysis (SEGAPAN) and

analytical hierarchical process (AHP). Recently, [23]

evaluated the impact of organizational culture on the new

product development practices and product safety

performance.

Some papers have quantitative attribute to CE and

developed mathematical models. Xu et al. [21] proposed a

fuzzy multi-stage decision-making system for product

design in the concurrent engineering. Shidpour et al. [18]

used a multi-objective linear programming model inte-

grated to the TOPSIS method in order to determine the best

configuration of product design assembly process and

suppliers of components. Maier et al. [13] developed a

discrete-event simulation model to investigate priority

policies in the design. In the proposed study, design pro-

gression is modeled as an increase in the maturity of parts.

As stated above, trust is another effective factor in

product design which is ignored in the literature. A com-

prehensive work on defining and managing trust and rep-

utation can be found in Change et al. [4]. Prediction of trust

values is a key element of modeling and managing trust.

Raza et al. [16] employed a few approaches for predicting

trust. Mashinchi et al. [14] introduced a new approach

based on fuzzy linear regression analysis (FLRA) to extract

qualitative information from quantitative data and so use

the obtained qualitative information for better modeling of

the data. Xia et al. [20] provided a dynamic trust prediction

model to evaluate the trustworthiness of nodes and enhance

the security of mobile ad hoc networks. Azadeh et al. [2]

implement the concept of trust in terms of performance

measurement. They establish different scenarios based on

Number DMUs and Timeslot. The proposed approach

incorporates time series forecasting in order to predict the

future efficiency rate. Nunez-Ganzalez et al. [15] believed

that machine learning is an approach to predict the trust in

social networks based on reputation features which are

gained from the available trust information. To implement

the conventional machine learning methods, the variable

size reputation information must be reduced to a fixed-size

vector. To this aim, they proposed two approaches: (1) a

naı̈ve selection of reputation features and (2) a probabilistic

model of these features. Fang et al. [7] considered the

complexity of trust with multiple facets and proposed a

(dis) trust framework with consideration of both interper-

sonal and impersonal aspects of trust and distrust.

Up to now, the product design and engineering issues

were concentrated on product features, and some external

criteria are ignored. The trustworthiness of a company is an

influential factor addressed in the proposed study to

investigate the role of trust in product engineering. In this

study, trust rate of new product is predicted based on some

historical data. To cope with the complexity of relations

between agents in a market, a simulation structure is

established to simulate all possible trust scenarios in a
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short-term and middle-term horizon. Classical time series,

ANN and ANFIS are three prediction techniques imple-

mented to forecast the new items trust value.

3 Proposed Methodology

In the proposed study, a new concept is considered to

distinguish the feasibility of developing a new item. The

authors are motivated to predict trustworthiness of new

item based on historical data in a short-term and middle-

term horizon. To cope with the complexity of relations

among agents, almost all possible scenarios of trust are

simulated and finally a trust value is predicted for each one

by implementing adaptive neuro-fuzzy inference system,

artificial neural network and also conventional time series

analysis. The short-term horizon is considered to involve

12 months, whereas the middle-term horizon contains 21

time slots. The simulation structure of historical data and

prediction methods is explained below, and comparing the

mean absolute percentage error (MAPE) values for all

techniques represents the efficiency of each one in pre-

diction trust value. Figure 1 represents the steps of simu-

lation and prediction algorithm of next trust value.

Step 1 Data Simulation Estimation of future trustwor-

thiness is based on historical data on trust values which

trusting agent assigned to the trusted agent. Time duration

among two consecutive transactions of agents is called

time slot. In this work, it is assumed to be a month; thus, a

deal happens between two parties once in a month. Here,

three concepts are assumed which are representative of

trust modes: low, medium and high. In the rest of the paper,

zt represents the simulated historical data at time t ¼
1; 2; . . .; T (for short-term horizon T = 12, while for

middle-term horizon T = 21)

Step 1.1 Short-Term Horizon For short-term planning,

the time horizon is considered to be one year. Each third

of whole refers to a concept: low, medium and high (i.e.,

Each 4 time slots are supposed to have the same concept.

The reason is that it is considered that it takes 4 months

for trusting agent to change the trust level about trusted

agent based on previous experiments). In simulation of

scenarios, first all possible permutations of 3 numbers: 1,

2 and 3, are generated. Number 1 is equal to the concept

high, number 2 is equal to the concept medium, and

number 3 is equal to the concept low. The trust level

interval is assumed to be [0, 1]. Zero refers to the com-

pletely distrust/low trust, and 1 represents the completely

trust/high trust. According to the permutations of the

numbers and related trust concepts, values are generated

in [0.7, 1], [0.4, 0.7] and [0, 0.4] intervals for high,

medium and low concepts, respectively. Following this

algorithm results in generation of 27 scenarios of short-

term horizon.

Step 1.2 Middle-Term Horizons Middle-term horizon

contains 21 time slots, and previous structure is not

appropriate to apply. The proposed structure for middle-

term horizon includes three stages following which leads

to simulation of 108 scenarios. As mentioned in short-term

period, here three consecutive time slots refer to one

concept. In the first stage, all possible permutations of the

numbers 1, 2, 3 are generated (this stage is similar to

short-term horizon, and 27 scenarios are generated). As

before, three trust concepts are supposed. According to the

generated permutations and related concepts, data are

created randomly in [0.7, 1], [0.4, 0.7] and [0, 0.4] for

high, medium and low concepts, respectively. In the sec-

ond stage, per a scenario created in the first stage, there

are four different trust models. Based on the tendency to

converge, the mean of last three data of first stage is

calculated; if it was in [0 0.3] range, the initiate concept of

the second stage is low, but if the mean was in [0.3 0.6]

range, the next stage starts with concept medium, else the

next stage starts with the high concept. Through passing

time and more interactions between two parties of a

relationship, the trust values tend to be stable. So for the

second stage, when the mode begins with concept low, the

other values tend to have low and medium concepts. Also,

for modes started by medium, the rest will refer to med-

ium and high concepts, and finally, to modes initiated with

high concept, the rest will include medium and high

concepts. These modes are generated randomly in [0.6, 1],

[0.3, 0.6] and [0, 0.3] ranges for high, medium and low

batches, respectively.

The third stage consists of three time slots. For simu-

lation of this part, in addition to the mean of last three data

created in the second stage, the variance of all generated

numbers is calculated. Variances are normalized by

dividing them to the maximum variance. Variance is an

indicator of variation or convergence rate of data during

passed time. 0.7 is supposed to be a boundary in variance

range. Thus, if the variance of one scenario is more than

boundary, the variation between trust values is high and the

mode does not tend to converge.

Step 2. Autocorrelation (ACF) ACF calculation is a basic

calculation to use time series and ANN techniques. Auto-

correlation (ACF) is a mathematical representation of the

degree of similarity between a time series and a lagged

version of itself over successive time intervals to detect

non-randomness in data and to identify the appropriate

time series model. It is the same as calculating the corre-

lation between two different time series (zt; ztþk; correla-

tion of lag k), except that the same time series is used
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twice—once in its original form and once lagged one or

more time periods.

Given measurements y1; y2; . . .; yT at time z1; z2; . . .; zT ,

the lag k autocorrelation is defined as:

rk ¼
PT�k

i¼1 ðyi � �yÞðyiþk � �yÞ
PT

i¼1 ðyi � �yÞ2
ð1Þ

The results are eventuated from coding up ACF in

MATLAB. Based on ACF quantities, maximum and min-

imum numbers are determined. Related time slot to the

maximum number is supposed to be lag. Lag is represen-

tative of the time slot which impacts more on future trust

value.

Step 3. Prediction Methods According to the importance

of future event prediction, there are some methods which

predict based on historical data and estimate next time

slot’s value. In this study, four different prediction tools are

applied, and by comparison with MAPEs, the best one is

selected. Each method has different efficiency. Mentioned

methods are described in below.

Step 3. 1. Time Series Analysis Time series analysis

comprises methods for analyzing time series data in order

to extract meaningful statistics and other characteristics of

the data. Time series data have a natural temporal ordering.

This makes time series analysis distinct from other com-

mon data analysis problems, in which there is no natural

ordering of the observations. A stochastic model for a time

series will generally reflect the fact that observations close

together in time will be more closely related than obser-

vations further apart. (en.wikipedia.org).

Mean absolute percentage error (MAPE) is an appro-

priate criterion for assessing the efficiency of predicted

value. It would be computed by following formula (2):xt :

predicted value, x
0
t : the value of identifying lag, n : number

of rows (in this study, n = 1)

MAPE ¼

Pn
t¼1

xt�x0t
xt

�
�
�

�
�
�

n
ð2Þ

Step 3.2. Artificial Neural Network (ANN) Neural net-

works can be used for prediction with various levels of

success [22]. The advantage of them includes automatic

learning of dependencies only from measured data without

any need to add further information (such as type of

dependency like with the regression). The neural network

is trained from the historical data with the hope that it will

Step 

Run Time series 
analysis 

Comparing Comparing

Select the appropriate prediction 
method 

Select the appropriate prediction 
method 

Run Run ANN 

Run ACF Run ACF 

Time series 
analysis 

108 scenarios 27 scenarios 

Simulating for middle-term Simulating for short-term 

Simulation of data for all permutations of trust 

Run 

MAPEs Calculation MAPEs Calculation 

Step 

Step 

Step 

Fig. 1 Proposed algorithm of prediction of future trust value
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discover hidden dependencies and that it will be able to use

them for predicting into the future.

Figure 2 represents the structure of the artificial neural

network.

Data from the past are provided to be the inputs of

neural network, and data for future are expected from the

outputs of the network. For neural networks that can have

outputs only in a certain interval, it is important to realize

that it is not possible to predict values outside of this

interval. The backpropagation algorithm is used in layered

feedforward ANNs. This means that the artificial neurons

are organized in layers and send the signals forward, and

the errors propagated backward [17]. The activation func-

tion of the neurons in the case of the implementing back-

propagation algorithm is weighted sum which can be

defined as:

Ajð�z; �wÞ ¼
Xn

i¼0

ziwji ð3Þ

Obviously, the activation function depends only on the

inputs and weights. The commonly used output function is

sigmoid function which is represented in Eq. 4.

Ojð�z; �wÞ ¼
1

1 þ eAjð�z; �wÞ
ð4Þ

In prediction of trust values, three basic error estimation

methods as mean absolute error (MAE), mean square error

(MSE) and mean absolute percentage error (MAPE) are

applied [1]. Equations (5) and (6) refer to MAE and MSE,

respectively. MAPE formula is similar to Eq. (2).xt : pre-

dicted value, x
0

t the value of identifying lag, n : number of

rows

MAE ¼
Pn

t¼1 xt � x0t
�
�

�
�

n
ð5Þ

MSE ¼
Pn

t¼1 ðxt � x0tÞ
2

n
ð6Þ

By applying ANN, trust value for future time slots can be

estimated and also predicted.

Step 3.3. Adaptive Neuro-Fuzzy Inference System ANFIS,

which is considered as an approach in neuro-fuzzy

development, proved to have significantly

acceptable results in modeling nonlinear functions [10].

Neuro-fuzzy modeling refers to the way of applying var-

ious learning techniques developed in the neural network

literature to fuzzy modeling or a fuzzy inference system

[3]; in fact, neuro-fuzzy system combines neural networks

and fuzzy logic. ANFIS uses a feedforward network to

optimize parameters of a given fuzzy inference system

(FIS). The learning algorithm for ANFIS is a hybrid

algorithm, which is a combination of the gradient descent

and least squares methods [10].

4 Numerical Example

In this section, the simulation structure and prediction

process of one scenario for each time horizon are explained

in details.

4.1 Short-Term Horizons

As stated before, for short-term horizon trust values of 12

time slots are simulated.

4.1.1 Data Simulation

Suppose permutation {1, 2, 3} as an example of all possible

permutations of these three numbers. This permutation is

representative of (high, medium and low) scenario. Based

on related concepts and identified intervals in step 1.1, 4

random numbers are created in [0.7 1] range, whereas other

4 number are created in [0.4 0.7] range which refer to

medium concept. As last number is 3, 4 random numbers

are generated in [0, 0.4] range. Figure 3 depicts the trend of

scenario and its trust values.

4.1.2 Autocorrelation (ACF)

ACF is a basic calculation to use time series and ANN

techniques. ACF determines lag values for each scenario.

Table 1 illustrates ACF values for short-term planning time

scenarios.

Wheights 

simulated data at time  

simulated data at time  

Activation 
Function 

simulated data at time  

Predicted value 
 of future trust 

Fig. 2 ANN structure Fig. 3 Scenario (high, medium, low)
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Lag value refers to the time slots which have more

impact on prediction. It is calculated based on the maxi-

mum ACF value of scenario. Maximum, minimum and the

large number of discussed example is represented in Fig. 4.

For all scenarios, ACF value of first time slot equals 1

and is ignored in calculation maximum and lag values.

4.1.3 Time Series Analysis

Inputs and outputs of time series method are identified

based on the lag which is obtained from ACF calculation.

X represents inputs and Y represents outputs for each case.

The results of applying time series for considering scenario

are illustrated in Table 2.

4.1.4 Artificial Neural Network (ANN)

Inputs and outputs of this method are determined based on

the lag. These values are as same as values for time series.

Three error estimations and predicted values which are

eventuated by running ANN for scenario are represented in

Tables 3.

4.1.5 Adaptive Neuro-Fuzzy Inference System (ANFIS)

As last methods, lag number has an impact on determining

inputs and outputs. Here, for the sake of brevity, only

MAPEs of scenarios as an essential factor in determining

the efficiency of method are calculated. MAPE of dis-

cussing scenario is 0.1019, and the predicted value is

0.743.

4.2 Middle-Term Horizon

It is stated in step 1.2 that middle-term time horizon con-

sists of 21 time slots and 108 different scenarios are sim-

ulated by following the developed structure. In this section,

a numerical example to represent the simulation and pre-

diction process for middle-term horizon is presented.

4.2.1 Data Simulation

As mentioned earlier, scenarios of middle-term horizon are

divided into three parts. {1, 2, 3} is an example of all 27

different permutations for the first part of middle-term

scenarios. According to identified intervals in step 1.2, trust

values are created in [0.7 1], [0.4, 0.7] and [0, 0.4],

respectively, which refer to high, medium and low trust

concepts. Table 4 demonstrates creating numbers for the

first part of the scenario (zt; t ¼ 1; 2; . . .; 9).

Mean of last 3 data is 0.18262. As it is in [0 0.3] range,

the next part starts with concept low and the rest slots can

have medium and low concepts. The simulated data

(zt; t ¼ 10; 11; . . .; 18) are shown in Table 5.

Then, the variance of whole 18 data is computed, and

also the mean of the last three numbers is calculated. Mean

of last three data is in [0.3 0.6] range, and also variance is

less than 0.7; so next three values are in the medium range.

Table 6 refers to the generated data (zt; t ¼ 19; 20; 21).

These values represent the scenario (high, medium, low,

low, medium, medium, medium) and are shown in Fig. 5.

4.2.2 Autocorrelation (ACF)

Similar to short-term horizon, before implementing pre-

diction methods ACF calculation is done to determine the

maximum, minimum and lag values which represent the

most effective time slot on next slot’s trustworthiness

value. Results of the ACF are depicted in Table 7.

Considering these values results in determining lag

value, which is equal to 2.

4.2.3 Time Series Analysis

Classical time series analysis technique predicts values

based on inputs and outputs derived from historical data.

Considering lag number, inputs and outputs of each sce-

nario are identified. Obtained results by implementing this

approach is shown in Table 8.

Table 1 ACF results for short-term planning time

ACF values

1 2 3 4 5 6 7 8 9 10 11 12

1 0.709 0.3642 0.0745 -0.15 -0.21 -0.221 -0.28 -0.311 -0.244 -0.145 -0.086

max 

minLag 
-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

0 2 4 6 8 10 12 14

A
C

F 
va

lu
es

 

time slot 

Fig. 4 Max, min, lag for short-term planning time
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4.2.4 Artificial Neural Network (ANN)

For this technique, inputs and outputs are as same as time

series analysis. The results of ANN for discussing example

are illustrated in Table 9.

As stated in Sect. 3 (step 3.2), three error estimation

methods are defined: Mean absolute percentage error

(MAPE), mean absolute error (MAE) and mean square

error (MSE), respectively. The predicted value is based on

the trained function.

4.2.5 Adaptive Neuro-Fuzzy Inference System (ANFIS)

As mentioned in Sect. 4.1.5, for this technique only MAPE

is estimated. Estimated value of MAPE of discussing

example is 0.0341, and the predicted value equals to

0.7915.

4.3 MAPE Comparison

Comparison with MAPEs, commonly used error estimation

measurement, results in examining each technique’s effi-

ciency in prediction of value for provided simulation

structure. The summary of obtaining MAPEs for discussing

examples for each time horizon is depicted in Table 10.

Obviously, ANFISN is an appropriate method for pre-

diction of future experiment trust value which trusted agent

assigns to trusting agent in a short-term and middle-term

horizon. One other point is that, given that middle-term

horizon has more information about the trend of relation-

ship, it is well-trained and an appropriate model is fitted to

predict the future.

Table 2 Time series result for short-term planning time

Trust value Constant Coefficient Predicted

value

x 0.947 0.994 0.919 0.803 0.575 0.432 0.672 0.664 0.327 0.104 0.702 0.022 0.721

y 0.919 0.803 0.575 0.432 0.672 0.664 0.327 0.104 0.238 0.009

Table 3 Results of ANN for short-term planning time

MAPE MAE MSE Prediction

0.3013 0.0474 0.0022 0.6608

Table 6 Values of third part zt

0.578 0.315 0.478

Table 4 Trust values of first part

zt

0.710 0.868 0.965 0.601 0.457 0.511 0.184 0.393 0.063

Table 5 Values of second part

zt

0.257 0.193 0.113 0.357 0.428 0.445 0.336 0.477 0.368

Table 7 ACF results for middle-term planning time

ACF values

1 2 3 4 5 6 7 8 9 10 11 12

1 0.601 0.511 0.188 0.020 -0.100 -0.301 -0.303 -0.355 -0.291 -0.296 -0.073

ACF values

13 14 15 16 17 18 19 20 21

-0.082 -0.003 -0.042 -0.017 0.041 -0.010 0.012 -0.013 0.012

Fig. 5 Scenario (high, medium, low, low, medium, medium,

medium)
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5 Evaluating Complexity of Scenarios

The complexity degree of simulated scenarios has been

calculated according to the formula (7).

Complexity degree ¼
Pm

i¼1 CB Ai;Tð Þ
m

ð7Þ

That:CB city-block1 distance, m number of training

dataset members, T test data vector, A Training dataset

vectorComplexity of short-term sample which mentioned

above is 0.27, and for middle-term scenario this index is 0.34.

6 Conclusion

Nowadays, there is an essential need to be conscious about

market trends to respond to the market demand in an

appropriate way. One approach to survive in a competitive

market is developing new items in desired times.

One of the most important phases of developing new

items is product engineering. Product engineering is the

process of developing new commodity considering cost,

applicability and other features.

The reputation of company and trust of customers to a

company is an effective factor in new items features such

as lifecycle, revenue and durability. Trust is a subjective

belief of an agent about another that can be altered during

the time. Prediction of trust value for future time slots is

an essential process in evaluating the probability of con-

tinuing the transaction between two agents. In the pro-

posed study, a simulation structure is provided to generate

all possible permutations of trust models consisted of high

trust, medium trust and low trust for short-term and

middle-term horizon. This process leads to consideration

of 27 scenarios in short-term horizon and 108 scenarios in

middle-term time horizon. Conventional time series

analysis, ANN and ANFIS are recommended tools for

prediction of trust values of the future. Autocorrelation is

a basic calculation in utilizing time series, ANN and

ANFIS. Based on amount of lag in ACF calculation, Time

series, ANN and ANFIS are applied for each scenario.

MAPE is an index of efficiency for each method that

represents the accuracy of predicted value. The results

address the applicability of ANFIS in prediction of next

slot’s trust value which helps the designers to improve the

quality of product. Based on the achieved values, the

managers decide about the important features of the new

product.

As mentioned before, the simulation structure of data for

long-term planning is different. Due to increasing the time

horizon and historical data for each scenario, simulation

method is complicated from one for short-term and middle-

term planning. It is recommended to develop simulation

methods for long-term planning in future.
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