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Abstract An outranking method is developed within the

environment of hesitant intuitionistic fuzzy linguistic term

sets (HIFLTSs), where the membership degree and the

non-membership degree of the element are subsets of lin-

guistic term set. The directional Hausdorff distance, which

uses HIFLTSs, is proposed, and the dominance relations

are subsequently defined using this distance. Moreover,

some interesting characteristics of the proposed directional

Hausdorff distance are further discussed in detail. In this

context, a collective decision matrix is obtained in the form

of hesitant intuitionistic fuzzy linguistic elements and

analyzes the collective data by using proposed ELECTRE-

based outranking method. The linguistic scale functions are

employed in this paper to conduct the transformation

between qualitative information and quantitative data.

Furthermore, based on the proposed method, we also

investigate the ranking of the alternatives based on a new

proposed definition of HIFLTS. The feasibility and appli-

cability of the proposed method are illustrated with an

example, and a comparative analysis is performed with

other approaches to validate the effectiveness of the pro-

posed methodology.

Keywords Directional Hausdorff distance � Hesitant fuzzy

linguistic term sets � Hesitant intuitionistic fuzzy linguistic

term sets � Multi-criteria decision making � Outranking

method

1 Introduction

In many cases, it is difficult for decision makers (DMs) to

precisely express a preference when solving MCDM

problems with inaccurate, uncertain or incomplete infor-

mation. Under these situations, Zadeh’s fuzzy set [48],

where the membership degree is represented by a real

number between [0, 1], are observed as an important tool

for solving MCDM problems [5, 45], fuzzy logic and

approximate reasoning [49] and pattern recognition [22]. In

practice, however, the information about an alternative in

the universe corresponding to a fuzzy concept may be

imperfect, i.e., the sum of the membership and non-mem-

bership degrees of an element corresponding to the fuzzy

concept can be less than one. The fuzzy set theory fails in

dealing with the insufficient understanding to the mem-

bership degree, while Atanassov’s intuitionistic fuzzy set

(IFS), an extension of Zadeh’s fuzzy set which were

introduced by Atanassov [1], effectively handled the

problems by adding a non-membership degree. Therefore,

IFSs were expected to be applicable to simulate human

decision making process and activities that require corre-

sponding expertise and knowledge. MCDM problems with

IFSs have received appropriate attentions [44, 47]. Some

further extensions of fuzzy sets have been developed,

including type-2 fuzzy sets, hesitant fuzzy set (HFS),
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interval-valued hesitant fuzzy set (IVHFS) and generalized

hesitant fuzzy set (GHFSs) [6, 27, 32]. HFSs permit the

membership degree of an element to be a set of several

possible values between [0, 1] and can be highly useful in

handling the situation where people hesitate to provide

their preferences over objects in a decision making process.

Recently, HFSs have been the subject of a great deal of

research and have been widely applied to MCDM or multi-

criteria group decision making (MCGDM) problems

[36, 41, 50, 53]. Zhou et al. [51] proposed an idea of

hesitant intuitionistic fuzzy set (HIFS) and developed the

corresponding group decision making approach by pre-

senting the hesitant intuitionistic fuzzy preference relation

and its hesitant intuitionistic fuzzy complementary prefer-

ence relation for uncertain preference information. Peng

et al. [24] developed an extension of ELECTRE method

with multi-hesitant fuzzy sets (MHFSs), and they also

studied the fuzzy cross-entropy of IHFSs [23]. Although

GHFSs, IVHFSs, IHFSs and MHFSs have enlarged the

applications of HFSs, all of them are limited to quantitative

information and weak in dealing with qualitative data.

When an expert is hesitant and thinking of several terms

at the same time to assess an alternative, it is not easy for

him/her to provide a single term as an expression of his/her

understanding. In order to handle this situation, Rodrı́guez

et al. [28] used Torra’s idea in defining HFSs [32] to

introduce the concept of hesitant fuzzy linguistic term sets

(HFLTSs). Beg and Rashid [3] extended the fuzzy TOP-

SIS(the technique for order preference by similarity to the

ideal solution) for HFLTS to solve the multi-criteria group

decision making problems. MCDM problems with HFLTSs

are most prominent and have been successfully used in

many fields [17, 19, 20, 54]. Recently, the studies on

MCDM problems in the context of HFLTSs are growing.

For example, Peng and Wang [26] proposed hesitant

uncertain linguistic Z-numbers and their application in

MCGDM problems, Zhou et al. [56] discussed MCDM

approaches based on distance measures for linguistic

hesitant fuzzy sets, while Wang et al. [38] presented a

likelihood-based TODIM approach based on multi-hesitant

fuzzy linguistic information for evaluation in logistics

outsourcing.

Rodrı́guez et al. [28] gave a method for ranking HFLTSs

which is conducted by interval values constructed by the

indexes of the HFLTSs’ envelopes. However, the com-

parison results that have been derived by this method may

not accord with common sense, because it seems to be

unreasonable to say one HFLTS is absolutely superior to

another if these two HFLTSs have some common elements.

To remove this deficiency, Wei et al. [40] developed

comparison methods and studied the aggregation theory for

HFLTSs. Wang et al. [34] further developed the directional

Hausdorff distance and dominance relations together with

some properties and propositions and constructed an

outranking approach to solve MCDM problems in the

context of HFLTSs. Recently, Wei et al. [39] developed

some aggregation operators for aggregating hesitant fuzzy

linguistic information: hesitant fuzzy linguistic weighted

average operator, hesitant fuzzy linguistic ordered weigh-

ted average operator and hesitant fuzzy linguistic hybrid

average operator.

In fuzzy decision making environment, decision makers

may hesitate to choose appropriate linguistic term or lin-

guistic interval to assess alternatives. Thus to manage this

type of situation, Beg and Rashid [4] introduced the con-

cept of hesitant intuitionistic fuzzy linguistic term set

(HIFLTS) which is more suitable for dealing with fuzziness

and uncertainty than the HFLTS. They extended fuzzy

TOPSIS for HIFLTSs with the opinion of finite decision

makers about the criteria of alternatives. Furthermore, Liu

et al. [21] developed the hesitant intuitionistic fuzzy lin-

guistic set and the hesitant intuitionistic fuzzy uncertain

linguistic set which permit the possible membership degree

and non-membership degree of an element to a linguistic

term and an uncertain linguistic term having sets of intu-

itionistic fuzzy numbers. Zhou et al. [52] proposed a new

definition of HIFLTS which they named as intuitionistic

hesitant linguistic set (IHLS) and introduced the corre-

sponding operations of intuitionistic hesitant linguistic

numbers and developed some aggregation operators and

used them to solve MCDM problems. The family of

ELECTRE methods [14, 30, 46] have been selected for

widespread and extensive use in real-world decision situ-

ations. In general, the ELECTRE methods are based on a

common rule: With knowledge of the concordance and

discordance sets for all ordered pairs of alternatives, one

can exploit the outranking relation, which is specific for a

particular choice or a ranking problem. ELECTRE and its

extensions have been widely studied [12, 31, 33] and

applied in various MCDM problems [7, 24, 36]. Recently,

numerous studies have been conducted on the extended

ELECTRE methods in a fuzzy context, such as an

ELECTRE-based outranking method for MCGDM using

HIFLTSs [11], stochastic MCDM approach based on

SMAA-ELECTRE with extended gray numbers [55],

ELECTRE approach with multi-valued neutrosophic

information [25] and an extended outranking approach to

rough stochastic MCDM problems [37].

Motivated by the development of directional Hausdorff

distance and dominance relations of HFLTSs by Wang

et al. [34], an outranking method to solve MCDM problems

is developed in the context of HIFLTSs, which is based

upon the features of the directional Hausdorff distance and

the elicitation of the ELECTRE methods used by Devi and

Yadav [8] and Figueira et al. [13]. This method will be

further tested and compared with the TOPSIS method
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employing HIFLTSs as well as a new proposed definition

of HIFLTS.

The rest of the paper is organized as follows: the pre-

liminary concepts related to the work are briefly reviewed

in Sect. 2. In Sect. 3, the dominance relations between

HIFLTSs and some useful properties are defined together

with a new proposed definition of HIFLTSs. Two MCDM

approaches for decision making based on outranking and

TOPSIS methods with HIFLTSs along with a methodology

of determining the criteria weights are developed in

Sect. 4. A numerical example is given to illustrate the

proposed method in Sect. 5, and it is also validated through

a comparative analysis. The conclusion is presented in the

last section.

2 Preliminaries

Some basic concepts and operations of linguistic term sets

HFSs, HIFSs, HFLTSs and HIFLTSs are briefly reviewed

and discussed in this section.

2.1 Linguistic Term Sets

The linguistic approach is an approximate technique which

represents qualitative data using linguistic variables whose

values are not numbers but words or sentences in a natural

or artificial language [15, 16]. Let S ¼ fs0; s1; . . .; sgg be a

finite linguistic term set with odd cardinality, where each

si ð0� i� gÞ represents a possible value for a linguistic

variable. The following characteristics need to be satisfied:

1. There is a negation operator: negðsiÞ ¼ sj, such that

iþ j ¼ g;

2. The set is ordered: si � sj , i� j. Therefore, there

exist a maximization operator: maxðsi; sjÞ ¼ si, if

sj � si, and a minimization operator: minðsi; sjÞ ¼ si,

if si � sj.

To preserve all of the given information, Xu [42, 43]

extended the discrete linguistic term set S to a continuous

linguistic term set S ¼ fsajs0 � sa � sgg, where if sa 2 S,

then sa is called an original linguistic term; otherwise, sa is

called a virtual linguistic term. In general, the decision

maker uses the original linguistic terms to evaluate alter-

natives, and the virtual linguistic terms can only appear in

operation.

For any two linguistic terms sa; sb 2 S and k 2 ½0; 1�, the

following operational laws were introduced by Xu [42, 43]

as follows:

1. sa � sb ¼ sb � sa ¼ saþb;

2. sa � sb ¼ sb � sa ¼ sab;

3. ksa ¼ ska;

4. ska ¼ sak .

2.2 Hesitant Fuzzy Set

Torra [32] proposed a HFS, which is a more general fuzzy

set and permits the membership to include a set of possible

values.

Definition 2.1 [32] Let X be a fixed set, a hesitant fuzzy

set A on X is defined in terms of a function hAðxÞ that when

applied to X returns a finite subset of [0, 1].

To be easily understood, Xia and Xu [41] express the

HFS by a mathematical symbol:

E ¼ fhx; hEðxÞi j x 2 Xg;

where hEðxÞ is a set of some values in [0, 1], denoting the

possible membership degrees of the element x 2 X to the

set E.

2.3 Hesitant Intuitionistic Fuzzy Set

Zhou et al. [51] developed the idea of HIFS and hesitant

intuitionistic fuzzy number (HIFN) as follows:

Definition 2.2 [51] Let X be a fixed set, then a HIFS K on

X can be defined as follows:

K ¼ fðx; hKðxÞ; mKðxÞÞjx 2 Xg

where hKðxÞ and mKðxÞ represent the membership degree

and the non-membership degree, respectively, of element x

to K, and hKðxÞ is a HFE with hKðxÞ � ½0; 1� and

maxfhKðxÞgþ mKðxÞ� 1. In addition, the pair

ðhKðxÞ; mKðxÞÞ represents the HIFN.

2.4 Hesitant Fuzzy Linguistic Term Set

Motivated by the idea of HFS, Rodrı́guez et al. [29]

introduced the HFLTS as follows:

Definition 2.3 [29] Let S ¼ fs0; s1; . . .; sgg be a linguistic

term set. A HFLTS, HS, is an ordered finite subset of the

consecutive linguistic terms of S.

It should be noted that Definition 2.3 does not give any

mathematical form for HFLTS. To overcome this incom-

pleteness, Liao et al. [18] refined the definition of HFLTS

as follows:

Let X be fixed and S ¼ fs0; s1; . . .; sgg be a linguistic

term set. A HFLTS HS on X is

HS ¼ fhx; hSðxÞi j x 2 Xg

where hSðxÞ is a set of some values in the linguistic term set

S and can be expressed as
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hSðxÞ ¼ fs/l
ðxÞ j s/l

2 S; l ¼ 1; . . .; Lg

with L being the number of linguistic terms in hSðxÞ. hSðxÞ
denotes the possible degrees of linguistic variable x to the

linguistic term set S. For convenience, hSðxÞ is called the

hesitant fuzzy linguistic element.

2.5 Hesitant Intuitionistic Fuzzy Linguistic Term

Set

To extend the HFLTS [29], a HIFLTS that provides a

powerful tool to address vagueness has been proposed by

Beg and Rashid [4] . A prominent characteristic of the

HIFLTS is the simultaneous consideration of membership

degree and non-membership degree. Beg and Rashid [4]

proposed the definition of HIFLTS as follows:

Definition 2.4 [4] A HIFLTS on X are functions M(x) and

N(x) that when applied to X return ordered finite subsets of

the consecutive linguistic term set, S ¼ fs0; s1; . . .; sgg;
which can be represented as the following mathematical

symbol:

ES ¼ fðx;MSðxÞ;NSðxÞÞ j x 2 Xg;

where MSðxÞ and NSðxÞ are the subsets of the consecutive

linguistic term set S, denoting the possible membership

degrees and non-membership degrees of the element x 2 X

to the set ES, with the conditions that

s0 � maxðMSðxÞÞ � minðNSðxÞÞ� sg

and s0 � minðMSðxÞÞ � maxðNSðxÞÞ� sg:

For convenience, we let ES ¼ fMS;NSg be a hesitant

intuitionistic fuzzy linguistic element (HIFLE) and the set

C a family of all HIFLEs. Further, the cardinality of ES

denoted by ESj j is defined to be the sum of cardinalities of

MS and NS i.e., ESj j ¼ MSj j þ NSj j:

Definition 2.5 Let ES ¼ MS;NSf gbe an HIFLTS. Let

M�
S ¼ min

l¼1;...;#MS

sml
ð Þ, Mþ

S ¼ max
l¼1;...;#MS

sml
ð Þ, N�

S ¼

min
l¼1;...;#NS

snlð Þ and Nþ
S ¼ max

l¼1;...;#NS

snlð Þ. Then the linguistic

terms �sm and �sn can be inserted into MS and NS respec-

tively, as follows:

�sm ¼ nMþ
S þ ð1 � nÞM�

S and sn ¼ nNþ
S þ ð1 � nÞN�

S ;

0� n� 1

ð2:1Þ

M�
S , Mþ

S , N�
S and Nþ

S are, respectively, called the lower

and upper bounds of the membership function MS and non-

membership function NS of the HIFLTS ES. Without loss of

generality, in rest of the paper, we assume n ¼ 1
2
.

Definition 2.6 Let S ¼ fs0; s1; . . .; sgg be a linguistic term

set and E1
S ¼ M1

S ;N
1
S

� �
and E2

S ¼ M2
S ;N

2
S

� �
be two arbi-

trary HIFLTSs on S, where Mk
S ¼[s

ik
fs

ik
jik ¼

1; . . .;#Mk
Sg; Nk

S ¼[s
jk
fs

jk
j jk ¼ 1; . . .;#Nk

Sg; k¼ 1;2. We

suppose that L¼ #M1
S ¼#N1

S ¼#M2
S ¼#N2

S (otherwise,

we can extend the shorter one by inserting suitable lin-

guistic terms given as Eq. 2.1).The generalized distance

dgd between E1
S and E2

S for any k> 0 can be defined as

follows:

dgd E1
S;E

2
S

� �
¼ 1

L

XL

l¼1

m1
i1
� m2

i2

�� ��
� �k

þ n1
j1
� n2

j2

���
���

� �k	 
 !1
k

:

ð2:2Þ

For k ¼ 1 and k ¼ 2, the above generalized distance

becomes, respectively, the Hamming distance and the

Euclidean distance between E1
S and E2

S.

One can easily prove that the generalized distance dgd
satisfies the following for any k[ 0:

1. 0� dgd E1
S;E

2
S

� �
� 1;

2. dgd E1
S;E

2
S

� �
¼ 0 if and only if E1

S ¼ E2
S;

3. dgd E1
S;E

2
S

� �
¼ dgd E2

S;E
1
S

� �
.

Definition 2.7 [28, 29] Let S ¼ fs0; s1; . . .; sgg be a lin-

guistic term set, and EGH
be a function that transforms the

linguistic expression II, obtained by a context-free gram-

mar GH , into a HFLTS ES:

EGH
: II �! ES:

The linguistic expressions, generated by using the pro-

duction rules, are then transformed into HFLTSs in dif-

ferent ways as below:

1. EGH
¼ fsijsi 2 Sg ;

2. EGH
ðless than siÞ ¼ fsjjsj 2 S and sj � si g;

3. EGH
(greater than siÞ ¼ fsjjsj 2 S and sj 	 si g;

4. EGH
ðbetween si and sjÞ ¼ fskjsk 2 S and sk 	 si and sk

� sj g.

3 Dominance Relations Between HIFLTSs

3.1 Linguistic Scale Function

To transform the qualitative data properly into quantitative

data, we will use the same linguistic scale functions (LSFs)

as used in [2, 35].
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Definition 3.1 [2, 35] Given the linguistic term si in S,

the LSF f : si �! hi conducting the mapping from si to hi
ði ¼ 0; 1; . . .; gÞ, where 0� h0\h1\ � � �\hg � 1. The

function f is a strictly monotonically increasing function.

On the basis of the label function [35] of linguistic terms,

the simplest form of f is

f : si �!
i

g
ði ¼ 0; 1; . . .; gÞ: ð3:1Þ

The evaluation scale of the linguistic information given

in Formula 3.1 is divided on average. A scale function that

can achieve a bidirectional increase in the geometric pro-

gression of the scale value is defined as

f ðsiÞ ¼ hi ¼

ag � ag�i

2ag � 2
ði ¼ 0; 1; . . .;

g

2
Þ

ag þ ai�g � 2

2ag � 2
ði ¼ g

2
þ 1;

g

2
þ 2; . . .; gÞ

:

8
>><

>>:

ð3:2Þ

Considerable experimental research has determined that

a usually lies in the interval [1.36, 1.4] (see [2]).

If S ¼ fs0; s1; . . .; sgg is a linguistic term set, then the

threshold established for Formulae 3.1 and 3.2 is

min
si2S

ðf ðsiþ1Þ � f ðsiÞÞ ¼ 1
g
:

In terms of the comparison rules, Faizi et al. [11] defined

a comparison method of HIFLTSs as follows:

Definition 3.2 [11] Let ES ¼ fMS;NSg an HIFLE. The

score function ScðESÞ and the accuracy function AcðESÞ of

ES can be defined as follows:

ScðESÞ ¼ scðMSÞ � scðNSÞ ð3:3Þ
AcðESÞ ¼ scðMSÞ þ scðNSÞ ð3:4Þ

here, scðMSÞ ¼ 1
g

P
smi2MS

f 
ðsmi Þ
#MS

, scðNSÞ ¼ 1
g

P
snj2NS

f 
ðsnj Þ
#NS

and f 
 is a LSF defined as before. #MS and #NS indicate

the number of the elements in MS and NS respectively.

Definition 3.3 [11] For any two HIFLEs E1
S ¼ fM1

S ;N
1
Sg

and E2
S ¼ fM2

S ;N
2
Sg;

1. if ScðE1
SÞ[ ScðE2

SÞ; then E1
S � E2

S;

2. if ScðE1
SÞ ¼ ScðE2

SÞ; and

(a) AcðE1
SÞ[AcðE2

SÞ; then E1
S � E2

S;

(b) AcðE1
SÞ ¼ AcðE2

SÞ; then E1
S ¼ E2

S:

The score values of two HIFLEs E1
S and E2

S do not

indicate the degree to which E1
S outranks E2

S. Wang et al.

[34] achieved this goal by defining the directional Haus-

dorff distance for HFLTSs. Therefore, motivated by this

idea, we now propose the directional Hausdorff distance

for HIFLTSs as follows:

Definition 3.4 Let S ¼ fs0; s1; . . .; sgg be a linguistic term

set and E1
S ¼ M1

S ;N
1
S

� �
and E2

S ¼ M2
S ;N

2
S

� �
be two arbi-

trary HIFLTSs on S, where Mk
S ¼ [s

ik
fs

ik
jik ¼

1; . . .;#Mk
Sg; Nk

S ¼ [s
jk
fs

jk
j jk ¼ 1; . . .;#Nk

Sg; k ¼ 1; 2:

The directional Hausdorff distance ddhd from E1
S to E2

S can

be defined as follows:

ddhdðE1
S;E

2
SÞ ¼

1

E2
S

�� ��

P

s
i2
2M2

S

min
s
i1
2M1

S

max 0; f ðs
i1
Þ � f ðs

i2
Þ

� �� �

þ
P

s
j1
2N1

S

min
s
j2
2N2

S

max 0; f ðs
j2
Þ � f ðs

j1
Þ

� �� �

0

BBB@

1

CCCA
if M1

Sþ ¼ M2
Sþ

and N1
Sþ ¼ N2

Sþ

1

E1
S

�� ��

P

s
i1
2M1

S

min
s
i2
2M2

S

max 0; f ðs
i1
Þ � f ðs

i2
Þ

� �� �

þ
P

s
j2
2N2

S

min
s
j1
2N1

S

max 0; f ðs
j2
Þ � f ðs

j1
Þ

� �� �

0

BBB@

1

CCCA
otherwise

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

ð3:5Þ

Example 3.5 Let S ¼ fs0; s1; . . .; s6g be a linguistic term

set and E1
S ¼ fðs0; s1; s2Þ; ðs4; s5Þg and E2

S ¼
fðs4; s5Þ; ðs0; s1Þg be two HIFLTSs and f be a function that

defined in Eq. 3.1. The directional Hausdorff distances

between E1
S and E2

S using Formulae 3.1 and 3.5 can be

given as follows: ddhdðE1
S;E

2
SÞ ¼ 0; ddhdðE2

S;E
1
SÞ ¼ 0:7071

Similarly, the directional Hausdorff distances between

E1
S and E2

S using Formulae 3.2 and 3.5 are given as follows:

ddhdðE1
S;E

2
SÞ ¼ 0; ddhdðE2

S;E
1
SÞ ¼ 0:6244

Definition 3.6 Let S ¼ fs0; s1; . . .; sgg be a linguistic term

set, E1
S;E

2
S and E3

S be three HIFLTSs, then the directional

Hausdorff distance ddhd from E1
S to E2

S defined in Definition

3.4 satisfy the following properties:

1. ddhdðE1
S;E

1
SÞ ¼ 0;

2. 0� ddhdðE1
S;E

2
SÞ� 1;

3. ddhdðE1
S;E

2
SÞ 6¼ ddhdðE2

S;E
1
SÞ:

It is apparent that Properties 1–3 are true, and the proof

is therefore omitted here.

Definition 3.7 The generalized directional Hausdorff

distance dgdhd from E1
S to E2

S can also be defined as follows:
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dgdhdðE1
S;E

2
SÞ ¼

1

E2
S

�� ��
X

s
i2
2M2

S

min
s
i1
2M1

S

max 0; f ðs
i1
Þ � f ðs

i2
Þ

� �� �
 !k

0

B@

þ
P

s
j1
2N1

S

min
s
j2
2N2

S

max 0; f ðs
j2
Þ � f ðs

j1
Þ

� �� �
 !k

1

A

0

BBBB
BBB@

1

CCCC
CCCA

1
k

if M1
Sþ ¼ M2

Sþ

and N1
Sþ ¼ N2

Sþ

1

E1
S

�
�
�
�

X

s
i1
2M1

S

min
s
i2
2M2

S

max 0; f ðs
i1
Þ � f ðs

i2
Þ

� �� �
 !k

0

B@

þ
P

s
j2
2N2

S

min
s
j1
2N1

S

max 0; f ðs
j2
Þ � f ðs

j1
Þ

� �� �
 !k

1

A

0

BBBBBB
B@

1

CCCCCC
CA

1
k

otherwise

8
>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>:

ð3:6Þ

In particular, for k ¼ 1 and k ¼ 2; we can obtain the

directional Hausdorff distance ddhd and the directional

Euclidean–Hausdorff distance ddehd between E1
S and E2

S

respectively. It should be noted that both distances defined

in Eqs. 2.2 and 3.6 are different in nature. The distance

defined in Eq. 2.2 represents a traditional distance between

E1
S and E2

S while distance defined in Eq. 3.6 determines a

degree that E1
S outranks E2

S:

Definition 3.8 Let S ¼ fs0; s1; . . .; s6g be a linguistic term

set and E1
S, E2

S be two HIFLTSs, then the strong dominance

relation, weak dominance relation, and indifference rela-

tion of HIFLTSs can be defined as follows:

1. E1
S strongly dominates E2

S (or E2
S is strongly dominated

by E1
S):E1

S �s E
2
Sðor E2

S �s E
1
SÞ , ddhdðE1

S;E
2
SÞ	 1

g
and

ddhdðE2
S;E

1
SÞ ¼ 0;

2. E1
S weekly dominates E2

S (or E2
S is weekly dominated

by E1
S):E1

S �w E2
Sðor E2

S �w E1
SÞ , ddhdðE1

S;E
2
SÞ\ 1

g

and ddhdðE2
S;E

1
SÞ ¼ 0;

3. Indifference: if ddhdðE1
S;E

2
SÞ ¼ ddhdðE2

S;E
1
SÞ ¼ 0, then

E1
S is indifferent to E2

S, denoted by E1
S  idE

2
S.

4. Incomparable relation: If none of the relations men-

tioned above exist between E1
S and E2

S; then E1
S and E2

S

are incomparable, denoted by E1
S ?ic E

2
S.

In continuation of Example 3.5 and using Definition 3.8,

we conclude that E2
S �0:5164

s E1
S; E3

S �0:7071
s E1

S

and E3
S �0:2887

s E2
S:

Proposition 3.9 Let E1
S ¼ M1

S ;N
1
S

� �
and E2

S ¼
M2

S ;N
2
S

� �
be two arbitrary HIFLTSs on S: If M1

S� [M2
Sþ

and N2
S� [N1

Sþ , then E1
S �s E

2
S:

Proof Since M1
S� [M2

Sþ and N2
S� [N1

Sþ ; then

minfs
i1
js

i1
2 M1

Sg[ maxfs
i2
js

i2
2 M2

Sg and

maxfs
j2
js

j2
2 N2

Sg[ minfs
j1
js

j1
2 N1

Sg;

which indicates that

f ðs
i1
Þ � f ðs

i2
Þ[ 0; s

i1
2 M1

S and s
i2
2 M2

S

f ðs
j2
Þ � f ðs

j1
Þ[ 0; s

j1
2 N1

S and s
j2
2 N2

S :

Therefore, by our proposed definition

ddhd E1
S;E

2
S

� �
¼ 1

E1
S

�� ��

P

s
i1
2M1

S

min
s
i2
2M2

S

max 0; f ðs
i1
Þ � f ðs

i2
Þ

� �� �

þ
P

s
j2
2N2

S

min
s
j1
2N1

S

max 0; f ðs
j2
Þ � f ðs

j1
Þ

� �� �

0

BBB@

1

CCCA

¼ 1

E1
S

�� ��
X

s
i1
2M1

S

min
s
i2
2M2

S

f ðs
i1
Þ � f s

i2

� �� �
þ
X

s
j2
2N2

S

min
s
j1
2N1

S

f ðs
j2
Þ � f ðs

j1
Þ

� �
0

B@

1

CA

¼ 1

E1
S

�� ��
X

s
i1
2M1

S

f ðs
i1
Þ � f M2

Sþ
� �� �

þ
X

s
j2
2N2

S

f ðs
j2
Þ � f N1

Sþ
� �� �

0

B@

1

CA

¼ 1

E1
S

�� ��
f M1

S�
� �

� f M2
Sþ

� �� �
þ � � � þ f M1

Sþ
� �

� f M2
Sþ

� �� �
þ

f N2
S�

� �
� f N1

Sþ

� �� �
þ � � � þ f N2

Sþ
� �

� f N1
Sþ

� �� �

 !

	
E1
S

�� �� f M1
S�

� �
� f M2

Sþ

� �� �
þ f N2

S�
� �

� f N1
Sþ

� �� �� �

E1
S

�� ��

	 min
si2S

f ðsiþ1Þ � f ðsiÞð Þ ¼ 1

g

Further, the directional Hausdorff distance between E2
S and

E1
S is given as

ddhd E2
S;E

1
S

� �
¼ 1

E2
S

�� ��

P

s
i2
2M2

S

min
s
i1
2M1

S

max 0; f ðs
i1
Þ � f ðs

i2
Þ

� �� �
þ

P

s
j1
2N1

S

min
s
j2
2N2

S

max 0; f ðs
j2
Þ � f ðs

j1
Þ

� �� �

0

BBB@

1

CCCA

¼ 1

E2
S

�� �� min
s
i1
2M1

S

ð0Þ þ min
s
j2
2N2

S

0ð Þ
 !

¼ 0: Hence E1
S �s E

2
S:

h

Proposition 3.10 Let E1
S ¼ M1

S ;N
1
S

� �
and

E2
S ¼ M2

S ;N
2
S

� �
be two arbitrary HIFLTSs on S: If

M1
Sþ [M2

Sþ 	M1
S� and N1

Sþ\N2
Sþ �N1

S� , then E1
S �s E

2
S or

E1
S �w E2

S:

Proof Suppose some s
i1
�M2

Sþ and s
j2
�N1

Sþ where s
i1
2

M1
S ; s

j2
2 N2

S : Then

max 0; f ðs
i1
Þ � f M2

Sþ
� �� �

¼

min
s
i2
2M2

S

max 0; f ðs
i1
Þ � f ðs

i2
Þ

� �n o
¼ 0;

max 0; f ðs
j2
Þ � f N1

Sþ
� �� �

¼ 0 and

min
s
j1
2N1

S

max 0; f ðs
j2
Þ � f ðs

j1
Þ

� �n o
¼ 0:

Further, suppose s
i1
[M2

Sþ ; where s
i1
2 M1

S and s
i1
[ s

i2

for any s
i2
2 M2

S ; then

T. Rashid et al.: ELECTRE-Based Outranking Method for Multi-criteria Decision Making... 83

123



min
s
i2
2M2

S

max 0; f ðs
i1
Þ � f ðs

i2
Þ

� �n o
¼ min

s
i2
2M2

S

f ðs
i1
Þ � f ðs

i2
Þ

n o

¼ f ðs
i1
Þ � f M2

Sþ
� �

Similarly, suppose s
j2
[N1

Sþ ; where s
j2
2 N2

Sþ and s
j2
[ s

j1

for some s
j1
2 N1

S ; then

min
s
j1
2N1

S

max 0; f ðs
j2
Þ � f ðs

j1
Þ

� �n o
¼ min

s
j1
2N1

S

f ðs
j2
Þ � f ðs

j1
Þ

n o

¼ f ðs
j2
Þ � f N1

Sþ
� �

So by our definition

ddhd E1
S;E

2
S

� �
¼ 1

E1
S

�� ��

P

s
i1
2M1

S

min
s
i2
2M2

S

max 0; f ðs
i1
Þ � f ðs

i2
Þ

� �� �

þ
P

s
j2
2N2

S

min
s
j1
2N1

S

max 0; f ðs
j2
Þ � f ðs

j1
Þ

� �� �

0

BBB
@

1

CCC
A

¼ 1

E1
S

�� ��
X

s
i1
2M1

S

f ðs
i1
Þ � f M2

Sþ
� �� �

þ
X

s
j2
2N2

S

f ðs
j2
Þ � f N1

Sþ
� �� �

0

B@

1

CA[ 0

For any s
i2
2 M2

S ; if s
i2
�M2

Sþ\M1
Sþ ; then

f ðs
i2
Þ � f ðM1

SþÞ\0:

Similarly, for any s
j1
2 N1

S ; if s
j1
�N1

Sþ\N2
Sþ ; then

f ðs
j1
Þ � f ðN2

SþÞ\0:

Therefore, max 0; f ðs
i2
Þ � f ðM1

SþÞ
� �

¼ 0 and

max 0; f ðs
j1
Þ � f ðN2

SþÞ
� �

¼ 0

ddhd E2
S;E

1
S

� �
¼ 1

E2
S

�� ��

P

s
i2
2M2

S

min
s
i1
2M1

S

max 0; f ðs
i1
Þ � f ðs

i2
Þ

� �� �

þ
P

s
j1
2N1

S

min
s
j2
2N2

S

max 0; f ðs
j2
Þ � f ðs

j1
Þ

� �� �

0

BBB@

1

CCCA

¼ 1

E2
S

�� ��
X

s
i2
2M2

S

min
s
i1
2M1

S

0ð Þ þ
X

s
j1
2N1

S

min
s
j2
2N2

S

0ð Þ

0

B@

1

CA ¼ 0

Therefore, ddhdðE1
S;E

2
SÞ[ 0; ddhdðE2

S;E
1
SÞ ¼ 0 which fur-

ther implies that E1
S �s E

2
S or E1

S �w E2
S by the statement

related to strong and week dominance relations given in

Definition 3.8. h

Proposition 3.11 Let E1
S ¼ M1

S ;N
1
S

� �
and

E2
S ¼ M2

S ;N
2
S

� �
be two arbitrary HIFLTSs on S: If

M1
Sþ [M2

Sþ and N1
Sþ [N2

Sþ , then E1
S ?ic E

2
S i.e.

ddhdðE1
S;E

2
SÞ 6¼ 0 and ddhdðE2

S;E
1
SÞ 6¼ 0:

Proof The proof is similar to that of Proposition 3.9 and

is therefore omitted here. h

Properties Let S ¼ fs0; s1; . . .; sgg be a linguistic term

set and ES;E
1
S ,E2

S 2 C. The followings are true.

1. The strong dominance relations are categorized as:

(a) Irreflexivity: 8ES 2 C, ES¤sES;

(b) Asymmetry: 8E1
S;E

2
S 2 C, E1

S �s E
2
S ;

E2
S �s E

1
S;

(c) Transitivity: 8ES;E
1
S;E

2
S 2 C, ES �s E

1
S and

E1
S �s E

2
S ) ES �s E

2
S.

2. The weak dominance relations are categorized as:

(a) Irreflexivity: 8ES 2 C, ES¤wES;

(b) Asymmetry: 8E1
S;E

2
S 2 C, E1

S �w E2
S ;

E2
S �w E1

S;

(c) Non-transitivity: 8ES;E
1
S;E

2
S 2 C, ES �w E1

S and

E1
S �w E2

S;ES �w E2
S.

3. The indifference relations are categorized as:

(a) Irreflexivity: 8ES 2 C, ES  idES;

(b) Asymmetry: 8E1
S;E

2
S 2 C, E1

S  idE
2
S ;

E2
S  idE

1
S;

(c) Transitivity: 8ES;E
1
S;E

2
S 2 C, ES  idE

1
S and

E1
S  idE

2
S ) ES  idE

2
S.

4. The incomparable relations are categorized as:

(a) Irreflexivity: 8ES 2 C, ES 0 ES;

(b) Asymmetry: 8E1
S;E

2
S 2 C, E1

S ?ic E
2
S )

E2
S ?ic E

1
S;

(c) Non-transitivity: 8ES;E
1
S;E

2
S 2 C, ES ?ic E

1
S and

E1
S ?ic E

2
S;ES ?ic E

2
S.

To avoid the difficulty of providing the membership and

non-membership information simultaneously in the deci-

sion making process under the HIFN environment, Zhou

et al. [51] further provided a simplified HIFN in Definition

2.2. Motivated by this idea, we further propose a simplified

HIFLTS as follows:

Definition 3.12 Let X be a fixed set and S ¼
fs0; s1; . . .; sgg be a linguistic term set. Then a HIFLTS ES

on X can also be defined as follows:

ES ¼ fðx;MSðxÞ; nSðxÞÞ j x 2 Xg;

where MS and nS represent the membership degree and the

non-membership degree, respectively, of element x to ES,

and MS is a HFE of the consecutive linguistic term set S

i.e.MS � S and nS ¼ fsjg is a singleton set satisfying

s0 � maxfMSg� sj � sg. For convenience, ES ¼
fMSðxÞ; nSðxÞg a hesitant intuitionistic fuzzy linguistic

element (HIFLE). We can see that the HIFLTS ES satisfies

the basic condition of HIFLTS which was initially pro-

posed by Beg and Rashid [4].

We can also modify the generalized directional Haus-

dorff distance formula between HIFLTSs E1
S and E2

S as

follows:
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Definition 3.13 Let S ¼ fs0; s1; . . .; sgg be a linguistic

term set and E1
S ¼ M1

S; n
1
S

� �
and E2

S ¼ M2
S; n

2
S

� �
be two

arbitrary HIFLTSs on S, where Mk
S ¼ [s

ik
fs

ik
j ik ¼

1; . . .;# Mk
Sg; nkS ¼ fs

jk
g; s0 � maxfMk

Sg � s
jk
� sg;

k ¼ 1; 2: The generalized directional Hausdorff distance

dgdhd from E1
S to E2

S can be defined as follows:

dgdhdð E1
S;E

2
SÞ ¼

1

E2
S

�� ��
X

s
i2
2M2

S

min
s
i1
2M1

S

max 0; f ðs
i1
Þ � f ðs

i2
Þ

� �� � !k
0

B@

þ max 0; f ðs
j2
Þ � f ðs

j1
Þ

� �� �k 


0

BBBBB@

1

CCCCCA

1
k

if M1
Sþ ¼ M2

Sþ

and s
j1
¼ s

j2

1

E1
S

�� ��
X

s
i1
2M1

S

min
s
i2
2M2

S

max 0; f ðs
i1
Þ � f ðs

i2
Þ

� �� � !k
0

B@

þ max 0; f ðs
j2
Þ � f ðs

j1
Þ

� �� �k


0

BBBBB@

1

CCCCCA

1
k

otherwise

8
>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>:

ð3:7Þ

For k ¼ 1; we can obtain the directional Hausdorff

distance ddhd between E1
S and E2

S. Similarly for k ¼ 2; we

can obtain the directional Euclidean–Hausdorff distance

ddehd between E1
S and E2

S.

Proposition 3.14 Let E1
S ¼ M1

S; n
1
S

� �
and E2

S ¼
M2

S; n
2
S

� �
be two arbitrary HIFLTSs on S as defined in

Definition 3.12. Then the following can be easily proven.

1. If M1
S� [M2

Sþ and s
j2
[ s

j1
, then E1

S �s E
2
S;

2. If M1
Sþ [M2

Sþ 	M1
S� and s

j1
\s

j2
, then E1

S �s E
2
S or

E1
S �w E2

S;

3. If M1
Sþ [M2

Sþ and s
j1
[ s

j2
, then E1

S ?ic E
2
S i.e.

ddhdðE1
S;E

2
SÞ 6¼ 0 and ddhdðE2

S;E
1
SÞ 6¼ 0:

4 MCDM Approaches with HIFLTSs

This section describes two MCDM approaches for decision

making based on outranking and TOPSIS methods using

HIFLTSs. It also includes a methodology of determining

the criteria weights based on score values of HIFLEs.

In a multi-criteria linguistic ranking or selection prob-

lem, there are n alternatives, denoted by

A ¼ fa1; a2; . . .; ang. Each alternative is assessed by means

of m criteria, denoted by C ¼ fc1; c2; . . .; cmg, and the

evaluations are undertaken using linguistic expressions.

The weight of the criterion cj is wj, where

wj 	 0 ðj ¼ 1; 2; . . .;mÞ, and
Pm

j¼1 wj ¼ 1. The hesitant

intuitionistic fuzzy linguistic value of ai under cj is in the

form of HIFLTSs and denoted by aij.

4.1 Outranking Method Based on Directional

Hausdorff Distance

The concordance and discordance indices.

Definition 4.1 The set of subscripts for all criteria is

J ¼ fjjj ¼ 1; 2; . . .;mg. Based on the relationship between

the alternatives ai and ak, the following sets can be then

defined:

1. The set of subscripts for all criteria that meet the

constraint aij �s akj
is Csðai; akÞ ¼ fjj1� j�m; aij

�s akj
g.

2. The set of subscripts for all criteria that meet the

constraint aij �w a
kj

is Cwðai; akÞ ¼ fjj1� j�m;

aij �w a
kj
g.

3. The set of subscripts for all criteria that meet the

constraint aij �s akj
is Dsðai; akÞ ¼ fjj1� j�m;

aij �s akj
g.

4. The set of subscripts for all criteria that meet the

constraint aij �w a
kj

is Dwðai; akÞ ¼ fjj1� j�m; aij
�w a

kj
g.

5. The set of subscripts for all criteria that meet the

constraint aij  idakj
is IDðai; akÞ ¼ IDðak; aiÞ ¼

fjj1� j�m; aij  idakj
g.

The integration of the ELECTRE method and HIFLTSs

is utilized in this paper, and corresponding definitions are

therefore required here.

Using the weight vector x associated with criteria, we

define the comprehensive concordance index cik between ai
and ak as follows:

cik ¼
X

j2Rðai;akÞ
wj þ

X

j2Dwðai;akÞ
wjdhdhðakj

; aijÞ; ð4:1Þ

where Rðai; akÞ ¼ Csðai; akÞ [ Cwðai; akÞ [ IDðai; akÞ and

the concordance matrix is

C ¼

� c12 c13 � � � c1ðn�1Þ c1n

c21 � c23 � � � c2ðn�1Þ c2n

� � � � � � � � � � � � � � � �
cðn�1Þ1 cðn�1Þ2 cðn�1Þ3 � � � � cðn�1Þn

cn1 cn2 cn3 � � � cnðn�1Þ �

2

6666664

3

7777775

:

The discordance index dik between ai and ak is thus defined

as follows:

dik ¼
max

j2Dsðai;akÞ[Dwðai;akÞ
fwjdhdhðakj

; aijÞg

max
j2J

wjðdhdhðaij
; akjÞ þ dhdhðakj

; aijÞÞ
; ð4:2Þ
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where the discordance matrix D is

D ¼

� d12 d13 � � � d1ðn�1Þ d1n

d21 � d23 � � � d2ðn�1Þ d2n

� � � � � � � � � � � � � � � �
dðn�1Þ1 dðn�1Þ2 dðn�1Þ3 � � � � dðn�1Þn

dn1 dn2 dn3 � � � dnðn�1Þ �

2

6666664

3

7777775

:

To rank all alternatives, the net dominance index of ak is

ck ¼
Xn

l¼1
l 6¼k

ckl �
Xn

l¼1
l 6¼k

clk; ð4:3Þ

and the net disadvantage index of ak is

dk ¼
Xn

l¼1
l 6¼k

dkl �
Xn

l¼1
l 6¼k

dlk: ð4:4Þ

Obviously, ck is the major factor that equals the sum of the

concordance indices between ak and others, minus the sum

of the concordance indices between al ðl 6¼ kÞ and ak. The

dominance index ck reflects the dominance degree of ak
among all alternatives. Similarly, dk reflects the disadvan-

tage degree of ak . Therefore, while ck is greater and dk is

less, ak gets higher dominance among all alternatives. Now

the ranking rule can be defined as follows.

Definition 4.2 The ranking rule of two alternatives is

1. if cl\ck and dl [ dk, then ak is superior to al , denoted

by ak � al;

2. if cl ¼ ck and dl ¼ dk, then al is indifferent to ak,

denoted by al  ak;

3. if none of the relations mentioned above exists

between al and ak, then al and ak are incomparable,

denoted by al ? ak.

4.2 TOPSIS Method for MCDM with HIFLTSs

Based on Generalized Euclidean Distance

In this subsection, we now describe MCDM approach using

the TOPSIS method with HIFLTSs. With the aforemen-

tioned assumptions as given in the same Section, TOPSIS

is performed using the following five steps:

Step 1 Construction of the hesitant intuitionistic fuzzy

linguistic decision matrix A ¼ ½ESij � using the expert

opinion where i ¼ 1; . . .; n and j ¼ 1; . . .;m.

Step 2 Determine the hesitant intuitionistic linguistic

positive ideal solution xþ and hesitant intuitionistic lin-

guistic negative ideal solution x� which can be defined,

respectively, as follows:

xþ ¼ ES1þ ;ES2þ ; . . .;ESnþ

� �
and x� ¼ ES1� ;f

ES2� ; . . .;ESn�g where for j ¼ 1; 2; . . .; n;

ESjþ ¼
max
i¼1;...;n

Mþ
Sij

	 

; min

i¼1;...;n
Nþ
Sij

	 
� �
; forbenefitcriterioncj

min
i¼1;...;n

Mt�
Sij

	 

; max

i¼1;...;n
Nt�
Sij

	 
� �
; forcostcriterioncj

8
>>><

>>>:

;

ESj� ¼
min

i¼1;...;n
Mþ

Sij

	 

; max

i¼1;...;n
Nþ
Sij

	 
� �
; forbenefitcriterioncj

max
i¼1;...;n

Mt�
Sij

	 

; min

i¼1;...;n
Nt�
Sij

	 
� �
; forcostcriterioncj

8
>>><

>>>:

:

Step 3 Using the proposed generalized distance measure

(Eq. 2.2) between two HIFLTSs for different values of k,

calculate the distance between each alternative ai and the

hesitant intuitionistic fuzzy linguistic positive ideal solu-

tion xþ, and the distance between each alternative xi and

the hesitant intuitionistic fuzzy linguistic negative ideal

solution x� which can be defined, respectively, as follows:

Dþ
i ¼

Xm

j¼1

dgdðASij ;ESjþÞ; D�
i ¼

Xm

j¼1

dgdðASij ;ESj�Þ; i

¼ 1; 2; . . .; n:

Step 4 Calculate the relative closeness coefficient Ci of

alternative ai with respect to ideal solution xþ using the

following equation:

Ci ¼
D�

i

Dþ
i þ D�

i

Step 5 Rank the alternatives according to ranking of Ci.

The larger the value of Ci, the higher priority of the

alternative ai.

4.3 Method of Determining the Criteria Weights

It is worth noticing that, sometimes, the information about

criteria weights is completely unknown due to lack of

information, incomplete knowledge of the studied system,

time pressure or expert’s hesitation. It is necessary, there-

fore to allocate weights to the criteria in order to give them

their relative priority in a MCDM problem. The score-

based weight generation method is given as follows:

Let B ¼ ½Scij� be a matrix obtained by calculating the

score values (using Eq. 3.3) of each HIFLE ESij of the

matrix A ¼ ½ESij �; ði ¼ 1; 2; . . .; n and j ¼ 1; 2; . . .;mÞ. The

weight index of each criterion can be determined as:

wj ¼
Pn

i¼1
1þScij

2Pm
j¼1

Pn
i¼1

1þScij
2

ð4:5Þ

where wj 	 0 ðj ¼ 1; 2; . . .;mÞ,
Pm

j¼1 wj ¼ 1. Here, it

should be noted that if the score value of a criterion is

bigger across alternatives, then the criterion should be

assigned bigger weight; otherwise, such a criterion will be

judged unimportant by most decision makers.
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5 An Illustrative Example

In this section, a practical example with given information

about criteria weights is considered to illustrate the pro-

posed method.

Due to the emergence of Mathematics as a rapidly

growing discipline/field, a distance education university

wants to initiate three more courses in the department. In

this context, it is decided to use the internal resources for

the recording of these courses. The Head of Department

selected three members/alternatives a1; a2 and a3 from his

team for the accomplishment of this task. After the com-

pletion, the recorded courses will be evaluated on the basis

of four criteria: the subject knowledge C1, the communi-

cation skills C2, the course presentation C3 and the time

management C4. Assuming W = (0.4, 0.2, 0.3, 0.1) as the

weight vector for the above listed criteria. Here, it should

be noted that if the criteria weights are completely

unknown for the problem. The optimal weight vector for

the matrix A can be determined using Eq. 4.5, and then,

ranking order of alternatives will be changed accordingly.

Let S ¼ fs0 ¼Very Poor; s1 ¼Poor; s2 ¼Medium

Poor; s3 ¼Fair; s4 ¼Medium Good; s5 ¼Good; s6 ¼Very

Goodg:
The procedures for obtaining the best alternative are

now outlined.

Step 1 Transform the linguistic expressions into

HIFLTSs according to Definition 2.7. The three alterna-

tives are to be evaluated under the above four criteria in the

form of HIFLTSs, as shown in the following hesitant

intuitionistic fuzzy linguistic decision matrix A as follows:

A ¼
fðs2; s3Þ; ðs0Þg fðs4; s5; s6Þ; ðs0Þg fðs0; s1; s2Þ; ðs4Þg fðs4; s5Þ; ðs0; s1Þg
fðs3Þ; ðs2; s3Þg fðs2; s3; s4Þ; ðs0; s1Þg fðs2; s3Þ; ðs3; s4Þg fðs6Þ; ðs0Þg

fðs3; s4Þ; ðs0; s1Þg fðs3; s4Þ; ðs0; s2Þg fðs4Þ; ðs0; s2Þg fðs0; s1; s2; s3Þ; ðs3Þg

2

64

3

75

Step 2 Determine the sets of criteria labels in terms of

Definition 4.1 and dominance relations between aij and akj.

The sets of criteria labels are given below:

CSða1; a2Þ ¼ f1; 2g; CWða1; a2Þ ¼ ;; IDða1; a2Þ ¼ ;; DSða1; a2Þ ¼ f4g;
DWða1; a2Þ ¼ f3g;CSða1; a3Þ ¼ f2; 4g; CWða1; a3Þ ¼ ;;
IDða1; a3Þ ¼ f1g; DSða1; a3Þ ¼ f3g; DWða1; a3Þ ¼ ;;
CSða2; a3Þ ¼ f4g; CWða2; a3Þ ¼ f2g; IDða2; a3Þ ¼ ;;
DSða2; a3Þ ¼ f1; 3g; DWða2; a3Þ ¼ ;:

The dominance relations are determined as follows:

a11 �0:2778
s a21; a12 �0:1667

s a22; a13 �0:0417
w

a23; a14 �0:1667
s a24:

Similarly a11 ?ic a31; a12 �0:2083
s a32; a13 �0:2222

s

a33; a14 �0:2083
s a34;

a21 �0:1667
s a31; a22 �0:0333

w a32; a23 �0:2222
s a33; a24 �0:5000

s a34:

Step 3 Determine the concordance and discordance

matrix.

Based on Formula 4.1, the concordance matrix C can be

obtained as below:

C ¼
0 0:6125 0:7

0:4 0 0:3

0:7 0:7067 0

2

64

3

75

Based on Formula 4.2, the discordance matrix D is as

follows:

D ¼
0 0:15 1

1 0 1

0:6250 0:7499 0

2

64

3

75

Step 4 Get the net dominance and disadvantage indices:

Based on Formulae 4.3 and 4.4, the net dominance index

and the net disadvantage index for each alternative are,

respectively, shown as follows:

c1 ¼0:2125; c2 ¼ �0:6192; c3 ¼ 0:4067;

d1 ¼� 0:4749; d2 ¼ 1:1001; d3 ¼ �0:6252:

Step 5 Rank the alternatives in accordance with ci and di ,

referring to Definition 4.2.

As c3 [ c1 [ c2 and d3\d1\d2: Hence,

a3 � a1 � a2 and thus the best alternative is a3.

In addition, if we use Definition 3.12 of HIFLTS ES

proposed in Sect. 3, the corresponding decision matrix is

A ¼
fðs2; s3Þ; ðs3Þg fðs4; s5; s6Þ; ðs0Þg fðs0; s1; s2Þ; ðs4Þg fðs4; s5Þ; ðs1Þg
fðs3Þ; ðs3Þg fðs2; s3; s4Þ; ðs2Þg fðs2; s3Þ; ðs3Þg fðs6Þ; ðs0Þg

fðs3; s4Þ; ðs2Þg fðs3; s4Þ; ðs2Þg fðs4Þ; ðs2Þg fðs0; s1; s2; s3Þ; ðs3Þg

2

64

3

75

Suppose that the hesitant intuitionistic fuzzy linguistic

value of the alternative ai under the criteria cj in the form

of HIFLTSs (Definition 3.12) is denoted by aij. The con-

cordance and discordance matrices C and D respectively,

are obtained as follows:

C ¼
0 0:6333 0:3444

0:8 0 0:3

0:7 0:9 0

2

64

3

75; D ¼
0 0:1384 0:3114

0:1730 0 0:1558

0:1297 0:1557 0

2

64

3

75

The net dominance and disadvantage indices are,

respectively,

c1 ¼ �0:5222; c2 ¼ �0:4333; c3 ¼ 0:9556;

d1 ¼ 0:1471; d2 ¼ 0:0346; d3 ¼ �0:1817:

As c3 [ c2 [ c1 and d3\d2\d1: Hence, a3 � a2 � a1

and thus the best alternative is again a3.
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5.1 Comparison Analysis

For HIFLTS ES proposed in Definition 2.4, the dominance

relations between a11; a21 and a31 are, respectively,

a11 [ 0:2778
s a21; a11 ?ic a31 and a21\0:16667

s a31; between

a22; a32 is a22 [ 0:0333
w a32 for k ¼ 1: Similarly for HIFLTS

ES proposed in Definition 3.12, the dominance relations

between a11; a21; a31 are, respectively, a11  ida21;

a11\0:1111
w a31 and a21\0:1111

w a31; between a22; a32 is

a22  ida32 for k ¼ 1:

As in the decision matrix based on HIFLTS ES; a11 ¼
fðs2; s3Þ; ðs0Þg; a21 ¼ fðs3Þ; ðs2; s3Þg; a31 ¼ fðs3; s4Þ;
ðs0; s1Þg; a22 ¼ fðs2; s3; s4Þ; ðs0; s1Þg and a32 ¼
fðs3; s4Þ; ðs0; s2Þg: After applying Definition 3.12, the cor-

responding HIFLEs are a11 ¼ fðs2; s3Þ; ðs3Þg; a21 ¼
fðs3Þ; ðs3Þg; a31 ¼ fðs3; s4Þ; ðs2Þg; a22 ¼ fðs2; s3; s4Þ; ðs2Þg
and a32 ¼ fðs3; s4Þ; ðs2Þg. The membership and non-mem-

bership functions of a11 and a21 have the linguistic vari-

ables of almost same weightage. That is why,

ddhdða11; a21Þ ¼ ddhdða21; a11Þ ¼ 0 means a11  ida21: In

a11 and a31 based on HIFLTS ES; Mþ
11 �Mþ

31 and

Nþ
11 �Nþ

31 and as a result a11 ?ic a31 while the result is

different ða11\0:1111
w a31Þ based on HIFLTS ES due to

getting strength in the non-membership function of

a31 imposed by Definition 3.12. Similarly, a slight change

also occurred while computing the dominance relation

between a21 anda31: For a22 and a32 based on HIFLTS ES;

the dominance relation between them is a22 [ 0:0333
w a32 but

after applying Definition 3.12, the non-membership func-

tions of both a22 and a32 are similar and that is why

ddhdða22; a32Þ ¼ ddhdð a32; a22Þ ¼ 0 means a22  ida32. All

these four results effect the computation of decision anal-

ysis based on HIFLTS ES and we get a slight change in the

ranking order of alternatives a1 and a2. Therefore, we

believe that Definition 2.4 is somehow stronger than Def-

inition 3.12 because during the assessment based on Defi-

nition 2.4, DMs have liberty to analyze an alternative based

on its non-membership linguistic variables. Here, it should

be noted that the linguistic expressions provided by DMs in

the form of HIFLTSs (Definitions 2.4 and 3.12) cannot be

transformed into HIFLTSs proposed by Zhou et al. in

Definition 3.3 by using the transformation function EGH

(Definition 2.7) because of having different natures. In

decision making problems, decision makers can assess an

alternative according to his/her need and interests.

The ranking results of HIFLTS ES (Definition 2.4) for

different values of k using Formulae 3.1, 3.6 and Formulae

3.2, 3.6 are summarized in Table 1 and Table 2, respec-

tively. This indicates that the final ranking of the alterna-

tives remains unchanged regardless of the values of

parameter k and the corresponding LSF f, which also ver-

ifies the strength of the proposed method. We can also see

that a1 ? a2 and a2 ? a3 when k ¼ 1 using Formulae 3.2

and 3.6 but with the increase in the value of parameter k,

the ranking of alternatives gets stronger as shown in

Table 2.

Similarly, the ranking results with HIFLTS ES(Defini-

tion 3.12) for different values of k using Formulae 3.1, 3.7

and Formulae 3.2, 3.7 (by selecting a = 1.4) are summa-

rized in Table 3 and Table 4, respectively. This also indi-

cates that the final ranking of the alternatives remains

unchanged regardless of the values of parameter k and the

corresponding LSF f, which also verifies the strength of the

proposed method. The alternatives a2 and a3 are incom-

parable when k ¼ 1 using Formulae 3.2 and 3.7 but again

with the increase in the value of parameter k, the alterna-

tives ranking get stronger as shown in Table 4.

The same numerical example is solved with the help of

TOPSIS method by following steps 1–5 as mentioned in

Sect. 4.2, and the ranking results are shown in Table 5 for

different values of k.

From Tables 1 and 5, we notice that the ranking order of

alternatives obtained from the TOPSIS method agrees with

the ranking order as obtained from the outranking method

for k ¼ 1; 2 using the LSF 3.1. However, the ranking order

is slightly different in both methods for k ¼ 4 and some-

how unstable for k ¼ 6 and k ¼ 10. For example, the

alternatives have the same ranking a3 � a1 � a2 for k ¼
1; 2 after utilizing both methods. For k ¼ 4; the ranking

order of the alternatives using the TOPSIS method

is a1 � a3 � a2, which is slightly different from the rank-

ing order as obtained in the outranking method for the same

value of k.

Similarly, from Tables 2 and 5 and using the LSF 3.2,

we notice that the ranking order of alternatives obtained

from the TOPSIS method is slightly different from the

ranking order as obtained from the outranking method for

Table 1 The evaluation results

of ES using Formulae 3.1 and

3.6

c1 c2 c3 d1 d2 d3 Ranking

k = 1 0.2125 -0.6192 0.4067 -0.4749 1.1001 -0.6252 a3 � a1 � a2

k = 2 0.2000 -0.6149 0.4149 0.0877 1.2525 -1.3402 a3 � a1 � a2

k = 4 0.2000 -0.6223 0.4223 0.4988 0.9517 -1.4504 a3 � a1 � a2

k = 6 0.2000 -0.6255 0.4255 0.6418 0.7876 -1.4294 a3 � a1 � a2

k = 10 0.2000 -0.6284 0.4284 0.6728 0.7362 -1.4090 a3 � a1 � a2
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different values of k. For example, the ranking order of

alternatives is a3 � a1 � a2 using the outranking method,

whereas in the TOPSIS method, the ranking order

is a1 � a3 � a2 for different values of k. The k can be seen

as the risk attitude of the decision maker. The larger the k
is, the more risk-seeking the decision maker is. This is due

to that the large evaluation values play more and more

important role in the results and the effects of relative small

values have been reduced during aggregation process. The

decision maker can select the corresponding k according to

his/her risk attitude and real needs.

6 Conclusion

This paper has presented an outranking method to solve

MCDM problems with HIFLEs. In the method, a decision

matrix is constructed by the DMs with HIFLTSs. There are

two components in the evaluation information; one com-

ponent expresses the probable priority intensity in which an

alternative is preferred to another, whereas the other com-

ponent calculates the non-priority intensity in which an

alternative is non-preferred to another. Based on the decision

matrix, the dominance relations between aij and akj are

determined by using the proposed directional Hausdorff

distance of HIFLTSs and found the net dominance and

disadvantage indices based on the concordance and discor-

dance matrices. The proposed directional Hausdorff distance

formula for HIFLTSs has a clear logic and a simple com-

putation process. Some comparisons between the dominance

and disadvantage indices for different values of k are

determined, and their differences are analyzed in details

through a numerical example. The accuracy and reliability

of the proposed method was demonstrated with comparison

of results obtained in the TOPSIS method employing

HIFLTSs. It is important to highlight that, since the pro-

posed definition of HIFLTS is new and different from the

existing definitions, it can give experts or decision analysts

one more choice for identifying the appropriate decision

model(s) to solve MCDM problems. The method has large

computation difficulties while increasing the number alter-

natives/criteria in MCDM problems. It is worth noting that

the mathematical expression of HIFLTS looks more com-

plex than other linguistic models and the corresponding

operations are tedious. Nevertheless, considering the merits

of HIFLTS in facilitating decision makers to generate lin-

guistic assessment values under uncertainty, HIFLTS

deserves wide recognition and further research. In view of

this, the possible applications of the proposed approach

include new product development, performance evaluation,

emergency management evaluation, service quality evalua-

tion and other similar linguistic decision making problems

that require the hesitance in the original evaluation infor-

mation to be retained using HIFLTSs. The following

directions should be considered for our further research:

1. Dong et al. [9] presented a technique of connecting the

linguistic hierarchy and the numerical scale for the

2-tuple linguistic model and its uses to deal with hesitant

unbalanced linguistic information. We argue that it will

be interesting in any future research to develop such

technique and the numerical scale in the context of

hesitant intuitionistic fuzzy linguistic GDM environment.

2. Dong et al. [10] defined a complex and dynamic

MCGDM problem and proposed its resolution frame-

work and proposed a selection process in the context of

heterogeneous attributes that obtains the ranking of

individual alternatives and a collective solution. It will

be an interesting future study to workout in the

complex and dynamic MCGDM problem under hesi-

tant intuitionistic fuzzy linguistic environment.

Table 2 The evaluation results

of ES using Formulae 3.2 and

3.6

c1 c2 c3 d1 d2 d3 Ranking

k = 1 0.2379 -0.5600 0.3221 -0.8244 0.9011 -0.0768 a3 � a1

k = 2 0.2000 -0.6144 0.4144 -0.1456 1.3145 -1.1689 a3 � a1 � a2

k = 4 0.2000 -0.6215 0.4215 0.2796 1.0415 -1.3211 a3 � a1 � a2

k = 6 0.2000 -0.6245 0.4245 0.4221 0.9128 -1.3349 a3 � a1 � a2

k = 10 0.2000 -0.6273 0.4273 0.6315 0.7057 -1.3372 a3 � a1 � a2

Table 3 The evaluation results

of ES using Formulae 3.1 and

3.7

c1 c2 c3 d1 d2 d3 Ranking

k = 1 -0.5222 -0.4333 0.9556 0.1471 0.0346 -0.1817 a3 � a2 � a1

k = 2 -0.6000 -0.4000 1.0000 1.2113 0.1250 -1.3363 a3 � a2 � a1

k = 4 -0.6000 -0.4000 1.0000 1.4161 0.1097 -1.5258 a3 � a2 � a1

k = 6 -0.6000 -0.4000 1.0000 1.4003 0.1057 -1.5059 a3 � a2 � a1

k = 10 -0.6000 -0.4000 1.0000 1.3852 0.1026 -1.4877 a3 � a2 � a1
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