
A MAGDM Method Considering the Amount and Reliability
Information of Interval-Valued Intuitionistic Fuzzy Sets

Hai-Ping Ren1 • Hai-Han Chen2 • Wei Fei3 • Deng-Feng Li2

Received: 10 May 2015 / Revised: 20 August 2015 / Accepted: 7 March 2016 / Published online: 6 April 2016

� Taiwan Fuzzy Systems Association and Springer-Verlag Berlin Heidelberg 2016

Abstract Intuitionistic fuzzy sets (IFSs) and interval-

valued intuitionistic fuzzy sets (IVIFSs) are flexible to deal

with the vague and/or imprecise information. Thus, many

multi-attribute group decision making (MAGDM) prob-

lems are modeled by IFSs or IVIFSs. The comparison of

two IVIFSs is still a hot topic, and thereby this paper

proposes a new ranking function of IVIFSs, which takes

into the amount and the reliability information of an IVIFS

and combines the advantages of TOPSIS. Based on the new

ranking function, we establish an optimization model to

determine the attribute weights when they are unknown

and partially known. Moreover, we develop an effective

method for solving MAGDM problems in which the

attribute values are expressed with IVIFSs. A numerical

example of supplier selection problem is examined to

demonstrate applicability and feasibility of the proposed

method.

Keywords Interval-valued intuitionistic fuzzy set �
TOPSIS � Multi-attribute group decision making �
Borda’s function � Ranking function

1 Introduction

Multi-attribute group decision making (MAGDM) theory

has been applied to aspects of fields such as economic,

management science, and engineering [1–5]. Due to the

complexity and uncertainty of objective things and the

ambiguity of human thinking, many attributes seem to be

more suitable for describing by using the Zadeh’s fuzzy set

[6], interval numbers [7], triangular fuzzy numbers [8],

intuitionistic fuzzy sets (IFSs) [9], and interval-valued

intuitionistic fuzzy sets (IVIFSs) [10]. Atanassov [11, 12]

proposed IFSs and IVIFSs, which can be seen as an

extension of the Zadeh’s fuzzy set. Through introducing

the non-membership and hesitancy degree, IFSs and IVIFS

are more suitable for expressing the decision maker’s sat-

isfaction and/or dissatisfaction degrees than numerical

values, fuzzy sets or linguistic variables [13–16]. Lots of

studies also revealed that the IFS and IVIFS are useful

tools to handle imprecise data and vague expressions.

There are many studies of MAGDM problems under

intuitionistic fuzzy and/or interval-valued intuitionistic

environment. But there is still not a satisfactory ranking

function for IFSs and IVIFSs because the existing ranking

functions more or less have their limitations. For the

comparison of two IVIFSs, Xu and Chen [17] introduced

the concept of the score function and the accuracy degree

function. To improve the ranking result, Wang et al. [18]

proposed another two indices to supplement Xu and Chen’s

ranking procedure. There are also several ranking func-

tions. Ye [19] proposed a new accuracy degree function to

rank the IVIFSs, but Wang [20] pointed out that Ye’s

method has some mistakes. Wu and Chiclana [21, 22]

respectively introduced a new attitudinal expected score

function based on Yager’s continuous OWA (COWA)

operator. Wang et al. [23] proposed a score function of
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IVIFS using cumulative prospect theory, but the calcula-

tion is complex.

Inspired by Zhang and Xu [24], this paper will further

develop a new effective ranking function of IFSs based on

the concept of TOPSIS. TOPSIS is one of the important

techniques in multi-attribute decision making (MADM)

problems. It simultaneously considers the shortest distance

from a positive ideal solution (PIS) and the farthest distance

from a negative ideal solution (NIS) and hereby alternatives

are ranked according to relative closeness coefficients with

to the PIS [25, 26]. TOPSIS has been widely applied to the

crisp and fuzzy MADM problems [27–29]. Although Zhang

and Xu’ method is interesting, their ranking function also

occurs counter-intuitive cases. Szmidt and Kacprzyk [30]

pointed out that the constructed ranking functions need to

simultaneously consider the amount and reliability of IVIF

information. Motivated by [24, 30], this paper will propose a

new ranking function of IVIFSs, which combines the con-

cept of TOPSIS with the consideration of the amount and

reliability information of IVIFSs.

The rest of the paper is organized as follows. Section 2

briefly introduces some basic concepts of IVIFSs and

ranking measures. Section 3 develops the ranking method

of IVIFSs considering the amount and reliability informa-

tion of IVIFSs. Section 4 puts forward a new MAGDM

method with attribute values expressed with IVIFs. Sec-

tion 5 studies a numerical example to show the applica-

bility and feasibility of the proposed method. This paper is

concluded in Sect. 6.

2 Some Concepts and Notations of Intuitionistic
Fuzzy and Interval-Valued Intuitionistic Fuzzy
Sets

In what follows, some basic concepts of IFSs and IVIFSs

are introduced to facilitate the discussions.

2.1 Intuitionistic Fuzzy Sets

Atanassov [11] proposed the concept of IFSs as follows.

Definition 1 [11] Let Z ¼ fz1; z2; . . .; zng be a finite

universe of discourse, then

U ¼ f\zj; lUðzjÞ; tUðzjÞ[ jzj 2 Zg ð1Þ

is called an IFS, which assigns to each element zj a

membership degree lUðzjÞ and a nonmembership degree

tUðzjÞ, where lUðzjÞ 2 ½0; 1� and tUðzjÞ 2 ½0; 1�. Denote

pUðzjÞ ¼ 1� lUðzjÞ � tUðzjÞ ð2Þ

which is called the hesitation degree or intuitionistic index

of an element zj to U. It reflects the uncertain information.

Thus, it can help the decision maker to describe the fuzzy

information. Obviously, 0� pUðzjÞ� 1 for every zj 2 Z. If

pUðzjÞ ¼ 0, then the IFS U is reduced to a fuzzy set, i.e.,

U ¼ f\zj; lUðzjÞ; 1� lUðzjÞ[ jzj 2 Zg.

UC ¼ f\zj; tUðzjÞ; lUðzjÞ[ jzj 2 Zg ð3Þ

is called the complement of U.

When there is only one element in Z, we briefly write

the IFS U given in Eq. (1) as U =\l; t[.

2.2 Interval-Valued Intuitionistic Fuzzy Sets

In some situations, it is very difficult to use crisp numbers

to express lUðzjÞ and tUðzjÞ precisely for the complexity

and uncertainties of the objective things. But we can use

intervals to express them. As a result, Atanassov and

Gargov [12] extended the IFS to the IVIFS.

Definition 2 Let Z ¼ fz1; z2; . . .; zmg be a finite universe

of discourse, then

~U ¼ f\zj; ~l ~UðzjÞ; ~t ~UðzjÞ[ jzj 2 Zg ð4Þ

is called an IVIFS, where ~l ~UðzjÞ and ~t ~UðzjÞ are intervals,

where ~l ~UðzjÞ ¼ ½l�~UðzjÞ; l
þ
~U
ðzjÞ� and ~t ~UðzjÞ ¼ ½t�~UðzjÞ;

tþ~UðzjÞ�. \zj; ~l ~UðzjÞ; ~t ~UðzjÞ[ is called an IVIF value

(IVIFV) or an IVIF number (IVIFN) [17]. The hesitation

degree of an IVIFN \~l ~UðzjÞ; ~t ~UðzjÞ[ can be defined as

follows: ~p ~UðzjÞ ¼ ½p�~UðzjÞ; p
þ
~U
ðzjÞ�, where p�~UðzjÞ ¼ 1�

lþ~UðzjÞ � tþ~UðzjÞ and pþ~UðzjÞ ¼ 1� l�~UðzjÞ � t�~UðzjÞ for all

zj 2 Z.

Denote an IVIFN \~l ~UðzjÞ; ~t ~UðzjÞ[ by ~A ¼ \~l ~A;

~t ~A [ or ~A ¼ \~l ~A; ~t ~A; ~p ~A [ , where

~l ~A ¼ ½l�~A ; l
þ
~A
� � ½0; 1�; ~t ~A ¼ ½t�~A ; t

þ
~A
� � ½0; 1�; lþ~A þ ~tþ~A � 1

ð5Þ

~p ~A ¼ ½p�~A ; p
þ
~A
� � ½0; 1�; p�~A ¼ 1� lþ~A � ~tþ~A ; p

þ
~A

¼ 1� l�~A � ~t�~A ð6Þ

The complementary set ~Ac of an IVIFN ~A is defined as
~Ac ¼ \~t ~A; ~l ~A [ .

Definition 3 [12] Let ~Ai ¼ \~l ~Ai
; ~t ~Ai

[ ði ¼ 1; 2Þ be any

IVIFNs, then

(1) If l�~A1
� l�~A2

; lþ~A1
� lþ~A2

and t�~A1
� t�~A2

; tþ~A1
� tþ~A2

, then

~A1 is not bigger than ~A2, denoted by ~A1 � ~A2;

(2) If ~A1 � ~A2 and ~A1 � ~A2, then ~A1 is equal to ~A2.

From Definition 3, ~A� ¼ \½1; 1�; ½0; 0�[ is the biggest

IVIFN and ~A� ¼ \½0; 0�; ½1; 1�[ is the smallest IVIFN.
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For the comparison of two IVIFNs, Xu and Chen [17]

introduced the concept of the score function Sð~AÞ and the

accuracy degree function Hð~AÞ. Namely, let ~A ¼
\~l ~A; ~t ~A; ~p ~A [ be an IVIFS, then the score function of ~A is

defined as follows:

Sð~AÞ ¼ 1

2
l�~A þ lþ~A � t�~A � tþ~A

� �
ð7Þ

The accuracy function is defined as follows:

Hð~AÞ ¼ 1

2
l�~A þ l�~A þ t�~A þ tþ~A

� �
ð8Þ

Xu and Chen [17] gave the following definition to

compare two IVIFNs:

Definition 4 Let ~Ai ¼ \~l ~Ai
; ~t ~Ai

[ ði ¼ 1; 2Þ be any two

IVIFNs, Sð~AiÞ and Hð~AiÞ ði ¼ 1; 2Þ are respectively the

score and accuracy functions of ~Ai, then

(1) If Sð~A1Þ [ Sð~A2Þ, then ~A1 is larger than ~A2, denoted

by ~A1 [ ~A2;

(2) If Sð~A1Þ ¼ Sð~A2Þ, then

(a) If Hð~A1Þ ¼ Hð~A2Þ, then there is no difference

between ~A1 and ~A2, denoted by ~A1 	 ~A2;

(b) If Hð~A1Þ [Hð~A2Þ, then ~A1 is larger than ~A2,

denoted by ~A1 [ ~A2.

Wang et al. [18] proposed another two indices to sup-

plement the ranking procedure. These two indices are

called the membership uncertain index g1ð~AÞ and the

hesitation uncertain index g2ð~AÞ. They are defined as

follows:

g1ð~AÞ ¼ lþ~A � l�~A þ t�~A � tþ~A ð9Þ

and

g2ð~AÞ ¼ lþ~A � l�~A þ tþ~A � t�~A ð10Þ

In the case where Sð~A1Þ ¼ Sð~A2Þ and Hð~A1Þ ¼ Hð~A2Þ,
one can further consider these two indices:

(1) If g1ð~A1Þ \g1ð~A2Þ, then ~A1 is larger than ~A2,

denoted by ~A1 [ ~A2;

(2) If g1ð~A1Þ ¼ g1ð~A2Þ, then

(a) If g2ð~A1Þ \g2ð~A2Þ, then ~A1 is larger than ~A2,

denoted by ~A1 [ ~A2;

(b) If g2ð~A1Þ ¼ g2ð~A2Þ, then ~A1 is equal to ~A2,

denoted by ~A1 ¼ ~A2.

There are also several ranking functions. For example,

Ye [19] proposed a new accuracy function as follows:

YHð~AÞ ¼ l�~A þ lþ~A þ
t�~A þ tþ~A

2
� 1 ð11Þ

Wang [20] pointed out that Ye’s method has some

mistakes.

Wu and Chiclana [21, 22] respectively introduced new

attitudinal expected score functions based on Yager’s

COWA operator. The formulas are given as follows:

AES1ð~AÞ ¼
ð1� kÞðl�~A � t�~A Þ þ kðlþ~A � tþ~A Þ þ 1

2
ð12Þ

and

AES2ð~AÞ ¼ ð1� kÞðl�~A � tþ~A Þ þ kðlþ~A � t�~A Þ ð13Þ

Xu [31] introduced the distance measure between two

IVIFSs ~B1 and ~B2 as follows:

dð~B1; ~B2Þ ¼
1

4n

Xn
j¼1

l�~B1
ðzjÞ � l�~B2

ðzjÞ
���

���
h

þ lþ~B1
ðzjÞ � lþ~B2

ðzjÞ
���

���þ t�~B1
ðzjÞ � t�~B2

ðzjÞ
���

���
þ tþ~B1

ðzjÞ � tþ~B2
ðzjÞ

���
���þ p�~B1

ðzjÞ � p�~B2
ðzjÞ

���
���

þ pþ~B1
ðzjÞ � pþ~B2

ðzjÞ
���

���
i

ð14Þ

Motivated by Eq. (14), the distance measure between

IVIFNs ~Ai ¼ \~l ~Ai
; ~t ~Ai

[ ði ¼ 1; 2Þ is defined as

dð~A1; ~A2Þ ¼
1

4
l�~A1

� l�~A2

���
���þ lþ~A1

� lþ~A2

���
���

h
þ t�~A1

� t�~A2

���
���

þ tþ~A1
� tþ~A2

���
���þ p�~A1

� p�~A2

���
���þ pþ~A1

� pþ~A2

���
���
i

ð15Þ

Let ~A ¼ \~l ~A; ~t ~A [ ¼ \½l�~A ; l
þ
~A
�; ½t�~A ; t

þ
~A
�[ , ~A� ¼

\½1; 1�; ½0; 0�[ and ~A� ¼ \½0; 0�; ½1; 1�[ , then accord-

ing to Eq. (15), the distance measures of ~A respect to ~A�

and ~A� are given as follows:

dð~A; ~A�Þ ¼ 1

4
1� l�~A
�� ��þ 1� lþ~A

���
���

h
þ t�~A
�� ��

þ tþ~A

���
���þ p�~A
�� ��þ pþ~A

���
���
i

¼ 1

2
2� l�~A � lþ~A

� �
ð16Þ

and

dð~A; ~A�Þ ¼ 1

4
l�~A
�� ��þ lþ~A

���
���

h
þ 1� t�~A
�� ��

þ 1� tþ~A

���
���þ p�~A
�� ��þ pþ~A

���
���
i

¼ 1

2
2� t�~A � tþ~A

� �
ð17Þ
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According to the idea of TOPSIS [25], we define a

closeness of ~A as follows:

Cð~AÞ ¼ dð~A; ~A�Þ
dð~A; ~A�Þ þ dð~A; ~AþÞ

ð18Þ

That is,

Cð~AÞ ¼
2� t�~A � tþ~A

2� t�~A � tþ~A þ 2� l�~A � lþ~A

All above-mentioned ranking functions do not simulta-

neously consider the amount (i.e., Sð~AÞ ¼ ðl�~A þ lþ~A�
t�~A � tþ~A Þ=2) and reliability (i.e., 1=½1þ ðp�~A þ pþ~A Þ=2�)
information of IVIFSs, and their ranking results sometimes

occur anti-intuition phenomenon as Szmidt and Kacprzyk

[30] argued. Motivated by Eq. (18) and the suggestion of

Szmidt and Kacprzyk [30], we will construct a new ranking

function of IVIFSs in the following section. Then,

according the new ranking function, we will develop a new

MAGDM method in which the detail process is shown in

Fig. 1.

3 The New Ranking Index Considering
the Amount and Reliability Information
of IVIFSs

In this section, we focus on establishing a new ranking

method of IVIFSs. Firstly, we give the definition of a

ranking function R as follows.

Definition 5 Let ~A ¼ \~l ~A; ~t ~A [ be any IVIFN. Then,

the ranking function R of the IVIFN ~A is defined as

follows:

Rð~AÞ ¼ 1

3

l�~A þ lþ~A
2

þ
1þ S ~A

� �

1þ p�~A þ pþ~A

� �.
2

0
@

1
A



d ~A; ~A�� �

d ~A; ~A�� �
þ d ~A; ~Aþ� � ð19Þ

which usually is called the R value of the IVIFN for short.

It is easily derived from Eq. (19) that

Rð~AÞ ¼ 1

3

l�~A þ lþ~A
2

þ
2þ l�~A þ lþ~A � t�~A � tþ~A

2� t�~A � tþ~A þ 2� l�~A � lþ~A

 !



2� t�~A � tþ~A

2� t�~A � tþ~A þ 2� l�~A � lþ~A
ð20Þ

It is easy to see that 0�RðAÞ� 1.

For ~A� ¼ \½1; 1�; ½0; 0�[ , we have Rð~AÞ ¼ 1; for
~A� ¼ \½0; 0�; ½1; 1�[ , we have Rð~AÞ ¼ 0. From Eq. (8),

we can see that the R value contains the amount

information (i.e., Sð~AÞ ¼ ðl�~A þ lþ~A � t�~A � tþ~A Þ=2) and

reliability information (i.e., 1=½1þ ðp�~A þ pþ~A Þ=2�) of

IVIFSs. The R value has some good properties given as

below.

Proposition 1 Let ~Ai ¼ \~l ~Ai
; ~t ~Ai

[ ði ¼ 1; 2Þ be any two
IVIFNs. Assume that l�~A1

� l�~A2
; lþ~A1

� lþ~A2
and t�~A1

� t�~A2
; tþ~A1

� tþ~A2
, then Rð~A2Þ�Rð~A1Þ.

Proof Let ~Ai ¼ \~l ~Ai
; ~t ~Ai

[ ði ¼ 1; 2Þ be any IVIFNs,

and suppose that l�~A1
� l�~A2

,lþ~A1
� lþ~A2

and t�~A1
� t�~A2

,

tþ~A1
� tþ~A2

.

Note that l�~A1
� l�~A2

¼ D�
1 , l

þ
~A1
� lþ~A2

¼ Dþ
1 and t�~A2

�
t�~A1

¼ D�
2 , t

þ
~A2
� tþ~A1

¼ Dþ
2 , then by Eq. (19), we get

Rð~A1Þ ¼
1

3

l�~A1
þ lþ~A1

2
þ

2þ l�~A1
þ lþ~A1

� t�~A1
� tþ~A1

2� t�~A1
� tþ~A1

þ 2� l�~A1
� lþ~A1

 !



2� t�~A1

� tþ~A1

2� t�~A1
� tþ~A1

þ 2� l�~A1
� lþ~A1

� 1

3

l�~A1
þ lþ~A1

2
þ

2þ l�~A1
� D�

1 þ lþ~A1
� Dþ

1 � t�~A1
� tþ~A1

2� t�~A1
� tþ~A1

þ 2� l�~A1
� D�

1

� �
� lþ~A1

� Dþ
1

� �
2
4

3
5



2� t�~A1

� tþ~A1

2� t�~A1
� tþ~A1

þ 2� l�~A1
� D�

1

� �
� lþ~A1

� Dþ
1

� �

¼ 1

3

l�~A1
þ lþ~A1

2
þ

2þ l�~A2
þ lþ~A2

� t�~A1
� tþ~A1

2� t�~A1
� tþ~A1

þ 2� l�~A2
� lþ~A2

" #



2� t�~A1

� tþ~A1

2� t�~A1
� tþ~A1

þ 2� l�~A2
� lþ~A2

;

Describe Fuzzy MAGDM problems  

Consider attributes, alternatives and experts 

Describe attribute values by IVIFSs 

Rank all alternatives 
for each expert 

Construct the ranking 
function/R value 

Determine attribute 
 weight vector  

Calculate the weighted Borda’s scores 

Rank all alternatives 

Fig. 1 The calculation process of the proposed method
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Similarly, we have

Rð~A2Þ ¼
1

3

l�~A2
þ lþ~A2

2
þ

2þ l�~A2
þ lþ~A2

� t�~A2
� tþ~A2

2� t�~A2
� tþ~A2

þ 2� l�~A2
� lþ~A2

 !



2� t�~A2

� tþ~A2

2� t�~A2
� tþ~A2

þ 2� l�~A2
� lþ~A2

¼ 1

3

l�~A2
þ lþ~A2

2
þ 1�

2� 2l�~A2
� 2lþ~A2

2� t�~A2
� tþ~A2

þ 2� l�~A2
� lþ~A2

 !


 1�
2� l�~A2

� lþ~A2

2� t�~A2
� tþ~A2

þ 2� l�~A2
� lþ~A2

 !

� 1

3

l�~A2
þ lþ~A2

2
þ 1

 

�
2� 2l�~A2

� 2lþ~A2

2� t�~A2
þ D�

2 � tþ~A2
þ Dþ

2 þ 2� l�~A2
� lþ~A2

!


 1�
2� l�~A2

� lþ~A2

2� t�~A2
þ D�

2 � tþ~A2
þ Dþ

2 þ 2� l�~A2
� lþ~A2

 !

Thus, we can obtain that

RðA2Þ�
1

3

l�~A1
þ lþ~A1

2
þ

2þ l�~A2
þ lþ~A2

� t�~A1
� tþ~A1

2� t�~A1
� tþ~A1

þ 2� l�~A2
� lþ~A2

 !



2� t�~A1

� tþ~A1

2� t�~A1
� tþ~A1

þ 2� l�~A2
� lþ~A2

�RðA1Þ

h

Proposition 2 Let ~A ¼ \~l ~A; ~t ~A [ be any IVIFN, the R

value is defined by Eq. (19). If l�~A ¼ t�~A , l
þ
~A
¼ tþ~A , then

Rð~AÞ is increasing with respect to ~l ¼ l�~A þ lþ~A .

Proof Let ~A ¼ \~l ~A; ~t ~A [ be an IVIFN, and then we can

calculate the R value of ~A as follows:

Rð~AÞ ¼ 1

3

l�~A þ lþ~A
2

þ
2þ l�~A þ lþ~A � t�~A � tþ~A

2� t�~A � tþ~A þ 2� l�~A � lþ~A

 !



2� t�~A � tþ~A

2� t�~A � tþ~A þ 2� l�~A � lþ~A
:

If l�~A ¼ t�~A ; l
þ
~A
¼ tþ~A , then

Rð~AÞ ¼ 1

3

l�~A þ lþ~A
2

þ
2þ l�~A þ lþ~A � t�~A � tþ~A

2� t�~A � tþ~A þ 2� l�~A � lþ~A

 !



2� t�~A � tþ~A

2� t�~A � tþ~A þ 2� l�~A � lþ~A

¼
l�~A þ lþ~A

6
þ 1

6 2� l�~A � lþ~A

� �

is an increasing function with respect to ~l ¼ l�~A þ lþ~A .
The conclusion of Proposition 2 is consistent with our

intuition.

Based on the above analysis, in what follows, we

develop a new method for ranking IVIFNs. h

Definition 6 Let ~Ai ¼ \~l ~Ai
; ~t ~Ai

[ ði ¼ 1; 2Þ be any two

IVIFNs, then

(1) If Rð~A1Þ[Rð~A2Þ, then ~A1 is larger than ~A2, denoted

by ~A1 [ ~A2;

(2) If Rð~A1Þ\Rð~A2Þ, then ~A1 is smaller than ~A2,

denoted by ~A1\~A2;

(3) If Rð~A1Þ ¼ Rð~A2Þ, the ~A1 is equal to ~A2, denoted by
~A1 ¼ ~A2.

The R value considers not only the amount information

but also the reliability information in the ranking order of

IVIFNs.

Example 1 Let ~A1 ¼ \½0:4; 0:4�; ½0:1; 0:1�[ and ~A2 ¼
\½0:6; 0:6�; ½0:36; 0:36�[ be two IVIFNs, the scores are

Sð~A1Þ ¼ 0:3 and Sð~A2Þ ¼ 0:24, then by the methods [17,

18, 21, 23], the ranking result is ~A1 � ~A2. Wang et al. [23]

also pointed out that the rational result should be ~A1 � ~A2.

Let us consider two candidates ~A1 and ~A2, the support

ratio of ~A1 ¼ \½0:4; 0:4�; ½0:1; 0:1�[ is 40 %, while the

support ratio ~A2 ¼ \½0:6; 0:6�; ½0:36; 0:36�[ is 60 %,

then we should select B as the better candidate. To see the

performance of the proposed ranking function, we have

Rð~A1Þ ¼ 0:26 and Rð~A2Þ ¼ 0:3669, then the ranking order

is ~A1 � ~A2, which agrees with the vote explanation.

Example 2 Given the following five IVIFNs ~a1 ¼
\½0:6; 0:6�; ½0:05; 0:10�[ , ~a2 ¼ \½0:6; 0:6�; ½0:10;
0:15�[ , ~a3 ¼ \½0:5; 0:55�; ½0; 0:05�[ , ~a4 ¼ \½0:2;
0:25�; ½0:25; 0:3�[ , and ~a5 ¼ \½0; 0:05�; ½0:80; 0:85�[ ,

which are adopted from [17, 21, 22]. We rank them using

some methods discussed previously. The computational

results are listed as in Table 1.

According to Table 1, we can get the following ranking

results:

(1) By the method [17], we get ~a1 � ~a3 � ~a2 � ~a4 � ~a5;
(2) By the method [21, 22], when k ¼ 0:1 or 0.5, we

have ~a1 � ~a3 � ~a2 � ~a4 � ~a5; when k ¼ 1, we get

~a1 ¼ ~a3 � ~a2 � ~a4 � ~a5;
(3) By our proposed ranking method and the extension

method [24] with Eq. (18), we get ~a1 � ~a2 � ~a3
� ~a4 � ~a5.
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Note that in most practical voting case, ~a2 � ~a3 is more

suitable for our intuition, and this example also shown that

the new proposed ranking function has some advantages.

4 Interval-Valued Intuitionistic Fuzzy MAGDM

In this section, we adopt the above ranking method of

IVIFSs to solve MAGDM problems in which the ratings of

alternatives on attributes are expressed with IVIFSs. In the

following, we firstly give the description of IVIF MAGDM

problem. The corresponding group decision method is then

proposed.

4.1 Model Description of IVIF MAGDM Problem

A group of decision makers work together to find the best

alternative from all feasible alternatives assessed on mul-

tiple attributes. Such a decision problem is called the

MAGDM problem, which involves a set D ¼
fD1;D2; . . .;Dsg of decision makers to work together for

selecting the best alternative from a set X ¼ fx1; x2; . . .; xng
of n alternatives with respect to a set O ¼ fo1; o2; . . .; omg
of m attributes. For the decision maker Dk, the ratings of

alternatives xi 2 X on attributes oj 2 O are expressed with

the IVIFNs ~xijk ¼ \~lijk; ~tijk [ , respectively, where ~lijk ¼
½l�ijk; lþijk� and ~tijk ¼ ½t�ijk; tþijk� are intervals, which express

the membership (satisfactory) and nonmembership (non-

satisfactory) degree intervals of the alternative xi 2 X on

the attribute oj 2 O with respect to the fuzzy concept

‘‘excellence’’ given by the decision maker Dk so that they

satisfy the conditions: 0� l�ijk � lþijk � 1; 0� t�ijk � tþijk � 1

and 0� lþijk þ tþijk � 1 ði ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;mÞ.
Thus, a MAGDM problem can be expressed as ~Dk ¼
ð\~lijk; ~tijk [ Þn
m, where k ¼ 1; 2; . . .; s.

In real decision situations, attributes may have different

importances. Let w ¼ ðw1;w2; . . .;wmÞT be the weight

vector of all attributes, where wj 2 ½0; 1� (j ¼ 1; 2; . . .;m)

are weights of the attributes oj 2 O, and
Pm

j¼1 wj ¼ 1. The

attribute weight information is usually unknown and/or

partially known due to the insufficient knowledge or

limitation of time of decision makers in the decision

making process. Therefore, the determination of attribute

weights is an important issue in MAGDM problems. Then

in Sect. 4.2, we put forward two methods to determine the

weights of attributes for the above-mentioned two cases,

respectively.

4.2 Weight Determining Method

Attribute weights are important for MAGDM, and different

weights often lead the difference of final ranking results.

MAGDM problems involve many decision makers, and

each decision maker will give his/her preference because of

the different knowledge backgrounds and familiarities with

the decision problems. Then, we should consider every

decision maker’s viewpoint in the final decision. Consid-

ering every decision maker’s preference about the impor-

tant degree of each attribute, this paper will determine the

weights of attributes with respect to every decision maker

as follows:

Suppose that the attribute weight vector is wðkÞ ¼

w
ðkÞ
1 ;w

ðkÞ
2 ; . . .;w

ðkÞ
m

� �T
with respect to the decision maker

Dkðk ¼ 1; 2; . . .; sÞ, and the corresponding decision matrix

is ~Dk ¼ ð\~lijk; ~tijk [ Þn
m. According to Eq. (20), we

calculate the R value of each IVIFN ~xijk ¼ \~lijk; ~tijk [ .

Then, we can get the ranking decision matrix

Qk ¼ ðRijkÞn
m, where Rijk can be rewritten as follows:

Rijk ¼
1

3

l�ijk þ lþijk
2

þ
2þ l�ijk þ lþijk � t�ijk � tþijk

2� t�ijk � tþijk þ 2� l�ijk � lþijk

 !



2� t�ijk � tþijk

2� t�ijk � tþijk þ 2� l�ijk � lþijk

In the following, we will develop an approach to

determine the attribute weights when their information is

completely unknown and partly known. Each decision

maker has his/her viewpoint about the important degree of

attributes. Based on the ranking decision matrix

Qk ¼ ðRijkÞn
m, the overall score of each alternative can be

expressed as follows:

Table 1 The ranking values of

the existing methods and the

proposed R value

~ai Sð~aiÞ Hð~aiÞ AES1ð~aiÞ AES2ð~aiÞ Cð~aiÞ Rð~aiÞ

k ¼ 0:1 k ¼ 0:5 k ¼ 1 k ¼ 0:1 k ¼ 0:5 k ¼ 1

~a1 1.0500 1.3500 0.7725 0.7625 0.7500 0.5050 0.5250 0.5500 0.6981 0.4075

~a2 0.9500 1.4500 0.7475 0.7375 0.7250 0.4550 0.4750 0.5000 0.6863 0.4019

~a3 1.0000 1.1000 0.7500 0.7500 0.7500 0.4600 0.5000 0.5500 0.6724 0.3495

~a4 -0.1000 1.0000 0.4750 0.4750 0.4750 -0.0900 -0.0500 0 0.4833 0.1383

~a5 -1.6000 1.7000 0.1000 0.1000 0.1000 -0.8400 -0.8000 -0.7500 0.1522 0.0101
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Rik ¼
Xm
j¼1

w
ðkÞ
j

3

l�ijkþlþijk
2

þ
 

2þl�ijkþlþijk� t�ijk� tþijk
2� t�ijk� tþijkþ2�l�ijk�lþijk

!



2� t�ijk� tþijk

2� t�ijk� tþijkþ2�l�ijk�lþijk

ð21Þ

4.2.1 Unknown Weight Information

If the lth attribute values are equal, this attribute does not

work for ranking alternatives, then we can make its weight

to 0. Conversely, if the lth attribute values have much

difference among all attribute classes, the lth attribute will

play a great role in ranking order of alternatives. In this

case we should give it greater weight.

Considering the attribute ol, the weighted square devi-

ation of R values of alternatives xi with xj is ðwðkÞ
l Þ2

ðRil � RjlÞ2. Then, the weighted square deviation of R val-

ues between the alternative xi and other alternative on the

lth decision maker is
Pn

i¼1 ðw
ðkÞ
l Þ2ðRil � RjlÞ2. Further, the

weighted square deviation of R values among all alterna-

tives on the lth attribute is
Pn

i¼1

Pn
j¼1 ðw

ðkÞ
l Þ2ðRil � RjlÞ2.

Therefore, the optimum weights should maximize all

weighted square deviation of R values. Then, the opti-

mization model can be structured as follows:

max
Xm
l¼1

Xn
i¼1

Xn
j¼1

ðwðkÞ
l Þ2ðRil � RjlÞ2

( )

s:t:

Xm
l¼1

w
ðkÞ
l ¼ 1

w
ðkÞ
l � 0 ðl ¼ 1; 2; . . .;mÞ

8>><
>>:

ð22Þ

To solve the above model, denote the Lagrange function

as follows:

LðwðkÞ; kÞ ¼
Xm
l¼1

Xn
i¼1

Xn
j¼1

ðwðkÞ
l Þ2ðRil � RjlÞ2

þ 2k
Xm
l¼1

w
ðkÞ
l � 1

 !
ð23Þ

Let the partial derivative of LðwðkÞ; kÞ be equal to zero,

respectively, i.e.,

oLðwðkÞ; kÞ
ow

ðkÞ
l

¼ 2
Xn
i¼1

Xn
j¼1

w
ðkÞ
l ðRil � RjlÞ2 þ 2k ¼ 0

oLðwðkÞ; kÞ
ow

ðkÞ
l

¼ 2
Xm
l¼1

w
ðkÞ
l � 1

 !
¼ 0

8>>>><
>>>>:

ð24Þ

Then, we have

w
ðkÞ
l ¼ 1

Jl
Pn

l¼1 1=Jl
; ð25Þ

where

Jl ¼
Xn
i¼1

Xn
j¼1

ðRil � RjlÞ2; l ¼ 1; 2; . . .;mð Þ: ð26Þ

4.2.2 Partial Attribute Weight Information

Due to the complexity and uncertainty of practical decision

making problems and the inherent subjective nature of

human thinking, the attribute weight information is usually

incomplete [31–34]. Generally, there will have more con-

straint conditions for weight vector w. We denote H as the

set of the known weight information.

Obviously, the greater the value RikðwðkÞÞ given by

Eq. (21) the better the alternative xi. A reasonable attribute

weight vector should be maximized RikðwðkÞÞ when we only
consider the alternative xi. Thus, we can construct the

following optimization model:

maxRikðwðkÞÞ ¼
Xm
j¼1

w
ðkÞ
j 
 1

3



l�ijk þ lþijk
2

þ
2þ l�ijk þ lþijk � t�ijk � tþijk

2� t�ijk � tþijk

� �
þ 2� l�ijk � lþijk

� �
0
@

1
A



2� t�ijk � tþijk

2� t�ijk � tþijk

� �
þ 2� l�ijk � lþijk

� �

s:t:

wðkÞ 2 H
Pm
j¼1

w
ðkÞ
j ¼ 1

w
ðkÞ
j � 0; j ¼ 1; 2; . . .;m

8>>><
>>>:

ð27Þ

However, all alternative xi ði ¼ 1; 2; . . .; nÞ should be

considered as the above analysis. Then, we should consider

them as a whole. Thus, we can construct the following

optimization model:

max RkðwðkÞÞ ¼
Xn
i¼1

Xm
j¼1

w
ðkÞ
j

3

(

l�ijk þ lþijk
2

þ
2þ l�ijk þ lþijk � t�ijk � tþijk

2� t�ijk � tþijk þ 2� l�ijk � lþijk

 !



2� t�ijk � tþijk

2� t�ijk � tþijk þ 2� l�ijk � lþijk

)

s:t:

wðkÞ 2 H

Xm
j¼1

w
ðkÞ
j ¼ 1

w
ðkÞ
j � 0; j ¼ 1; 2; . . .;m

8>>>>><
>>>>>:

ð28Þ
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With the help of the Matlab software or Lingo software,

the optimal weight vector can be solved as wðkÞ ¼
ðwðkÞ

1 ;w
ðkÞ
2 ; . . .;w

ðkÞ
m ÞT .

4.3 Algorithm of New MAGDM Method Under

IVIF Environment

For the above-mentioned MAGDM problem, the new

decision making method is given as follows:

Step 1 For the decision maker Dkðk ¼ 1; 2; . . .; sÞ,
suppose that the corresponding attribute weight vector

[35] is wðkÞ ¼ ðwðkÞ
1 ;w

ðkÞ
2 ; . . .;w

ðkÞ
m ÞT;

Step 2 Determine the attribute weight vector wðkÞ

according to Eqs. (25)–(28) in Sect. 4.2;

Step 3 Determine the ranking orders of the alternatives

for the decision maker Dkðk ¼ 1; 2; . . .; sÞ according to

the decreasing orders of Rikði ¼ 1; 2; . . .; nÞ calculated

by Eq. (21).

Step 4 Determine the group order of the alternatives and

the best alternative by using social choice functions such

as the Borda function and the Copeland function [36]. In

this paper, we select the weighted Borda function [37],

whose formula is given as follows:

BFðxiÞ ¼
Xs
k¼1

ukNðxi �k xjÞ ð29Þ

where �k means that xi is better than xj in the kth

decision maker’s viewpoint, and N is the votes given by

the kth decision maker according to xi �k xj. uk repre-

sents the important degree of the kth decision maker.

The alternative which achieves the largest value of

BFðxiÞ is the best alternative.

5 A Numerical Example Analysis

We discuss a decision problem concerning with a manufac-

turing company, which want to search the best global supplier

for one of its most critical parts used in assembling process.

This example is adopted from [38]. The company hires four

experts (decision makers) D1, D2,D3, D4 to evaluate five

candidate suppliers: x1, x2, x3, x4, x5. The evaluation attri-

butes are oj ðj ¼ 1; 2; . . .; 5Þ, which are defined as follows: o1
(Overall cost of the product), o2 (Quality of the product), o3
(Service performance of supplier), o4 (Supplier’s profile), and

o5(Risk factor). The information about attribute weights given

by the decision makers can be shown as follows:

H ¼ fw1 � 0:3; 0:1�w2 � 0:2; 0:2

�w3 � 0:5; 0:1�w4 � 0:3; w5 � 0:4;

w3 � w2 �w5 � w4; w4 �w1; w3 � w1 � 0:1g

Suppose that the important degree of the experts is

u ¼ ðu1; u2; u3; u4ÞT ¼ ð0:25; 0:4; 015; 0:25ÞT. The evalu-

ated attribute values given by the four experts are expres-

sed with IVIFNs, which are shown in Tables 2, 3, 4, and 5.

According to the proposed method, we can solve the

ranking order of the alternatives and the decision result is

reported in Tables 6, 7, 8, and 9.

Table 2 Decision matrix for expert D1

Alternatives Attributes

o1 o2 o3 o4 o5

x1 {\}[0.3,0.4],[0.4,0.5][ {\}[0.4,0.5],[0.1,0.3][ {\}[0.4,0.6],[0.2,0.3][ {\}[0.7,0.8],[0.1,0.2][ {\}[0.7,0.8],[0.2,0.4][
x2 {\}[0.4,0.6],[0.1,0.2][ {\}[0.6,0.7],[0.1,0.2][ {\}[0.2,0.3],[0.3,0.4][ {\}[0.4,0.5],[0.1,0.2][ \[0.7,0.8],[0.2,0.2][
x3 \[0.6,0.7],[0.3,0.3][ \[0.7,0.8],[0.1,0.2][ \[0.4,0.5],[0.4,0.5][ \[0.2,0.3],[0.2,0.4][ \[0.5,0.6],[0.3,0.4][
x4 \[0.2,0.3],[0.4,0.5][ \[0.6,0.7],[0.1,0.2][ \[0.5,0.6],[0.1,0.2][ \[0.3,0.4],[0.3,0.4][ \[0.8,0.9],[0.0,0.1][
x5 \[0.7,0.8],[0.1,0.2][ \[0.2,0.3],[0.4,0.5][ \[0.3,0.4],[0.4,0.5][ \[0.7,0.8],[0.1,0.2][ \[0.4,0.5],[0.2,0.3][

Table 3 Decision matrix for expert D2

Alternatives Attributes

o1 o2 o3 o4 o5

x1 \[0.4,0.5],[0.3,0.4][ \[0.5,0.6],[0.1,0.2][ \[0.6,0.7],[0.2,0.3][ \[0.6,0.7],[0.1,0.2][ \[0.7,0.8],[0.1,0.2][
x2 \[0.6,0.7],[0.1,0.2][ \[0.5,0.6],[0.2,0.3][ \[0.5,0.5],[0.3,0.4][ \[0.5,0.6],[0.2,0.3][ \[0.6,0.7],[0.2,0.3][
x3 \[0.4,0.5],[0.2,0.3]) \[0.6,0.7],[0.2,0.3][ \[0.5,0.6],[0.2,0.3][ \[0.4,0.5],[0.2,0.3][ \[0.5,0.6],[0.1,0.2][
x4 \[0.4,0.5],[0.3,0.4][ \[0.7,0.8],[0.1,0.2][ \[0.4,0.5],[0.2,0.3][ \[0.6,0.7],[0.2,0.3][ \[0.6,0.7],[0.2,0.3][
x5 \[0.6,0.7],[0.2,0.3][ \[0.4,0.5],[0.3,0.4][ \[0.5,0.6],[0.4,0.4][ \[0.5,0.6],[0.2,0.3][ \[0.4,0.5],[0.2,0.3][
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Table 4 Decision matrix for expert D3

Alternatives Attributes

o1 o2 o3 o4 o5

x1 \[0.5,0.6],[0.3,0.4][ \[0.4,0.5],[0.2,0.3][ \[0.5,0.6],[0.3,0.4][ \[0.7,0.8],[0.1,0.2][ \[0.6,0.7],[0.2,0.3][
x2 \[0.7,0.8],[0.1,0.2][ \[0.5,0.6],[0.2,0.3][ \[0.5,0.6],[0.3,0.4][ \[0.4,0.5],[0.2,0.3][ \[0.6,0.7],[0.2,0.3][
x3 \[0.5,0.6],[0.1,0.2][ \[0.7,0.8],[0.1,0.2][ \[0.6,0.7],[0.2,0.3][ \[0.4,0.5],[0.1,0.2][ \[0.7,0.8],[0.1,0.2][
x4 \[0.6,0.7],[0.2,0.3][ \[0.6,0.7],[0.1,0.2][ \[0.4,0.5],[0.3,0.4][ \[0.8,0.9],[0.0,0.1][ \[0.4,0.5],[0.2,0.3][
x5 \[0.7,0.8],[0.1,0.2][ \[0.6,0.7],[0.1,0.2][ \[0.6,0.7],[0.2,0.3][ \[0.4,0.5],[0.2,0.3][ \[0.7,0.8],[0.1,0.2][

Table 5 Decision matrix for expert D4

Alternatives Attributes

o1 o2 o3 o4 o5

x1 \[0.3,0.4],[0.3,0.4][ \[0.7,0.9],[0.0,0.1][ \[0.7,0.8],[0.1,0.2][ \[0.4,0.5],[0.4,0.5][ \[0.4,0.6],[0.3,0.4][
x2 \[0.7,0.8],[0.1,0.2][ \[0.6,0.7],[0.2,0.3][ \[0.4,0.5],[0.2,0.3][ \[0.7,0.8],[0.1,0.2][ \[0.3,0.4],[0.1,0.2][
x3 \[0.4,0.5],[0.1,0.2][ \[0.5,0.6],[0.1,0.2][ \[0.7,0.8],[0.1,0.2][ \[0.5,0.6],[0.1,0.2][ \[0.6,0.7],[0.2,0.3][
x4 \[0.7,0.8],[0.1,0.2][ \[0.4,0.5],[0.1,0.2][ \[0.5,0.6],[0.3,0.4][ \[0.6,0.7],[0.1,0.2][ \[0.7,0.8],[0.1,0.2][
x5 \[0.6,0.7],[0.1,0.2][ \[0.7,0.8],[0.1,0.2][ \[0.6,0.7],[0.1,0.2][ \[0.6,0.7],[0.1,0.2][ \[0.7,0.9],[0.0,0.1][

Table 6 Decision results of the suppliers for experts

Experts Attribute weight vectors Ranking index values Ranking orders

D1 (0.1192,0.1320,0.5373,0.0961,0.1155) (0.3362,0.2631,0.2992,0.3648,0.2691) x4 � x1 � x3 � x5 � x2

D2 (0.1461,0.1100,0.3472,0.2708,0.1259) (0.4198,0.3483,0.3209,0.3635,0.3252) x1 � x4 � x2 � x5 � x3

D3 (0.1966,0.1934,0.3844,0.0587,0.1669) (0.3451,0.3901,0.4587,0.3536,0.4766) x5 � x3 � x2 � x4 � x1

D4 (0.1510,0.2030,0.2316,0.2767,0.1377) (0.3911,0.4226,0.4039,0.4196,0.4991) x5 � x2 � x4 � x3 � x1

Table 7 Weighted Borda

scores of the suppliers for

experts

Alternatives Votes given by the kth decision maker according to xi �k xj Weighted Borda scores

D1 D2 D3 D4

x1 3 4 0 0 2.35

x2 0 2 2 3 1.85

x3 2 0 3 1 1.20

x4 4 3 1 2 2.85

x5 1 1 4 4 2.25

Table 8 Decision results of the

suppliers for experts
Experts Attribute weight vectors Ranking index values Ranking orders

D1 (0.10,0.10,0.20,0.25,0.35) (0.4416,0.3716,0.2946,0.4251,0.3407) x1 � x4 � x2 � x5 � x3

D2 (0.10,0.10,0.20,0.25,0.35) (0.4584,0.3734,0.3283,0.3965,0.3085) x1 � x4 � x2 � x3 � x5

D3 (0.20,0.10,0.20,0.20,0.30) (0.4004,0.3961,0.4412,0.4040,0.4690) x5 � x3 � x4 � x1 � x2

D4 (0.16,0.20,0.26,0.16,0.22) (0.4038,0.3855,0.4161,0.4274,0.5144) x5 � x4 � x3 � x1 � x2
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Case 1 The weight information unknown.

The result is reported in Tables 6 and 7.

The weighted Borda scores of the suppliers can be

obtained as in Table 7.

The ranking order of the five suppliers is

x4 � x1 � x5 � x2 � x3. The most desirable supplier is x4.

Case 2 The weight information partially known.

The result is reported in Tables 8 and 9.

By Eq. (29), the weighted Borda scores of the suppliers

can be obtained as in Table 9.

The ranking order of the five suppliers is

x1 � x4 � x5 � x2 � x3. The most desirable supplier is x1.

6 Conclusion

In IVIFSs’ ranking studies, many ranking functions have

been proposed, but most of them still exist drawbacks. To

develop a better ranking function, this paper constructs a

new ranking function, named R value which considers

the amount and reliability information of IVIFSs. The R

value also considers the closeness of the IVIFSs to the

maximum IVIFS based on the concept of TOPSIS.

Hereby, for MAGDM problems, we develop a weighted

method by establishing an optimization model based on

the R value. Because the operation laws of IVIFSs still

exist some shortcoming, which lead that some group

decision making methods have unconvincing results.

Thus, this paper uses social choice functions to avoid the

additional operation of IVIFSs. Finally, a supplier

selection problem is used to illustrate the feasibility and

effectiveness of the developed method. The method

proposed in this paper can also be used to other

MAGDM problems such as project selection, staff per-

formance evaluation, and investment selection problem.

It can also be used to other fields such as cluster analysis

and information retrieval.
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