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Abstract The decentralized H1 sampled-data control

problem is investigated for a class of continuous-time

large-scale networked nonlinear systems with intercon-

nection. Each nonlinear subsystem in the considered large-

scale system is represented by a Takagi–Sugeno model and

is closed by a communication channel with transformed

time delay. Our objective is to design a decentralized

sampled-data fuzzy controller such that the resulting fuzzy

control system is asymptotically stable with an H1 per-

formance. Firstly, using an input delay approach, the

sampled-data control system is formulated into the system

with time-varying delay, and a two-term approximation

method is proposed such that the delayed system is refor-

mulated into an interconnected framework with input and

output. Then, we introduce a Lyapunov–Krasovskii func-

tional that all Lyapunov matrices are no longer required to

be positive definite. Combined with the scaled small gain

theorem, the less conservative solutions to the decentral-

ized H1 sampled-data control problem for the considered

system are derived in the form of linear matrix inequalities.

Finally, the effectiveness of the proposed methods is

illustrated by two numerical examples.

Keywords Large-scale fuzzy systems �
Decentralized H1 control � Sampled-data control �
Lyapunov–Krasovskii functional � Scaled small gain

theorem

1 Introduction

In practical applications, nonlinearities in plants frequently

lead to the difficulties of the analysis and synthesis for

control systems. Recently, the so-called Takagi–Sugeno

(T–S) model has gained increasing attention because it is

regarded as a powerful solution for control of complex

dynamic systems [1]. If a nonlinear system is represented by

the T–S fuzzy model, it will bring twofold benefits: (1) the

T–S fuzzy model is capable of approximating the nonlinear

system at any preciseness; (2) based on the fuzzy model,

powerful linear control methods are available to solve its

control problems. Over the past few decades, there have

appeared a number of theoretical results on the analysis and

synthesis for T–S fuzzy systems in the open literature [2–6].

On the other hand, the control of large-scale systems has

attracted extensive attention due to its wide applications,

such as power systems, transportation systems, industrial

processes, and communication networks [7]. However,

large-scale systems raise the increasing difficulty of stability

analysis and control design because of the excessive infor-

mation processing, strong interconnections, and different

locations among subsystems. Recently, decentralization
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control has been proposed to large-scale systems. Its idea is

firstly to partition control problems of a large-scale system

into independent or almost independent subproblems. Then,

using a set of independent controllers rather than a single

controller, the control of the overall system can be imple-

mented [8, 9]. More recently, T–S fuzzy model-based

method has been developed for large-scale nonlinear sys-

tems, such as stability analysis [10], adaptive decentralized

fuzzy controller design [11–14], filtering design [15–17],

and observer-based controller design [18, 19]. In addition,

remarkable efforts have been devoted to the H1 optimal

control theory which deals with the problem of more robust

stability [20, 21], and in the feedback loops communication

networks are often used instead of point-to-point connec-

tions due to their great advantages, such as low cost, reduced

weight and power requirements, and simple installation and

maintenance. Nevertheless, few works have been made on

the decentralized H1 sampled-data control for large-scale

networked T–S fuzzy systems.

Based on the above considerations, this paper will

examine the decentralized H1 sampled-data control

problem for a class of continuous-time large-scale net-

worked nonlinear systems. Each nonlinear subsystem in the

considered system is represented by a Takagi–Sugeno (T–

S) model and is closed by a communication channel with

transformed time delay. Firstly, by utilizing an input delay

approach, the sampled-data control system is formulated

into the time-varying system, and we propose a two-term

approximation method to reformulate the delayed system

into an interconnected structure with input and output.

Then, we introduce a Lyapunov–Krasovskii functional

(LKF) that all Lyapunov matrices are not required to be

positive definite. Combined with the scaled small gain

(SSG) theorem, sufficient conditions for solving the

decentralized H1 sampled-data control problem will be

derived in the form of linear matrix inequalities (LMIs).

The effectiveness of the proposed methods is demonstrated

by two numerical examples.

The main contributions of this paper are twofold: (i) the

problem of decentralized H1 sampled-data control for

large-scale networked T–S fuzzy systems is studied for the

first time; (ii) it is noted that control systems with sampled-

data measurement can be formulated into control systems

with time-varying delay [22]. Compared with the direct

Lyapunov–Krasovskii functional method proposed in [15],

we perform a model transformation with two-term approx-

imation and introduce an LKF that all Lyapunov matrices

are not required to be positive definite, and combined with

the scaled small gain (SSG) theorem, less conservative

results to the decentralized H1 sampled-data controller

design of the large-scale networked T–S fuzzy system are

derived in terms of linear matrix inequalities (LMIs).

This rest of this paper is organized as follows. Sect. 2

formulates the problem under consideration. The main

results for the decentralized H1 fuzzy sampled-data

controller design are given in Sect. 3. Two simulation

examples are presented to demonstrate the effectiveness of

the proposed methods in Sect. 4, which is followed by

conclusions in Sect. 5.

Notations. Matrix P[ 0 ð� 0Þ denotes P being positive

definite (positive semidefinite). Sym{A} denotes Aþ AT :

In and 0m�n are used to denote the n� n identity matrix and

m� n zero matrix, respectively. Rn denotes the n-dimen-

sional Euclidean space. Rn�m denotes the set of n� m

matrices. The subscripts n and m� n are omitted when the

size is not relevant or can be determined from the context.

For a matrix A 2 Rn�n; A�1 and AT are the inverse and

transpose of the matrix A, respectively. diag{� � �} denotes

a block-diagonal matrix. L2½0;1Þ refers to the space of

square-summable infinite vector sequences over ½0;1Þ.
The notation H is used to indicate the terms that can be

induced by symmetry.

2 Problem Formulation and Preliminaries

We consider a continuous-time large-scale system con-

taining N nonlinear subsystems with interconnection,

where each subsystem is closed by a communication

channel. Assume that the i-th nonlinear subsystem is rep-

resented by the following T–S fuzzy model:

Plant Rule Rl
i: IF fi1ðtÞ is Fl

i1 and fi2ðtÞ is Fl
i2 and � � �

and figðtÞ is Fl
ig, THEN

_xiðtÞ ¼ Ailxi tð Þ þ BiluiðtÞ þ
PN

k ¼ 1

k 6¼ i

�AiklxkðtÞ þ Bwilwi tð Þ

yiðtÞ ¼ CilxiðtÞ þ DiluiðtÞ þ Dwilwi tð Þ; l 2 Li :¼ 1; 2; . . .; rif g

8
>>>><

>>>>:

ð1Þ

where i 2 N :¼ f1; 2; . . .;Ng; Rl
i denotes the l-th fuzzy

inference rule for the i-th subsystem; ri is the number of

inference rules; Fl
i/ / ¼ 1; 2; . . .; gð Þ are fuzzy sets;

xiðtÞ 2 Rnxi denotes the system state; uiðtÞ 2 Rnui is the

control input; yiðtÞ 2 Rnyi is the regulated output; wiðtÞ 2
Rnwi is the disturbance input, which is assumed to belong to

L2½0;1Þ; fiðtÞ :¼ ½fi1ðtÞ; fi2ðtÞ; . . .; figðtÞ� are some mea-

surable variables of the i-th subsystem; ðAil;Bil;Bwil;Cil;

Dil;DwilÞ denotes the l-th local model for the i-th subsys-

tem; and �Aikl denotes the interconnection matrix between

the i-th and k-th subsystems.

Define lil fiðtÞ½ � as the normalized membership function

of the inferred fuzzy set Fl
i : ¼

Qg
/¼1F

l
i/ and
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lil fiðtÞ½ � :¼
Qg

/¼1lil/ fi/ðtÞ
� �

Pri
1¼1

Qg
/¼1li1/ fi/ðtÞ

� � � 0;
Xri

l¼1

lil fiðtÞ½ � ¼ 1;

ð2Þ

where lil/ fi/ðtÞ
� �

is the grade of membership of fi/ðtÞ in

Fl
i/: In the following, we will denote lil :¼ lil fiðtÞ½ � for

brevity.

By fuzzy blending, the global T–S fuzzy dynamic model

can be obtained as follows:

_xiðtÞ ¼ AiðliÞxi tð Þ þ BiðliÞuiðtÞ þ
PN

k ¼ 1

k 6¼ i

�AikðliÞxkðtÞ þ BwiðliÞwi tð Þ

yiðtÞ ¼ CiðliÞxiðtÞ þ DiðliÞuiðtÞ þ DwiðliÞwi tð Þ; i 2 N

8
>>>><

>>>>:

ð3Þ

where

AiðliÞ :¼
Pri

l¼1

lilAil; BiðliÞ :¼
Pri

l¼1

lilBil; �AikðliÞ :¼
Pri

l¼1

lil �Aikl; BwiðliÞ :¼
Pri

l¼1

lilBwil;

CiðliÞ :¼
Pri

l¼1

lilCil; DiðliÞ :¼
Pri

l¼1

lilDil; DwiðliÞ :¼
Pri

l¼1

lilDwil:

8
>><

>>:

ð4Þ

In this paper, our objective is to design a decentralized

fuzzy controller with sampled measurement such that the

closed-loop large-scale fuzzy control system is asymptoti-

cally stable with an H1 performance. Before moving on,

the following assumptions are firstly required.

Assumption 1 The sampler in each subsystem is clock

driven, and the sampling period is a constant and satisfies

tikþ1 � tik ¼ hi; k 2 N: ð5Þ

Assumption 2 Each subsystem is closed by a commu-

nication channel, and the sampled signals at the instant tik
are transmitted over a communication network that induces

a time-varying delay satisfying

si � sik � �si; k 2 N; ð6Þ

where si and �si are the lower and upper bounds of sik; k 2
N; respectively.

Based on the above descriptions, we introduce the fol-

lowing decentralized fuzzy controller with sampled

measurement:

Controller Rule Rs
i : IF fi1ðtÞ is Fl

i1 and fi2ðtÞ is Fl
i2

and � � � and figðtÞ is Fl
ig, THEN

ui tð Þ ¼ Kilxiðtik � sikÞ; t 2 ½tik; tikþ1Þ; ð7Þ

where Kil 2 Rnui�nyi ; l 2 Li; i 2 N are controller gains to

be determined.

Similarly, the overall state-feedback fuzzy controller

with sampled measurement is inferred as follows:

ui tð Þ ¼ KiðliÞxiðtik � sikÞ; t 2 ½tik; tikþ1Þ; ð8Þ

where KiðliÞ :¼
Pri

l¼1

lilAil.

Remark 1 It is noted that in the context of networked

control systems (NCSs), the time derivative of the network-

induced delay sik is usually difficult to be known a priori

due to the network-induced uncertainties. In this case, we

assume that the time derivative of sik is unknown.

Combining the system in (3) with the decentralized

sampled-data fuzzy controller in (8), we have the following

closed-loop fuzzy control system:

_xiðtÞ ¼ AiðliÞxi tð Þ þ BiðliÞKiðliÞxiðtik � sikÞ þ
PN

k ¼ 1

k 6¼ i

�AikðliÞxkðtÞ þ BwiðliÞwi tð Þ

yiðtÞ ¼ CiðliÞxiðtÞ þ DiðliÞKiðliÞxiðtik � sikÞ þ DwiðliÞwi tð Þ; t 2 ½tik; tikþ1Þ; i 2 N

8
>>>><

>>>>:

:

ð9Þ

Given the large-scale T–S fuzzy system in (3), and a

disturbance attenuation c[ 0, the purpose of this paper is

to design a decentralized sampled-data state-feedback

fuzzy controller in the form of (8) to satisfy the following

two requirements simultaneously:

(1) the closed-loop sampled-data fuzzy control system

given by (9) with wi tð Þ ¼ 0 is asymptotically stable,

(2) define ~yðtÞ ¼ yT1 ðtÞ � � � yTi ðtÞ � � � yTNðtÞ
� �T

; ~wðtÞ ¼ wT
1

�

ðtÞ � � �wT
i ðtÞ � � �wT

NðtÞ�
T ; then the induced L2 norm of

the operator from ~w to the regulated output ~y is less

than c under zero initial conditions

Z 1

0

~yTðtÞ~yðtÞdt\c2

Z 1

0

~wTðtÞ ~wðtÞdt ð10Þ

for any nonzero ~w 2 L2½0;1Þ.
In order to obtain better H1 performance, we will propose

an input delay and a two-term approximation approach, to

transform the closed-loop sampled-data control system (9)

into an interconnected structure with input and output, such

that the decentralized H1 sampled-data control problem is

reformulated in the context of IO stability. It is noted that

the IO approach proposed in this paper benefits from the

scaled small gain (SSG) theorem. Interested readers can

refer to [23] for more details. Here, we directly state the

following lemmas:

Lemma 1 [24] Consider an interconnected system R1 :
ndðtÞ ¼ GgdðtÞ;R2 : gdðtÞ ¼ DndðtÞ; where the forward

subsystem R1 is known with operator G; and the feedback

one R2 is unknown and time varying with operator D 2
M :¼ D : Dk k1 � 1

� �
: Assume that R1 is internally

stable, then the interconnected system is robustly stable for
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all D 2 M if TnGT�1
g

�
�
�

�
�
�
1
\1 holds for some matrices

Tn; Tg
� �

2 T with T :¼ Tg; Tn
� �

2 Rng�ng�
�

Rnn�nn :

Tg; Tnnonsingular; TgDT�1
n

�
�
�

�
�
�
1
� 1g:

Lemma 2 [24] For any constant positive symmetric

matrix M 2 Rn�n;MT ¼ M[ 0; scalars d2 [ d1 � 0; the

following inequality holds:

Z d2

d1

x tð Þdt
� �T

M

Z d2

d1

x tð Þdt
� �

� d2 � d1ð Þ
Z d2

d1

xT tð ÞMx tð Þdt:

Lemma 3 [25] For any constant positive semidefinite

symmetric matrix W 2 Rn�n;WT ¼ W [ 0; two positive

integers n2 and n1 satisfying n2 � n1 � 1; the following

inequality holds:

Xn2

k¼n1

x kð Þ
 !T

W
Xn2

k¼n1

x kð Þ
 !

� n2 � n1 þ 1ð Þ
Xn2

k¼n1

xT kð ÞWx kð Þ:

3 Main Results

In this section, we will firstly address a model transfor-

mation. Then, we introduce a Lyapunov–Krasovskii func-

tional (LKF) and SSG theorem to the new model.

Performance analysis and controller design to the decen-

tralized H1 sampled-data control for the large-scale T–S

fuzzy system in (3) will be respectively derived.

3.1 Model Reformulation

Following from the input delay approach in [22], the

sampled-data control can be rewritten as a delayed control:

u tð Þ ¼ KiðliÞxiðt � gi tð ÞÞ; t 2 ½tik; tikþ1Þ; ð11Þ

where gi tð Þ ¼ t � tik þ sik.
Based on Assumption 1 and 2, we have

si � gi tð Þ� �gi; �gi ¼ �si þ hi; t 2 ½tik; tikþ1Þ; k 2 N: ð12Þ

It follows from (3) and (11) that the closed-loop sampled-

data fuzzy control system in (9) can be rewritten as

_xiðtÞ ¼ AiðliÞxi tð Þ þ BiðliÞKiðliÞxiðt � gi tð ÞÞ þ
PN

k ¼ 1

k 6¼ i

�AikðliÞxkðtÞ þ BwiðliÞwi tð Þ

yiðtÞ ¼ CiðliÞxiðtÞ þ DiðliÞKiðliÞxiðt � gi tð ÞÞ þ DwiðliÞwi tð Þ; t 2 ½tik; tikþ1Þ; i 2 N

8
>>>><

>>>>:

ð13Þ

To apply Lemma 1 to the decentralized H1 sampled-data

fuzzy state-feedback controller design, the closed-loop

fuzzy control system in (13) will be firstly transformed into

an interconnected structure, i.e., the delay ‘‘uncertainty’’

will be pulled out and put into a feedback subsystem. Then,

based on an LKF combined with the SSG theorem, the IO

approach can be developed to solve the decentralized H1
sampled-data control problem. Here, we follow the idea in

[26] to approximate the time-varying delay term xiðt �
gi tð ÞÞ in (13) by xiðt � siÞ and xiðt � �giÞ; and the approxi-

mation error is given by

�si � si þ hi

2
-di tð Þ ¼ xiðt � gi tð ÞÞ �

1

2

"

xi t � si
	 


þ xi t � �gið Þ
#

¼ 1

2

Z �gi tð Þ

��gi

_xi t þ að Þda� 1

2

Z ��si

�gi tð Þ
_xi t þ að Þda

¼ 1

2

Z ��si

��gi

qi að Þndi t þ að Þda;

ð14Þ

where ndi tð Þ ¼ _xi tð Þ and

qi að Þ ¼
1; if a� � gi tð Þ;
�1; if a[ � gi tð Þ:

�

ð15Þ

Substitute (14) into the closed-loop fuzzy control system

(13), and put the delay ‘‘uncertainty’’-di tð Þ into a feedback

subsystem. The closed-loop fuzzy control system in (13)

can be rewritten as

Ri1 :

_xi tð Þ ¼ �AiðliÞ�ni tð Þ þ
�si � si þ hi

2
BiðliÞKiðliÞ-di tð Þ þ

XN

k ¼ 1

k 6¼ i

�AikðliÞxkðtÞ þ BwiðliÞwi tð Þ

yiðtÞ ¼ �CiðliÞ�ni tð Þ þ
�si � si þ hi

2
BiðliÞKiðliÞ-di tð Þ þ DwiðliÞwi tð Þ

ndi tð Þ ¼ _xi tð Þ

8
>>>>>>>>><

>>>>>>>>>:

Ri2 : -di tð Þ ¼ Dindi tð Þ;

ð16Þ

where t 2 ½tik; tikþ1Þ; k 2 N; i 2 N and Di denotes an oper-

ator with uncertainties, and

�AiðliÞ ¼ AiðliÞ
1

2
BiðliÞKiðliÞ

1

2
BiðliÞKiðliÞ

� 

;

�CiðliÞ ¼ CiðliÞ
1

2
DiðliÞKiðliÞ

1

2
DiðliÞKiðliÞ

� 

;

�ni tð Þ ¼ xTi tð Þ xTi t � si
	 


xTi t � �gið Þ
� �T

:

8
>>>>><

>>>>>:

ð17Þ

Based on the interconnected system with two subsystems

Ri1 and Ri2 in (16), we have the following lemma:

Lemma 4 Consider the interconnected system with two

subsystems Ri1 and Ri2 in (16), the operator Di : ndi tð Þ �
! -di tð Þ satisfies the SSG condition XiDiX

�1
i

�
�

�
�
1 � 1;

where Xi are nonsingular matrices.

Proof Based on relation (14), and using Jensen’s

inequality (Lemma 2) and considering zero initial condi-

tions, we have
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Z t

0

-T
di að ÞXT

i Xi-di að Þda

¼ 1

�si � si þ hi
	 
2

Z t

0

Z �si

��gi

qi bð Þndi aþ bð Þdb
" #T

� XT
i Xi

Z �si

��gi

qi bð Þndi aþ bð Þdb
" #

da� 1

�si � si þ hi
	 
2

Z t

0

� �si � si þ hi
	 


Z �si

��gi

q2
i bð ÞnTdi aþ bð ÞXT

i Xindi aþ bð Þdb
" #

da

¼ 1

�si � si þ hi

Z �si

��gi

Z t

0

nTdi aþ bð ÞXT
i Xindi aþ bð Þda

� 

db

¼ 1

�si � si þ hi

Z �si

��gi

Z tþb

b
nTdi að ÞXT

i Xindi að Þda
� 

db

� 1

�si � si þ hi

Z �si

��gi

Z t

0

nTdi að ÞXT
i Xindi að Þda

� 

db

¼
Z t

0

nTdi að ÞXT
i Xindi að Þda:

ð18Þ

It is easy to see that the inequality in (18) implies

XiDiX
�1
i

�
�

�
�
1 � 1; thus the proof is completed.

Remark 2 It can be seen from Lemma 4 that the feedback

subsystem Ri2 satisfies the property XiDiX
�1
i

�
�

�
�
1 � 1:

Define X ¼ diag X1 � � �Xi � � �XNf g
|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

N

; D ¼

diag D1 � � �Di � � �DNf g
|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

N

, and it is easy to see that

XDX�1
�
�

�
�
1 � 1 holds. Using Lemma 1, the interconnected

system (16) is IO stable if the property XGX�1
�
�

�
�
1\1

holds. Due to the fact that the closed-loop fuzzy control

system in (9) and the interconnected system in (16) are

equivalent, the system in (9) is also stable when the above

conditions hold.

Remark 3 It is noted that in the simulation examples we

will verify that the obtained results based on the IO

approach are less conservative than those that are based on

direct Lyapunov method.

3.2 Decentralized H1 Sampled-Data State-

Feedback Controller Performance Analysis

In the following, based on a Lyapunov–Krasovskii func-

tional combined with the SSG theorem, we will firstly

present a decentralized H1 sampled-data state-feedback

controller performance analysis result for the closed-loop

fuzzy control system (9).

Lemma 5 Given the large-scale T–S fuzzy system in (3)

and decentralized sampled-data fuzzy controller in (8),

then the closed-loop fuzzy control system (9) is asymptot-

ically stable with anH1 disturbance attenuation level c; if
there exist positive definite symmetric matrices

Pi1;Pi2;Qi1;Qi2; Zi1; Zi2; �Xif g 2 Rnxi�nxi ; matrix multi-

pliers Gi 2 R 5nxiþnwið Þ�nxi ; and scalars 0\eiðliÞ� e0; such

that for all i 2 N the following matrix inequalities hold:

Pi1

si
þ Zi1 � Zi1

H Qi1 þ Zi1

2

4

3

5[ 0; ð19Þ

Pi2

�gi
þ Zi2 � Zi2

H Qi2 þ Zi2

2

4

3

5[ 0; ð20Þ

and

�I CiðliÞ 0

H Hi þ Sym GiAiðliÞf g Gi

H H � eiðliÞI

2

6
4

3

7
5\0;

ð21Þ

where

Hi¼

Hið1Þ Pi1 þPi2 0 0 0 0

H Hið2Þ Zi1 Zi2 0 0

H H Hið3Þ 0 0 0

H H H �Qi2 �Zi2 0 0

H H H H � �Xi 0

H H H H H � c2I

2

6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
5

;

Hið1Þ ¼ s2
i Zi1 þ �g2

i Zi2 þ �Xi;Hið3Þ ¼�Qi1 �Zi1;

Hið2Þ ¼Qi1 þQi2 �Zi1 �Zi2 þ e0 N�1ð Þ
PN

k¼ 1

k 6¼ i

�AT
ki
�Aki;

AiðliÞ¼ �I AiðliÞ
1

2
BiðliÞKiðliÞ

1

2
BiðliÞKiðliÞ

�si�siþhi
	 


2
BiðliÞKiðliÞ BwiðliÞ

� 

;

CiðliÞ¼ 0 CiðliÞ
1

2
DiðliÞKiðliÞ

1

2
DiðliÞKiðliÞ

�si� siþhi
	 


2
DiðliÞKiðliÞ DwiðliÞ

� 

:

8
>>>>>>>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

ð22Þ

Proof Choose the following Lyapunov–Krasovskii

functional (LKF):

VðtÞ ¼
XN

i¼1

ViðtÞ ¼
XN

i¼1

Vi1ðtÞ þ Vi2ðtÞ½ � ð23Þ

with

V1iðtÞ ¼ xTi tð ÞPi1xi tð Þ þ
R t
t�si

xTi að ÞQi1xi að Þda

þ si
R 0

�si

R t
tþb _xTi að ÞZi1 _xi að Þdadb;

V2iðtÞ ¼ xTi tð ÞPi2xi tð Þ þ
R t
t��gi

xTi að ÞQi2xi að Þda

þ �gi
R 0

��gi

R t
tþb _xTi að ÞZi2 _xi að Þdadb;

8
>>>>>><

>>>>>>:

ð24Þ

where Pi1;Pi2;Qi1;Qi2; Zi1; Zi2f g 2 Rnxi�nxi ; i 2 N are

symmetric matrices, and matrices Pi1;Pi2; Zi1; and Zi2 are

positive definite.
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Firstly, using Jensen’s inequality (Lemma 2), it yields

si

Z 0

�si

Z t

tþb
_xTi að ÞZi1 _xi að Þdadb

� si

Z 0

�si

�1

b

Z t

tþb
_xTi að Þda

� 

Zi1

Z t

tþb
_xi að Þda

� 

db

¼ si

Z 0

�si

�1

b
xi tð Þ � xi t þ bð Þ½ �TZi1 xi tð Þ � xi t þ bð Þ½ �db

¼ si

Z si

0

1

s
xi tð Þ � xi t � sð Þ½ �TZi1 xi tð Þ � xi t � sð Þ½ �ds

�
Z si

0

xi tð Þ � xi t � sð Þ½ �TZi1 xi tð Þ � xi t � sð Þ½ �ds

¼
Z t

t�si

xi tð Þ � xi að Þ½ �TZi1 xi tð Þ � xi að Þ½ �da:

ð25Þ

It follows from (24) and (25) that

Vi1ðtÞ�
Z t

t�si

xi tð Þ
xi að Þ

� T Pi1

si
þ Zi1 � Zi1

H Qi1 þ Zi1

2

4

3

5

2

4

3

5
xi tð Þ
xi að Þ

� 

da:

ð26Þ

Similarly, we also have

�gi

Z 0

��gi

Z t

tþb
_xTi að ÞZi2 _xi að Þdadb

�
Z t

t��gi

xi tð Þ � xi að Þ½ �TZi2 xi tð Þ � xi að Þ½ �da;
ð27Þ

which implies that

Vi2ðtÞ�
Z t

t��gi

xi tð Þ
xi að Þ

� T Pi2

�gi
þ Zi2 � Zi2

H Qi2 þ Zi2

2

4

3

5
xi tð Þ
xi að Þ

� 

da:

ð28Þ

Thus, if the inequalities (19) and (20) hold, there always

exist scalars di [ 0 such that the property VðtÞ[
PN

i¼1

di xi tð Þk k holds.

Next, by taking the derivative of ViðtÞ along the tra-

jectory of the forward system Ri1 in (16), it yields

_ViðtÞ ¼ _Vi1ðtÞ þ _Vi2ðtÞ
� 2xTi tð Þ P1i þ P2ið Þ _xi tð Þ þ xTi tð ÞQi1xi tð Þ
� xTi t � si

	 

Qi1xi t � si

	 


þ xTi tð ÞQi2xi tð Þ � xTi t � �gið ÞQi2xi t � �gið Þ

þ s2
i _x

T
i tð ÞZi1 _xi tð Þ � si

Z t

t�si

_xTi að ÞZi1 _xi að Þda

þ �g2
i _x

T
i tð ÞZi2 _xi tð Þ � �gi

Z t

t��gi

_xTi að ÞZi2 _xi að Þda:

ð29Þ

Now, using Jensen’s inequality (Lemma 2), we have

� si

Z t

t�si

_xTi að ÞZi1 _xi að Þda

� �
Z t

t�si

_xi að Þda
" #T

Zi1

Z t

t�si

_xi að Þda
" #

¼ � xi tð Þ � xi t � si
	 
	 
T

Zi1 xi tð Þ � xi t � si
	 
	 


:

ð30Þ

Similarly, we also have

� �gi

Z t

t��gi

_xTi að ÞZi2 _xi að Þda

� �
Z t

t��gi

_xi að Þda
" #T

Zi2

Z t

t��gi

_xi að Þda
" #

¼ � xi tð Þ � xi t � �gið Þð ÞTZi2 xi tð Þ � xi t � �gið Þð Þ:

ð31Þ

Define vi tð Þ ¼ _xTi tð Þ xTi tð Þ xTi t � si
	 


xTi t � �gið Þ
�

-T
di tð ÞwT

i tð Þ�T and matrix multipliers Gi 2 R 5nxiþnwið Þ�nxi ,

then it follows from the forward system Ri1 in (16) that

0 ¼ 2
XN

i¼1

vTi tð ÞGi � _xi tð Þ þ �AiðliÞ�ni tð Þ þ
�si � si þ hi

2

�

� BiðliÞKiðliÞ-di tð Þ þ BwiðliÞwi tð Þ


þ 2
XN

i¼1

vTi tð ÞGi

XN

k ¼ 1

k 6¼ i

�AikðliÞxkðtÞ: ð32Þ

Note that

2�xT �y� j�1�xT �xþ j�yT �y; ð33Þ

where �x; �y 2 Rn and scalar j[ 0:

In addition, define �Aik � �AikðliÞ, and using discrete

Jensen’s inequality (Lemma 3), we also have

XN

i¼1

XN

k ¼ 1

k 6¼ i

�AikðliÞxkðtÞ

2

6
6
6
6
6
4

3

7
7
7
7
7
5

T

XN

k ¼ 1

k 6¼ i

�AikðliÞxkðtÞ

2

6
6
6
6
6
4

3

7
7
7
7
7
5

8
>>>>><

>>>>>:

9
>>>>>=

>>>>>;

�
XN

i¼1

XN

k ¼ 1

k 6¼ i

�AkixiðtÞ

2

6
6
6
6
6
4

3

7
7
7
7
7
5

T

XN

k ¼ 1

k 6¼ i

�AkixiðtÞ

2

6
6
6
6
6
4

3

7
7
7
7
7
5

8
>>>>><

>>>>>:

9
>>>>>=

>>>>>;

¼
XN

i¼1

XN

k ¼ 1

k 6¼ i

�AkixiðtÞ

2

6
6
6
6
6
4

3

7
7
7
7
7
5

T

XN

k ¼ 1

k 6¼ i

�AkixiðtÞ

2

6
6
6
6
6
4

3

7
7
7
7
7
5

8
>>>>><

>>>>>:

9
>>>>>=

>>>>>;

�
XN

i¼1

N � 1ð Þ
XN

k ¼ 1

k 6¼ i

xTi ðtÞ�AT
ki
�AkixiðtÞ

8
>>>>><

>>>>>:

9
>>>>>=

>>>>>;

:

ð34Þ
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Then, by introducing scalar parameters 0\eiðliÞ� e0;

where eiðliÞ :¼
Pri

l¼1

lileil; i 2 N ; and using relations (33)

and (34), one has

0 ¼ 2
XN

i¼1

vTi tð ÞGi � _xi tð Þ þ �AiðlÞ�ni tð Þ þ
�si � si þ hi

2
BiðliÞKiðliÞ-di tð Þ þ BwiðliÞwi tð Þ

� 

þ 2
XN

i¼1

vTi tð ÞGi

XN

k ¼ 1

k 6¼ i

�AikðliÞxkðtÞ

� 2
XN

i¼1

vTi tð ÞGi � _xi tð Þ þ �AiðliÞ�ni tð Þ þ
�si � si þ hi

2
BiðliÞKiðl̂iÞ-di tð Þ þ BwiðliÞwi tð Þ

� 

þ
XN

i¼1

e�1
i ðliÞvTi tð ÞGiGT

i vi tð Þ þ eiðliÞ
XN

k ¼ 1

k 6¼ i

�AikðliÞxkðtÞ

2

6
6
6
6
6
4

3

7
7
7
7
7
5

T

XN

k ¼ 1

k 6¼ i

�AikðliÞxkðtÞ

2

6
6
6
6
6
4

3

7
7
7
7
7
5

8
>>>>><

>>>>>:

9
>>>>>=

>>>>>;

� 2
XN

i¼1

vTi tð ÞGi � _xi tð Þ þ �AiðliÞ�ni tð Þ þ
�si � si þ hi

2
BiðliÞKiðliÞ-di tð Þ þ BwiðliÞwi tð Þ

� 

þ
XN

i¼1

e�1
i ðliÞvTi tð ÞGiGT

i vi tð Þ þ e0 N � 1ð Þ
XN

k ¼ 1

k 6¼ i

xTi ðtÞ�AT
ki
�AkixiðtÞ

2

6
6
6
6
6
4

3

7
7
7
7
7
5

:

ð35Þ

Let �Xi ¼ XT
i Xi; i 2 N ; and consider the following index:

JðtÞ ¼
XN

i¼1

JiðtÞ

¼
XN

i¼1

Z 1

0

nTdi tð Þ �Xindi tð Þ � -T
di tð Þ �Xi-di tð Þ þ yTi ðtÞyiðtÞ � c2wT

i tð Þwi tð Þ
� �

dt:

ð36Þ

Under zero initial conditions, it can be known that Við0Þ ¼
0 and Við1Þ� 0: Then, it follows from (14), (29)–(31),

(35), and (36) that

JðtÞ�
XN

i¼1

JiðtÞ þ Við1Þ � Við0Þ

¼
XN

i¼1

Z 1

0

_ViðtÞ þ nTdi tð Þ �Xindi tð Þ � -T
di tð Þ �Xi-di tð Þ

�

þ yTi ðtÞyiðtÞ � c2wT
i tð Þwi tð Þ

�
dt

�
XN

i¼1

Z 1

0

vTi tð Þ Hi þ Sym GiAiðliÞf gf

þ e�1
i ðliÞGiGT

i þ CT
i ðliÞCiðliÞ

�
vi tð Þdt;

ð37Þ

where Hi;AiðliÞ; and CiðliÞ are defined in (22).

Using Schur complement to (21), it is easy to see that

(21) implies JðtÞ\0 and
PN

i¼1
_ViðtÞ\0; which means

XGX�1
�
�

�
�
1\1: Then, using Lemma 1 and 4, it can be

known that the closed-loop fuzzy control system (9) is

asymptotically stable. Based on JðtÞ\0, together with the

consideration of (18), it yields
R1

0
~yTðtÞ~yðtÞdt\

c2
R1

0
~wTðtÞ ~wðtÞdt. The proof is thus completed.

3.3 Decentralized H1 Sampled-Data State-

Feedback Controller Design

Here, we will address the decentralized H1 sampled-data

state-feedback controller design for the large-scale T–S

fuzzy system in (3). Based on the performance analysis

result in Lemma 5, and by specifying matrix multipliers Gi

and using some matrix transformation techniques, the

nonlinear matrix inequalities are formulated into the linear

ones, and the corresponding result is summarized in the

following theorem.

Theorem 1 Consider the large-scale T–S fuzzy system in

(3). Then, a decentralized sampled-data state-feedback

fuzzy controller in the form of (8) exists, such that the

closed-loop fuzzy control system (9) is asymptotically

stable with anH1 disturbance attenuation level c; if there
exist positive definite symmetric matrices �Pi1; �Pi2; �Qi1;f
�Qi2; �Zi1; �Zi2; ~Xig 2 Rnxi�nxi ; matrices Gi 2 Rnxi�nxi ; �Kil 2
Rnui�nxi ; and scalars 0\�0 � �il; l 2 Li; such that for all

i 2 N the following LMIs hold:

�Pi1

si
þ �Zi1 � �Zi1

H �Qi1 þ �Zi1

2

6
4

3

7
5[ 0; ð38Þ

�Pi2

�gi
þ �Zi2 � �Zi2

H �Qi2 þ �Zi2

2

4

3

5[ 0; ð39Þ

and

Rill\0; 1� l� ri ð40Þ

Rilj þ Rijl\0; 1� l\j� ri ð41Þ

where

Rilj ¼

��0 N � 1ð Þ�1E 0 Gki 0

H � I Cilj 0

H H ~Hi þ Sym EPilj

� �
�ilE

H H H � �ilI

2

6
6
6
6
4

3

7
7
7
7
5
;

Gki ¼ 0 �AkiGi 0 0 0 0
� �

; E ¼ I I 0nxi� 3nxiþnwið Þ
� �T

;

Cilj ¼ 0 CilGi

1

2
Dil

�Kij

1

2
Dil

�Kij

�si � si þ hi

2
Dil

�Kij Dwil

� 

;

~Hi ¼

~Hið1Þ �Pi1 þ �Pi2 0 0 0 0

H ~Hið2Þ �Zi1 �Zi2 0 0

H H ~Hið3Þ 0 0 0

H H H � �Qi2 � �Zi2 0 0

H H H H � ~Xi 0

H H H H H � c2I

2

6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
5

;

~Hið1Þ ¼ s2
i
�Zi1 þ �g2

i
�Zi2 þ ~Xi; ~Hið2Þ ¼ �Qi1 þ �Qi2 � �Zi1 � �Zi2; ~Hið3Þ ¼ � �Qi1 � �Zi1;

Pilj ¼ �Gi AilGi

1

2
Bil

�Kij

1

2
Bil

�Kij

�si � si þ hi

2
Bil

�Kij Bwil

� 

:

8
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

ð42Þ

Furthermore, a decentralized sampled-data state-feedback

fuzzy controller in the form of (8) is given by
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Kil ¼ �KilG
�1
i ; l 2 Li; i 2 N : ð43Þ

Proof Define �iðliÞ ¼ e�1
i ðliÞ and �0 ¼ e�1

0 ; the inequal-

ity 0\eiðliÞ� e0 implies 0\�0 � �iðliÞ: Then, by applying

Schur complement, the inequality in (21) can be rewritten

as

��0 N � 1ð Þ�1E 0 �AkiE 0

H � I CiðliÞ 0

H H �Hi þ Sym GiAiðliÞf g �iðliÞGi

H H H � �iðliÞI

2

6
6
6
4

3

7
7
7
5
\0;

ð44Þ

where

�Hi ¼

Hið1Þ Pi 0 0 0 0

H �Hið2Þ Zi1 Zi2 0 0

H H Hið3Þ 0 0 0

H H H � Qi2 � Zi2 0 0

H H H H � �Xi 0

H H H H H � c2I

2

6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
5

Hið1Þ ¼ s2
i Zi1 þ �g2

i Zi2 þ �Xi; �Hið2Þ ¼ Qi1 þ Qi2 � Zi1 � Zi2

Hið3Þ ¼ �Qi1 � Zi1; E ¼ 0 I 0 0 0 0½ �
�Aki ¼ �AT

1i � � � �AT
ki;k 6¼i � � � �AT

Ni

h i

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
N�1

T

;E¼diag Inxi � � � Inxif g
|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

N�1

:

8
>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>:

ð45Þ

In addition, the conditions in (40) and (41) imply that

s2
i
�Zi1 þ �g2

i
�Zi2 þ ~Xi � Sym Gif g\0; i 2 N : ð46Þ

Due to the fact that s2
i
�Zi1 þ �g2

i
�Zi2 þ ~Xi [ 0; we have Gi þ

GT
i [ 0; which means that the matrices Gi are nonsingular.

Now, we specify matrix multipliers Gi as

Gi ¼ G�1
i G�1

i 0nxi� 3nxiþnwið Þ
� �T

; i 2 N : ð47Þ

Substitute matrix multipliers Gi defined in (47) into (44)

and define

C1 :¼ diag E I GT
i GT

i GT
i GT

i GT
i I I

� �
;

�Pi1 ¼ GT
i Pi1Gi; �Pi2 ¼ GT

i Pi2Gi; �Qi1 ¼ GT
i Qi1Gi; �Qi2 ¼ GT

i Qi2Gi;

�Zi1 ¼ GT
i Zi1Gi; �Zi2 ¼ GT

i Zi2Gi; ~Xi ¼ GT
i
�XiGi:

8
><

>:

ð48Þ

Then, by performing the congruence transformation to (44)

by C1, it yields

��0 N � 1ð Þ�1E 0 Gki 0

H � I CiðliÞ 0

H H ~Hi þ Sym EPiðliÞf g �iðliÞE
H H H � �iðliÞInxi

2

6
6
6
4

3

7
7
7
5
\0;

ð49Þ

where ~Hi; E; and Gki are defined in (42), and

CiðliÞ ¼ 0 CiðliÞGi

1

2
DiðliÞKiðliÞGi

1

2
DiðliÞKiðliÞGi

�

�si � si þ hi

2
DiðliÞKiðliÞGi DwiðliÞ



;

PiðliÞ ¼ �Gi AiðliÞGi

1

2
BiðliÞKiðliÞGi

1

2
BiðliÞKiðliÞGi

�

�si � si þ hi

2
BiðliÞKiðliÞGi BwiðliÞ



:

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

ð50Þ

It is noted that the matrices Gi can be absorbed by the

controller gain variable KiðliÞ by introducing

�KiðliÞ ¼ KiðliÞGi: ð51Þ

By extracting the fuzzy basis functions in (49) and taking

into consideration the relations of (48) and (51), the

inequality in (49) can be rewritten as

Xri

l¼1

l2
illRill þ

Xri�1

l¼1

Xri

j¼lþ1

lillij Rilj þ Rijl

� �
\0; ð52Þ

where Rilj is defined in (42).

In addition, define C2 :¼diag GT
i GT

i

� �
; and by per-

forming the congruence transformation to (19) and (20) by

C2, respectively, (38) and (39) can be directly obtained.

The proof is thus completed. h

4 Simulation Examples

In this section, two examples will be presented to

demonstrate the effectiveness of the decentralized H1
sampled-data state-feedback controller design method

proposed in this paper.

Example 1 Consider a continuous-time large-scale T–S

fuzzy system in the form of (1) with two interconnected

subsystems as follows:

Plant Rule Rl
i : IF xi1ðtÞ is Fl

i1; THEN

_xiðtÞ ¼ Ailxi tð Þ þ BiluiðtÞ þ
PN

k ¼ 1

k 6¼ i

�AikxkðtÞ þ Bwilwi tð Þ

yiðtÞ ¼ CilxiðtÞ þ DiluiðtÞ þ Dwilwi tð Þ; l ¼ 1; 2f g; i ¼ 1; 2f g

8
>>>><

>>>>:

;

where

⎡
⎢⎢⎣

A11 B11 Bw11
A12 B12 Bw12
C11 D11 Dw11
C12 D12 Dw12

⎤
⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 −0.02 0.9 0
1 0 0 0.5
0 −0.08 1.1 0

1.2 0 0 0.4
1 0 0.9 0
1 0 0.7 0

⎤
⎥⎥⎥⎥⎥⎥⎦
, Ā12 =

0 0.1
0 0
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for the first subsystem, and

⎡
⎢⎢⎣

A21 B21 Bw21
A22 B22 Bw22
C21 D21 Dw21
C22 D22 Dw22

⎤
⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎣

−0.24 −0.06 1.1 0
1.4 0 0 0.3

−0.32 −0.08 0.8 0
0.9 0 0 0.4

1 0 0.6 0
1 0 0.8 0

⎤
⎥⎥⎥⎥⎥⎥⎦
, Ā21 =

0 0.2
0 0

for the second subsystem.

The objective is to design a decentralized sampled-data

state-feedback controller in the form of (8) such that the

closed-loop fuzzy control system in (9) is asymptotically

stable with an H1 disturbance attenuation level c: Assume

that the lower and upper bounds of transformed time delay

are 0:05� si tð Þ� 0:50; and the sampled period is hi ¼
0:05: It has been found that there are no feasible solutions

based on the direct Lyapunov design method combined

with some bounding techniques in [15]. It is noted that the

choices of these bounding techniques are the main sources

of conservatism. In this paper, based on a two-term

approximation method, we propose an equivalent model

transformation, which formulates the decentralized H1
sampled-data control problem in the context of input–out-

put (IO) stability. Based on a Lyapunov–Krasovskii func-

tional (LKF) that all Lyapunov matrices are not required to

be positive definite, and combined with the scaled small

gain (SSG) theorem, the decentralized H1 sampled-data

control problem is solved for the considered system by

linear matrix inequalities (LMIs). In the proposed method,

no useful terms are neglected. It is hence expected that the

obtained results will be less conservative.

Now, by applying Theorem 1 with the positive matrices
�Qi1; �Qi2; we indeed obtain the minimum H1 performance

cmin ¼ 2:0639. By applying Theorem 1 with (38) and (39),

we obtain a more better H1 performance cmin ¼ 1:6818,

and the corresponding controller gains are

K11 K12½ � ¼ �1:1889 �0:5319 �1:0707 �0:4102½ �

for the first subsystem, and

K21 K22½ � ¼ �1:0456 �0:3323 �0:9565 �0:2964½ �

for the second subsystem.

The normalized membership functions are shown in

Fig. 1, where ri ¼ 3. Given the initial conditions x1ð0Þ ¼
½1;�2�T ; x2ð0Þ ¼ ½2;�1�T ; Figs. 2 and 3 show the state

responses for the subsystems 1 and 2, respectively. Then,

we consider zero initial conditions and assume that the

external disturbances are w1ðtÞ ¼ 0:4e�0:2t sinðtÞ and

w2ðtÞ ¼ 0:6e�0:4t cosðtÞ; it can be observed in Fig. 4 that

the H1 performance is satisfactory, thus showing the

effectiveness of the decentralized H1 sampled-data state-

feedback controller design method.

Example 2 Consider a double-inverted pendulum system

connected by a spring. The system is composed of two

interconnected subsystems. The modified equations of the

motion of the interconnected pendulum are given by [17]

_xi1 ¼ xi2

_xi2 ¼ 1

Ji
ui �

kr2

4Ji
xi1 þ

migr

Ji
� kr2

4Ji
xi2

� 

sinðxi1Þ þ
1

Ji
xi2 þ

X2

k ¼ 1

k 6¼ i

kr2

16Jk
xk1; i ¼ f1; 2g;

8
>>>><

>>>>:

where xi1 denotes the angle of the i-th pendulum from the

vertical and xi2 is the angular velocity of the i-th pendulum.

In this simulation, the masses of two pendulums are

chosen as m1 ¼ 2 kg and m2 ¼ 2:5 kg; the moments of

inertia are J1 ¼ 2 kg and J2 ¼ 2:5 kg; the constant of the

connecting torsional spring is k ¼ 8 N�m/rad; the length of

the pendulum is r ¼ 1 m; and the gravity constant is g ¼
9:8 m/s2. We choose two local models, i.e., by linearizing

the interconnected pendulum around the origin and
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Fig. 2 State responses of subsystem 1
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xi1 ¼ �88	; 0ð Þ, the continuous-time interconnected T–S

fuzzy system can be given as follows:

Plant Rule Rl
i: IF xi1ðtÞ is Fl

i, THEN

_xiðtÞ ¼ Ailxi tð Þ þ BiluiðtÞ þ
PN

k ¼ 1

k 6¼ i

�AikxkðtÞ þ Bwilwi tð Þ

yiðtÞ ¼ CilxiðtÞ þ DiðliÞuiðtÞ; l ¼ 1; 2f g; i ¼ 1; 2f g

8
>>>><

>>>>:

;

where

A11 B11 Bw11
A12 B12 Bw12

=

⎡
⎢⎢⎣

0 1 0 0
−1 0.5 0.5 0.2

0 1 0 0
5.9120 −0.4848 0.5 0.2

⎤
⎥⎥⎦

Ā12 =
0 0

0.025 0
, C1l = 1 0 , D11 = 0.9, D12 = 0.7

for the first subsystem, and

A21 B21 Bw21
A22 B22 Bw22

=

⎡
⎢⎢⎣

0 1 0 0
−0.8 0.4 0.4 0.1

0 1 0 0
6.1120 −0.3878 0.4 0.1

⎤
⎥⎥⎦

Ā21 =
0 0

0.025 0
, C2l = 1 0 , D21 = 0.6, D22 = 0.8

for the second subsystem.

The normalized membership functions are shown in

Fig. 1, where ri ¼ 88	. In addition, we assume that the

lower and upper bounds of the transformed time delay are

0:01� si tð Þ� 0:23; and the sampled period is hi ¼ 0:01:

The objective is to design a decentralized sampled-data

state-feedback controller in the form of (8) such that the

closed-loop fuzzy control system in (9) is asymptotically

stable with an H1 disturbance attenuation level c: It has

also been found that there are no feasible solutions based

on the direct Lyapunov method proposed in [15]. Never-

theless, by applying Theorem 1 with the positive matrices
�Qi1; �Qi2; we indeed obtain the minimum H1 performance

cmin ¼ 4:6456. By applying Theorem 1 with (38) and (39),

we obtain a much better H1 performance cmin ¼ 3:5987,

and the corresponding controller gains are

K11 K12½ � ¼ �2:1382 �6:4694 �15:5946 �5:2015½ �

for the first subsystem, and

K21 K22½ � ¼ �3:4855 �8:0952 �20:2542 �6:9602½ �

for the second subsystem.

Given the initial conditions x1ð0Þ ¼ ½1:3; 0�T ; x2ð0Þ ¼
½0:8; 0�T ; Figs. 5 and 6 show the state responses for the

subsystems 1 and 2, respectively. Then, we consider zero

initial conditions and assume that the external disturbances

are w1ðtÞ ¼ 0:8e�0:2t sinðtÞ and w2ðtÞ ¼ 0:6e�0:2t cosðtÞ; it

can be observed in Fig. 7 that the H1 performance is

satisfactory, thus showing the effectiveness of the
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decentralized H1 sampled-data state-feedback controller

design method.

5 Conclusions

This paper investigated the decentralized H1 sampled-

data control problem for a class of continuous-time large-

scale networked T–S fuzzy systems. A new model trans-

formation based on the input delay and two-term approx-

imation approaches was proposed, such that the closed-

loop sampled-data fuzzy control problem was reformulated

into the IO stability framework. Based on an LKF com-

bined with the SSG theorem, sufficient conditions for

solving the decentralized H1 sampled-data control prob-

lem of the large-scale networked T–S fuzzy system were

derived. It has been shown that the closed-loop fuzzy

control system is asymptotically stable with an H1 per-

formance and the controller gains were obtained by solving

a set of LMIs. Two numerical examples were given to

demonstrate the effectiveness of the proposed method. It is

worth mentioning that in this paper the H1 sampled-data

controller is decentralized. One interesting future research

topic is the extension of the proposed method to the case of

distributed H1 sampled-data controller.
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