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Abstract
This study identifies the effect of firm performance, especially efficiency, on firm 
survival. This study applies efficiency calculations using a translog model based 
on both time-invariant and time-varying production functions and the Ackerberg–
Caves–Frazer (ACF) model to overcome the endogeneity problem in the estimation 
of the production function. The data used are firm-level data, which are medium 
and large manufacturing company censuses with an observation period from 1995 
to 2015. This study used two estimation techniques: the Cox proportional hazard 
model and Poisson regression. I estimate the Cox regression with firm-level data, 
whereas the Poisson regression is estimated with aggregate data for 2-digit ISIC. 
Estimates at the aggregate 2-digit ISIC level are intended to not only see the effect 
of efficiency on companies that survive but also on companies that enter and exit. 
Firm-level evidence shows that a company’s efficiency reduces the hazard ratio or 
increases its survival time. Moreover, consistent with firm-level results, the aggre-
gate-level estimation shows that efficiency increases the chances of survival and 
entry of companies into Indonesia and reduces the rate of company exit from the 
Indonesian market. This shows that a company’s level of technical efficiency makes 
an important contribution to the survival of manufacturing companies in Indonesia.
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1  Introduction

Manufacturing is an important contributor to the economies of countries around 
the world, both developed and developing (Szirmai, 2011). Although there has 
been a recent debate about whether the industrial sector is still an important com-
ponent of economic growth, the facts show that the dominance of the trade or ser-
vice sector has shifted in many countries. The debate over whether manufacturing 
should continue to be the primary focus of industrial policy in developing coun-
tries is currently a matter of significant contention. Indeed, the lack of agreement 
reflects our weak understanding of the importance of the manufacturing sector, 
particularly for middle-income economies. In contrast to the predictions that arise 
from a particular theory, the well-documented patterns of structural change in 
different industries are generally accepted as empirical reality. Thus, it remains 
controversial whether a developing country today must be fully industrialized to 
become prosperous. Contemporary literature emphasizing the sectoral unique-
ness of economic development also differs markedly from popular ideas that view 
growth as sector-neutral. Although several papers have attempted to highlight the 
importance of manufacturing in economic development (Su & Yao, 2016), Hara-
guchi et al. (2017) argue that manufacturing may continue to play a critical role 
in developing country economies. In this case, we could argue that the premature 
deindustrialization is not due to changes in the development characteristics of 
manufacturing that may have reduced its contribution to economic development, 
but rather to the inability of some countries to develop their manufacturing sector 
relative to others.

In the trajectory towards advancement, developing nations require a robust indus-
trial sector to catalyse fostering income growth. The efficacy of the industrial sec-
tor constitutes a pivotal determinant of a nation’s economic advancement. Notably, 
the average production growth in Indonesia’s industrial sector between 2007 and 
2019 stood at 4.02 percent, a figure that falls short when compared to the perfor-
mance of low-income countries, which attained a growth rate of 5.28 percent, and 
middle-income countries, which achieved a more substantial rate of 6.09 percent 
(Global Economic Monitor, 2023). Furthermore, at the regional level, Indonesia, 
despite being the largest economy in Southeast Asia, is placed fifth in industrial per-
formance according to the Competitive Industrial Performance (CIP) Index, after 
Singapore, Malaysia, Thailand, and Vietnam (UNIDO, 2020). On the other hand, 
Indonesia, as one of the fourth largest countries in terms of population, is still very 
dependent on the industrial sector to absorb labor. According to Badan Pusat Statis-
tics (BPS), by 2022, more than 14 percent of the labor force in the manufacturing 
sector, or about 19,171 million workers. Figure 1 illustrates the shifts in the compo-
sition of the manufacturing workforce in Indonesia as compared to various key eco-
nomic sectors. The manufacturing sector holds the third position among the sectors 
with the highest employment rates, following the agricultural and trade sectors. The 
trends indicate an economic transition from the traditional agriculture sector to the 
modern sector, as evidenced by the growing proportion of the workforce engaged in 
non-agricultural activities.



1 3

Journal of Industrial and Business Economics	

BPS observed that an economic transition period commenced in the early 1990s, 
with the industrial sector emerging as the leader and the primary driving force of the 
national economy. Figure 2 illustrates the prevailing dominance of the manufactur-
ing sector, which is projected to continue contributing approximately 18 percent to 
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Indonesia’s GDP until the year 2022. This is, of course, an important testament to 
the Indonesian economy that the industrial sector is still one of the driving forces of 
the economy.

The growth of the industrial sector is one of the hopes for Indonesian workers 
to get decent jobs and income, so manufacturing companies need a good environ-
ment to develop in Indonesia. Industrial enterprises in Indonesia are engaged in 
various manufacturing sectors, which consist of micro, small, medium, and large 
enterprises. Micro industry with 1–4 employees, small industry with 5–19 employ-
ees, medium industry with 20–99 employees, and large industry with 100 or more 
employees. BPS noted that in 2022, the number of micro and small enterprises was 
4.2 million enterprises, while medium and large industries were more than 30 thou-
sand enterprises, and the number of these enterprises fluctuated quite a bit each year, 
as shown in Fig.  3 in panel (a) for medium and large enterprises and micro and 
small enterprises in panel (b). However, this trend in numbers does not reflect the 
problems in the industry market, i.e., entry and exit or survival of the industry. Of 
course, high turnover can be a problem because a company is expected to perform 
well not only in terms of numbers but also in terms of assets, profits, and employ-
ment. Therefore, studies on this topic are important.

The issue of industrial sector growth is of great importance to Indonesia, and one 
aspect that has received little attention from academia is the survival of firms in 
Indonesia. The availability of longitudinal data for firms in the industrial sector is 
not widespread, especially for a large number of small and micro firms; however, a 
survey of large and medium industries conducted by the government covers all large 
and medium firms, so it is possible to conduct a survival analysis of firms with large 
and medium sizes.

The ability of firms to enter and survive in the market depends on several fac-
tors, such as market structure, factor productivity, e.g., human capital, and finan-
cial access. The entry and survival patterns of firms, the number and size of new 
firms entering the market, the duration of their survival, and their market power over 
time are key determinants for understanding the competitive dynamics in the mar-
ket. New entrants bring new products to the market and expand them into existing 
markets, putting competitive pressure on incumbent firms (Esteve-Pérez and Cas-
tillejo, 2006). The gradual changes of firms in the market, from creation to demise, 
can have a significant impact on the economy. Enterprise creation could contribute 
to the creation of more jobs, the development of new products and technologies, the 
transformation of market structures, the development of the supply chain, and the 
reduction of social exclusion. However, the failure of productive enterprises can lead 
to a waste of social, financial, and material resources.

This study investigates the determinants, especially efficiency, market compe-
tition, and other key determinants of manufacturing firm survival in Indonesia. 
Not only looking at the factors that influence manufacturing companies in sur-
viving operations in Indonesia but also looking at what causes them to enter and 
leave the market. This study is concerned with performance factors, especially 
technical efficiency, market structure, macroeconomic conditions, and company 
characteristics. We employ firm-level panel data from Indonesia’s large and 
medium enterprises survey from 1995 to 2015. The contributions of this study 
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are twofold. Firstly, the research employs the Ackerberg–Caves–Frazer (ACF) 
method to compute technical efficiency, mitigating endogeneity issues in esti-
mating the production function as the foundation for efficiency score calculation. 
To our knowledge, this study represents the inaugural use of the ACF technique 
in investigating the association between efficiency and firm survival. Previous 
studies relied on diverse methodologies, including the utilization of innova-
tion proxies (Buddelmeyer et al., 2006), Data Envelopment Analysis (DEA) by 
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Dimara et al. (2008), certain financial health indicators (Manello & Calabrese, 
2017), and conventional stochastic frontier approximation (Tsionas & Papadogo-
nas, 2006). Secondly, beyond examining the impact of efficiency on firm sur-
vival, the study explores its effects on both firm exit and entry. This exploration 
aims to ascertain the consistency of estimation outcomes at both the firm and 
aggregate levels (Two-digit ISIC), as well as the consistency of the influence of 
efficiency on firm survival, exit, and entry.

The estimation was carried out in two stages, namely calculating efficiency 
using a stochastic frontier analysis model based on the translog production func-
tion, both time-invariant and time-varying. In addition, the efficiency score cal-
culation is also based on the ACF model estimation to overcome the endogeneity 
problem in the estimation of the production function. The second stage is esti-
mating the influence of technical efficiency and other control factors on firm sur-
vival using the Cox proportional hazard model, and this process is carried out in 
an analysis at the individual company level. Cox (1972, 1975) uses the hazard 
function to investigate the relationship between the likelihood of an event occur-
ring and several regressors. The next estimation strategy is to estimate, in a panel 
structure with cross-sectional entities, the number of companies entering, exit-
ing, and surviving per 2-digit ISIC sector. The analysis of regressors is developed 
without specifying a hazard function under the condition of "hazard proportion-
ality," which states that the proportion of two types of hazards remains constant 
over time. The inter-relationship among survival ability, entering and exiting the 
markets, efficiency, market power, other characteristics of the firms, and macro-
economic performance is included in the area to be discussed in this study. There 
are not many publications about the survival of companies in Indonesia. One 
publication that is focused on survival in Indonesia was written by Brucal and 
Mathews (2021), who looked at the survival of medium and large firms after a 
flood disaster occurred at the district level.

The rest of the chapter is organized as follows. Section  2 summarizes exist-
ing literature related to the survival analysis of firms and their determinants with 
an emphasis especially those related to the determinant factors that will be ana-
lyzed in this study. Section 3 discusses the sources, structure, observations, and 
basic treatment performed. Besides that, analysis techniques and modeling strate-
gies are also the main topics discussed in this section. Section 4 shows empiri-
cal results and discusses some of their interpretation and consequences. Sec-
tion 5 provides concluding remarks, limitations, and recommendations for future 
research.

2 � Literature review

There is a growing body of literature on business survival analysis, and some of it 
provides general factors, while others address specific issues. This section provides 
previous literature discussing the effect of efficiency and some key determinants of 
firm survival.
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2.1 � Efficiency and firm survival

This study focuses on the issue of the relationship between efficiency and firm 
survival; however, we also include control variables that adequately represent the 
determinants of firm survival. The relationship between efficiency and firm survival 
has been empirically tested in several previous studies. Jitsutthiphakorn (2021), 
which measures productivity by calculating total factor productivity, while Muzi 
et al. (2023) use labor productivity; however, Buddelmeyer et al. (2006) indirectly 
observed technical efficiency using two sets of innovation variables; Esteve-Pérez 
and Man ez-Castillejo (2006) take productivity and competition (price cost margins) 
into account in their firm survival study. While Tsionas and Papadogonas (2006) 
calculated technical efficiency as a measure of efficiency and looked at the influ-
ence of technical efficiency on firm exit, On the other hand, Manello and Calabrese 
(2017) used a non-parametric data envelopment analysis (DEA) approach to calcu-
late efficiency scores. More productive firms survive in a well-performing market 
with fair competition, while less productive firms exit. A dynamic like this allows 
for the continuous reallocation of resources to their highest value. In the highly com-
petitive business environment, existing firms are under pressure to improve their 
efficiency, often through innovative activity. In the fields of microeconomics and 
industrial organization, the connection between firm survival and productivity has 
been theoretically developed as a standard. Firms in standard frameworks act with 
the goal of profit maximization and are constrained by a budget function. Exits from 
the market occur when profits fall below the variable cost threshold in its most basic 
form.

2.2 � Control variables

2.2.1 � Competition and firm survival

In industrial organization literature, market competition is an essential factor in 
determining the company’s performance in a market. The higher the level of com-
petition, the more companies are required to be productive. A high concentration of 
industries may permit new entrant firms to operate on a suboptimal scale, providing 
some space for survival initial period after entering the markets. However, highly 
concentrated industries may have a higher potential for incumbent collusion and, 
as a result, more aggressive behavior toward new entrants. At empirical evidence, 
competition is measured by some indicators, e.g. number of competing firms, mar-
ket share/concentration, and price cost margin. In the case of firm survival study, 
some papers e.g. Audretsch and Mahmood (1995), Lopez et al. (2017) employ price 
cost margin, whereas Audretsch (1991), and Garcia and Puente (2006) use market 
concentration, Kato (2009) uses industry density and size with quadratic relation-
ship, and Jeong et al. (2016) indicate competition by number of competitors. They 
find that market structure increases the ability of firms to survive. The research on 
how competition impacts firm survival is mixed. Some studies find that competition 
reduces firm survival, while others find the opposite effect or no significant effect. 
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Two studies found that competition decreases firm survival. Suarez (1995) found 
that firms in industries with dominant designs, indicating intense competition, had 
lower survival. Similarly, Utterback (1993) argued that firms founded during periods 
of high competition will have higher failure rates. In contrast, other studies found 
that competition increases firm survival. Børing (2015) found that product-innova-
tive firms, which likely face high competition, had higher acquisition rates, indicat-
ing greater survival. Naidoo (2010) found that Chinese manufacturing SMEs with 
competitive advantages, developed through marketing innovation in response to 
competition, had greater perceived survival likelihood. Some studies found no sig-
nificant effect of competition on firm survival. Januszewski (2002) found no effect 
of competition on productivity growth for German firms. Guadalupe (2008) found 
that while competition caused firms to flatten their hierarchies, it did not impact 
firm survival. The effect of competition also depends on firm characteristics. Nai-
doo (2010) and Guadalupe (2008) found that the positive impact of competition on 
survival was enhanced by strong corporate governance and organizational restruc-
turing. In summary, while some studies find that competition reduces firm survival, 
the overall research is mixed. The effect of competition seems to depend on factors 
like firm and industry characteristics, governance, and the ability to restructure in 
response to competition.

2.2.2 � Foreign, domestic investment, and ownership

The effects of foreign direct investment (FDI) also depend on a firm’s experience 
and timing of entry. Early entrants gain higher market shares but lower survival 
rates, as Murray et al. (2012) show in a study of foreign firms in China. However, 
Shaver et al. (1997) find that firms with more experience investing in a host coun-
try and firms entering industries with a larger existing foreign presence have higher 
survival rates. This suggests experience and following other foreign investors can 
help firms overcome the disadvantages of being early movers. The type of FDI also 
matters. Chen et al. (2000) show that "expansionary" FDI seeking to exploit com-
petitive advantages boosts firm growth and survival, while "defensive" FDI seek-
ing cheap labor only boosts survival. Exporting, which often accompanies FDI, has 
similarly complex effects. Dzhumashev et al. (2016) find that while exporting ini-
tially increases the hazard of firm failure in the short term, in the long run, export-
ers benefit more from productivity gains and have lower failure rates. In summary, 
while foreign investment can threaten firm survival by increasing competition, it 
also frequently boosts survival by providing knowledge and market access. The net 
effect depends on a firm’s experience, timing, industry conditions, and FDI moti-
vations. With the right strategies and circumstances, FDI can ultimately strengthen 
rather than weaken a firm’s viability. Qu and Harris (2018) show that financial assis-
tance and the strength of political links have a greater likelihood of survival. On 
the other hand, Kubo and Phan (2019) show that government ownership has a non-
linear impact on company performance depending on the type of partnership. This 
non-linearity is also confirmed by Nguyen et  al. (2022) who show that there is a 
threshold where increasing government ownership beyond a certain point will hurt 
company performance.
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2.2.3 � Openness

Trade openness is a means for companies to obtain better and cheaper resources or a 
wider market. However, problems arise for the company if it is unable to overcome 
the problems from the risks of international trade. This related empirical study con-
firms that ambiguity exists. International market activity raises the risk of volatil-
ity, which could have either positive or negative effects on the business, leaving the 
overall outcome unclear (Buch et al., 2009). According to Esteve-Pérez and Man̬ez-
Castillejo (2006), a company’s chances of surviving are decreased when it exports 
a lot. Wagner (2013) finds that exports will influence firm survival as long as there 
is two-way trade, or, in other words, the company also imports. This was added by 
Gibson and Graciano (2011): importing companies get two benefits at once, namely 
the relative price and the embodied technology of the input.

2.2.4 � Capacity utilization

Several studies show the effect of capacity utilization on firm survival. Lecraw 
(1978) found that capacity underutilization in firms was negatively correlated with 
firm survival. Firms that operated at lower capacity utilization rates had lower pro-
jected profits and perceived higher risks, leading to lower survival rates. Lieber-
man (1989) supported this and finds that higher capacity utilization was positively 
associated with firm survival in chemical industries. Firms that expanded capacity 
in line with demand growth and had lower variability were more likely to survive. 
Ray (2021) took a cost-based approach, finding that firms operating at less than full 
capacity had higher average costs and lower survival rates. To minimize costs and 
ensure survival, firms needed to increase output and capacity utilization. Nikiforos 
(2012) argued that the desired rate of capacity utilization for cost-minimizing firms 
is endogenous. As returns to scale decrease with higher production, firms have an 
incentive to increase capacity utilization, leading to higher survival rates. In addi-
tion, Chatzoudes et al. (2022) supported this, finding financial constraints reduced 
short- and long-term survival, especially during economic crises. Performance driv-
ers like capacity utilization and access to finance were key to the firm’s survival.

2.2.5 � Change inventory (inventory)

Basu and Wang (2011) argue that there was a negative relationship between inven-
tory changes and firm performance. Additionally, this relationship is slightly miti-
gated for businesses that are typically low-carrying organizations as well as those 
in the wholesale and retail sectors. According to their research, there are signifi-
cant mediators of the relationship between inventory fluctuations and business per-
formance, including macroeconomic and industry-specific conditions. Bao (2004) 
suggests that the informativeness of change in inventory positively affects firm valu-
ation. On the other hand, Lin et al. (2022) explore the impact of inventory productiv-
ity on venture survival and find a converse U-curve relationship. Additionally, finan-
cial constraints moderate the effect of inventory productivity on survival. Elsayed 
and Wahba (2016) proposethat inventory performance depends on the firm’s life 
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cycle stage, with firms in the expansion and revival stages exhibiting better inven-
tory performance compared to firms in the inception or maturity stages.

2.2.6 � Location (Java)

Choosing a production location and market is very important for the company’s sur-
vival. Locations that provide infrastructure facilities and attractive market trends for 
companies provide advantages in production operations and the distribution of pro-
duction results. This is supported by several studies. Manzato et al. (2011) found that 
variables such as accessibility to infrastructure supply, regional effects, demographic 
and economic aspects, and rent prices significantly affect firm survival rates. Shu 
(2018) focused on traded industries and found that regional concentrations of related 
industrial firms (localization) can moderate the effects of founder team industry and 
start-up experience on firm survival. Stearns et al. (1995) specifically argue that new 
businesses located in urban, suburban, or rural areas can have a significant impact on 
performance outcomes. Urban areas may have more competitors, but they also have 
a wealth of different resources. Although they may be less diverse, rural areas can 
help companies fill gaps in the market in the absence of competition. Bagley (2019) 
contends that taking into account a firm’s geographic location within an industrial 
cluster, there may be a nonlinear relationship. He indicates a link that is inversely 
U-shaped. Furthermore, new enterprises benefit at extremely short distances from 
the cluster centroid. Any benefits from co-location are lost at intermediate distances, 
which in this case encompass the densest part of the cluster, possibly as a result of 
competition effects. As distance increases, this negative externality disappears.

2.2.7 � Size

Company size and its impact on company performance or survival are theoretically 
ambiguous. In many industries, larger firms tend to have a survival advantage over 
smaller ones. This is often attributed to their greater access to resources, economies 
of scale, and established customer bases. Larger firms may have more diversified 
product lines, geographic reach, and financial stability, which can help them weather 
economic downturns and industry fluctuations more effectively. Small firms, while 
more vulnerable to economic shocks and competition, can exhibit resilience due to 
their agility and ability to adapt quickly. Niche markets, specialized expertise, and 
innovative solutions can enable small firms to carve out unique positions in the 
market, allowing them to survive and thrive. The papers present mixed findings on 
the relationship between firm size and firm survival. Palestrini (2015) explores the 
survival bias in the firm size distribution. Agarwal and Gort (1999) argues that the 
relationship between firm size and survival depends on the stage of the industry’s 
life cycle. Some studies use some proxies for firm size such as assets by Agarwal 
and Audretsch, (2001), sales and assets (Dzhumashev et al., 2016), and number of 
employees (Bosio et al., 2020; Cefis & Marsili, 2005; Fernandez et al., 2021).
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2.2.8 � Macroeconomic variables

In addition to performance and market factors, macroeconomic factors must also 
be seen as important factors in determining whether a company should operate in 
a market. Macroeconomic conditions, workforce quality, and good economic poli-
cies will make companies choose to continue operating in a market. Holmes et al. 
(2010) identified firm survival by including macroeconomic variables such as inter-
est rates and sectoral economic growth as drivers. Audretsch et al. (1997) also did 
the same thing with sectoral growth variables. Macroeconomic conditions can affect 
the company both from the input and output market sides. From the input side, com-
panies that are oriented to the domestic market as their output market certainly hope 
for demand-side strength from the economy to absorb their production, while from 
the input side, such as energy prices that may represent capital utilization (Ghosal, 
2003), policies, quality, and quantity of labor (Acs et al., 2007), can provide a boost 
to production. However, according to Bartoloni et  al. (2020), complex events like 
recessions produce highly erratic and unstable corporate conditions. Production 
efficiency has a limited impact on a company’s ability to survive such situations. 
Instead, it depends on one’s aptitude for handling such complexity. They discovered 
that companies using talents and competencies to navigate environmental challenges 
more often are less likely to exit during a downturn compared to those that do not.

3 � Methodology

3.1 � Data

The data used in this study were collected from a survey of large and medium-scale 
manufacturing industries conducted by BPS. The survey is conducted annually 
and covers all large and medium-listed companies. This study uses a survey period 
from 1995 to 2015. In one census year, there were around 20,000 companies regis-
tered and surveyed. The results of the compilation of all observations amounted to 
461,764. Each company has an identity code and a 5-digit ISIC (International Stand-
ard Industrial Classification) code, which indicates the global standard for categoriz-
ing productive activities. This study uses companies that existed in the last year of 
observation as existing companies, both those that have just entered the industry and 
those that have existed before. In addition to micro survey data, this research also 
uses macro data as an indicator of economic conditions, especially at the national 
level or at the location where the company operates. Both micro survey data and 
macro data are all from BPS, and World Development Indicators are from the World 
Bank. The company’s data in the survey will simulate possible observations indi-
cates in the selection of the age period that is the benchmark in the survival period. 
The cleaning of general survey data is carried out to see whether the responsive-
ness of the respondents is sufficient for some of the basic information needed for 
analysis. This study conducts a cleaning of company respondents who do not answer 
basic questions such as total cost or total energy required for production because we 
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view that this information must be present in the production process, and we con-
sider that responses not answered are considered unobserved.

3.2 � Econometric model specification

3.2.1 � Modeling of efficiency

The variable indicated is efficiency, which is calculated using stochastic frontier 
analysis (SFA) based on the production function to calculate the efficiency score. 
Refer to Coelli et al. (1998) and Tesema (2022). The production function is used to 
measure the technical efficiency (TE) score, where technical efficiency is estimated 
using the production function, and the technical efficiency score is calculated using 
the ratio of the predicted value of the production function to the actual production 
value data. The production function is estimated using the standard frontier model 
with a linear log form for both inputs and outputs. There are four inputs included 
in the model: the number of workers, total energy consumption including gasoline, 
diesel, gas, lubricant, coal, and electricity, fixed capital such as buildings, machin-
ery, land, and vehicles, and raw materials. While allocative efficiency is calculated 
based on the estimation of the cost model function on output, input prices include 
energy prices, labor prices, capital prices, and raw material prices, which are cal-
culated with the unit value of each input per unit amount of consumption and total 
expenditure for these inputs.

Raw material inputs that do not have an input price per unit are proxied using the 
producer price index. In general, the production function can be estimated with the 
following Eqs. (1) and (2):

where yit represents the value of output for firm i in the t period, and xit represents 
a (1 × K) vector with the values are functions of inputs consisting of labor, mate-
rials, energy, and capital (buildings, vehicles, machinery, lands, and other assets), 
and other explanatory variables for firm i in the t period, while β is a (K × 1) vector 
of unobserved coefficients to be measured. In addition, Vit is assumed to be error 
disturbance and distributed independently and identically and possess normal distri-
bution with zero mean and unobserved variance, �2

v
 , and Uit are non-negative, unob-

servable random variables connected to technical production inefficiencies, meaning 
that the observed output is not as high as it could be given the technology and input 
levels used. Based on the specifications of the stochastic production frontier model 
described in Eq. 1, the technical efficiency value can be formulated as in Eq. 2

where TEit is the technical efficiency for i firm at t period. Coelli et al. (1998) argue 
that the stochastic frontier function has various forms, and the most common is the 
Cobb–Douglas form, which is from the simplest form to the most complex form, 
namely translog. Although the translog frees the production function from these 

(1)ln
(
yit
)
= exp(xit� + Vit − Uit)

(2)TEit = exp(−Uit)
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constraints, it does so at the expense of having a form that is more challenging to 
handle analytically and susceptible to degrees of freedom, sufficient observation, 
and collinearity issues. Since the translog function is a flexible functional form. 
Although the Cobb–Douglas model is simple, it has limitations in terms of the elas-
ticity of production inputs, which are constant, including the production scale of 
each observation entity. In addition, the elasticity of the substitution function is also 
1. The basic difference between the Cobb–Douglas and translog model specifica-
tions is that the simple Cobb-Douglass model only includes production input vari-
ables without including interaction variables between variables in the estimation 
model as shown by Eqs. 3 and 4 as follows:

If we compare the two equations, it can be seen that Eq. 3 only contains the linear 
coefficient input variables without including derivative variables such as interactions 
and quadratic forms of production input variables. However, the translog produc-
tion function is superior to the Cobb–Douglas function in approximating unknown 
production functions (Kymn & Hisnanick, 2001; Shih et  al., 1977). The translog 
relaxes strong assumptions of the Cobb–Douglas like homotheticity, homogeneity 
and separability (Kymn & Hisnanick, 2001; Tzouvelekas, 2000). By not imposing 
these restrictions, the translog allows for variable returns to scale and non-neutral 
technical change (Kim, 1992; Tzouvelekas, 2000). Several studies found the trans-
log specification preferable to the Cobb–Douglas. Tzouvelekas (2000) and Kymn 
and Hisnanick (2001) could not reject the translog in favor of the Cobb–Douglas. 
Heyer et al. (2004) also found the translog superior when accounting for factor uti-
lization. However, Konishi and Nishiyama (2002) could not reject the translog for 
Japanese manufacturing. The translog’s flexibility allows it to account for complex 
production structures with multiple factors (Binswanger, 1974; Kymn & Hisnanick, 
2001). The translog can be estimated with panel data to gain efficiency, as shown by 
Tzouvelekas (2000). It can also incorporate technical and allocative inefficiency, as 
Kumbhakar (1989) demonstrated. It can provide a superior fit to data and account 
for complex production structures and inefficiency. Though it faces issues with zero 
values, solutions have been developed to facilitate its use.

Stage 1 of the analysis method begins with estimating a stochastic frontier model 
based on the production function. Several approaches of estimation can be employed 
including standard stochastic frontier analysis models on panel data with time-invar-
iant (TI) or time-varying decay (TVD) models based on maximum likelihood esti-
mation technique. There is an ongoing debate in the literature on whether to use TI 
or TVD inefficiency models in panel data stochastic frontier analysis. Some papers 
argue for TI models, citing their simplicity and ability to control for unobserved 
heterogeneity (Greene, 2001; Paul & Shankar, 2020). However, others argue that 

(3)lnyit = �0 +

n∑
m=1

�mlnxit + Vit − Uit

(4)lnyit = �0 +
n
∑

m=1
�mlnxit +

1
2

n
∑

m=1
�mmlnx2it +

n
∑

m=1

n
∑

l≠m
�lmlnxit + Vit − Uit
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time-varying models are more realistic, as inefficiency is unlikely to remain constant 
over long time periods (Colombi, 2013; Colombi et al., 2011; Peyrache & Rambaldi, 
2012). Time-invariant proponents point out that their models can adequately control 
for unobserved heterogeneity by using random effects (Paul & Shankar, 2020), fixed 
effects (Greene, 2001), or latent class specifications (Greene, 2001). For example, 
Paul and Shankar (2020) propose a random effects model that allows for time-invar-
iant inefficiency and unobserved heterogeneity. Through Monte Carlo simulations 
and an empirical example, Paul and Shankar (2020) show this model can perform 
well even in small samples. On the other hand, advocates of time-varying models 
argue that inefficiency is unlikely to remain static over time. Peyrache and Ram-
baldi (2012) propose a state-space model that allows for time-varying inefficiency 
and temporal variation in unobserved heterogeneity. Colombi (2013) proposes using 
the closed skew normal distribution to model time-invariant and time-varying inef-
ficiency in panel data. The choice ultimately comes down to a trade-off between 
parsimony and flexibility in modeling temporal variation.

In addition, we use the Ackerberg–Caves–Frazer (ACF) method proposed by 
Ackerberg et al. (2015) to overcome the endogeneity problem in the estimation of 
the production function. Manjón and Manez (2016) argue that because the error 
term of the model typically contains output determinants that are observed by the 
firm but not by the analyst (firm’s productivity or efficiency), inputs are likely to be 
endogenous variables if firms choose the level of inputs demanded in the production 
process optimally (that is, as the solution of a dynamic profit maximization prob-
lem). This indicates that estimations produced by conventional estimation techniques 
like ordinary least squares (OLS) are inconsistent. Additionally, more complex tech-
niques like the fixed-effects estimator or instrumental variables within-groups esti-
mator do not appear to be very effective (Griliches & Mairesse, 1995). The tech-
nique promoted by Levinsohn and Petrin (2003), according to Ackerberg, Caves, and 
Frazer (2015), may have identification problems. The method demonstrates that the 
labor input might not fluctuate independently of the nonparametric function that is 
being estimated using the low-order polynomial unless extra assumptions are made 
about the processes that generate the data. Moreover, Ackerberg, Caves, and Frazer 
(2015) suggest an estimation procedure that borrows elements from both the two-
stage Olley and Pakes (1996) and Levinsohn and Petrin (2003) approaches but pre-
dicts all the input parameters in the second stage. This avoids the functional problem 
of dependence. By considering the advantages of the ACF method, we carried out a 
final analysis based on the efficiency values calculated using the ACF approach, and 
efficiency estimation using the standard stochastic frontier approach with the TVD 
and TI models only as comparisons.

3.2.2 � Modeling of firm survival

The second stage of this study investigates the impact of technical efficiency on firm 
survival, employing two distinct approaches: one at the firm level and another at the 
2-digit ISIC level, both structured as panels as outlined in Sect. 3.1. This exploration 
aims to assess the consistency of results across both individual firms and the aggre-
gate level. Additionally, the categorization of observations into survives, exit, and 
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entry groups enhance the comprehensiveness and coherence of depicting how tech-
nical efficiency influences a company’s survival. The firm-level analysis adopts the 
Proportional Hazard Model approach, while the 2-digit ISIC analysis utilizes Pois-
son regression. Subsequent sections elaborate further on the methodology employed.

Muzi et  al. (2023) argue that there is a possibility of bidirectional causality 
(reverse causality) between efficiency/productivity and firm survival where compa-
nies that can gradually survive are also able to learn to become more efficient and 
one way that can be used to overcome this is to use a lag variable. Therefore, the 
firm survival estimation in this study uses the first lag of technical efficiency as the 
concern variable for this study.

3.2.2.1  Firm level evidence  Two approaches are often used to look at factors that 
influence firm survival, namely the logit approach and the hazard model approach. 
This binary approach is used by many firm survival studies, including those by 
Audretsch (1991), Audretsch and Mahmood (1995), Banbury and Mitchell (1995), 
Lopez et  al. (2017), Cefis and Marsili (2012), and Fernandes and Paunov (2015). 
However, several works of literature discuss binary models for survival analysis, rais-
ing several concerns. Binary models are not always applied or interpreted appro-
priately, and predictive inference from these models can be inaccurate (Henderson, 
1995). Rychnovsk (2018) found that survival models outperformed logistic regres-
sion in predicting the probability of default. Koletsi and Pandis (2017) note that Cox 
regression, a popular survival analysis method, provides hazard ratios and confidence 
intervals, allowing for the adjustment of covariates. Nevertheless, logistic regression 
can still be useful for survival analysis when the proportional hazards assumption 
does not hold (Lim et al., 2010; MacKenzie, 2002). The use of logistic regression 
for analyzing firm survival is a popular but problematic approach, as evidenced by 
these papers. A key issue is that logistic regression cannot properly account for dura-
tion dependence—the tendency of hazard rates to initially increase, peak, and then 
decrease over a firm’s lifetime (Gupta et al., 1999; Holmes et al., 2010; Kaniovski 
& Peneder, 2008; Mahmood, 2000). Alternative approaches like hazard models are 
better suited for this (Audretsch, 1995; Kaniovski & Peneder, 2008; Gupta, 1999; 
Mahmood, 2000; Holmes et al., 2010).

This study focuses on the use of Cox proportional hazard models. I estimate fac-
tors determining surviving firms during the period 1996–2015 by estimating the sur-
vival time of the companies using the Proportional Hazard Model, Cox Regression. 
Building a model of firm exit (survival) using standard estimation techniques such 
as Ordinary Least Square (OLS) introduces a sampling bias because some firms 
are more likely than others to remain in business (Lopez et al., 2017). According to 
Clayton and Hills (1993), due to the common form of the contribution to the partial 
log-likelihood, it has been demonstrated that the Cox model may be fitted using a 
Poisson GLM (Generalized Linear Model) by dividing follow-up time into as many 
periods as there are events. Since the sample period ends before most of the firms 
exit the market, this creates an additional problem. As a result, a censored data prob-
lem emerges, and we require alternative methods to address it. The use of informa-
tion on survivor firms is a problem when performing survival analysis. To perform 
event history analysis, a common approach employs the proportional hazard model. 
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This analysis allows us to look at what happens before an event occurs; in this case, 
the event is the firm exit. The specification of the survival function, describing the 
likelihood of firms’ survival until a certain time has elapsed, is a critical process in 
event history analysis. Cox proposed the proportional hazards model with explana-
tory variables first (1972, 1975). The Cox model’s logic is straightforward and ele-
gant. The hazard factor for the ith firm can be written in the following Eq. 5:

where h0(t) is the general hazard function and �′x is the covariates and regres-
sion coefficients. In addition, the hazard ratio of the two hazards can be written as 
follows:

Equation  5 is the standard Cox hazard model, whereas Eq.  6 is the Weibull 
model, which is the ratio of two hazards, which demonstrates that the ratio remains 
constant over time. Even though both the Weibull and Cox models are members of 
the proportional hazard family of models, there is one significant difference between 
the Cox model and the proportional hazard models discussed (Box-Steffensmeier 
and Jones, 2004). Cox regression models lack an intercept term because the baseline 
hazard rate is not specified. To demonstrate this, consider the Cox model in scalar 
form as follows:

In the form of log ratio hazard model, we rewrite Eq. (6) into:

Cox (1972, 1975) developed a nonparametric method called partial likelihood to 
estimate the parameters in Eq. (8). The parameter values are estimated using maxi-
mum partial likelihood estimation, which differs from MLE, as written in Eq. 9, in 
several ways that will be discussed as follows:

where j shows the ordered failure times t(j) , j = 1, 2, …, D; Dj is the collection of dj 
observations which fail at t(j) ; dj denotes the number of failures at t(j) ; and Rj is the 
bundle of observations k which are at risk of failure at time t(j) (that is, all k such that 
t0k < t(j) ≤ tk ). The Peto–Breslow approximation is used to handle ties in this logL 
formula for unweighted data.

(5)ht = h0(t)exp
(
��x

)

(6)
hi(t)

h0(t)
= exp

(
��
(
xi − xj

))

(7)hi(t) = exp(�1x1i + �2x2i + ... + �kxki)h0(t)

(8)log

{
hi(t)

h0(t)

}
= �1x1i + �2x2i + ... + �kxki

(9)logL =

D�
j=1

⎡
⎢⎢⎢⎣

�
i�Dj

xj� − djlog

⎧
⎪⎨⎪⎩

�
k�Rj

exp(xk�)

⎫
⎪⎬⎪⎭

⎤⎥⎥⎥⎦
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Cox regression is the technique of comparing subjects who fail to subject who are 
at risk of failing; the latter set is referred to colloquially as a risk pool. When there 
are linked failure times, we must decide how to compute the risk pools for these 
linked observations. Assume that two observations fail in quick succession. The 
first observation is not included in the risk pool in the calculation involving the sec-
ond observation because failure has already occurred. If the two observations have 
the same failure time, we must decide how to calculate the risk pool for the second 
observation and the order in which the two observations should be calculated. There 
are, at least, four approaches to handling the tied failure on the Cox regression in 
this study, which are Breslow, Efron, exact marginal likelihood, and exact partial 
likelihood.

3.2.2.2  Aggregate level evidence  The third analysis method used is aggregate level 
estimation for firm survival, firm entry, and firm exit. The data used is 2-digit ISIC 
aggregate data, which is built from the microdata used in the previous estimation. 
This is done to find out two things: first, whether the relationship between efficiency 
and survival is consistent with aggregate data, and second, how company efficiency 
influences not only company survival but also companies leaving or entering Indone-
sia. The estimation technique used is Poisson regression with a population averaged 
(PA) model. Poisson regression is specifically designed for count data, where the 
outcome variable represents the number of occurrences of an event within a fixed 
unit of time or space. Endogenous regressors and panel data are problems that the 
Poisson model is considerably better able to handle (Cameron, 2013). Gujarati (2004) 
argues that it is well-suited to situations where the outcome variable follows a Pois-
son distribution, which is often the case for count data. The probability distribution 
is Poisson probability distributions are particularly suitable for counting data. The 
general estimation model for the probability distribution function (PDF) of the Pois-
son distribution is given by Eq. 10 below:

If the likelihood that the variable Y has non-zero integer values is denoted by 
f(Y), and where Y! (refer to the Y factorial), Y in the estimates in this section is the 
number of companies in the 1998 cohort that survived until 2015, the number of 
companies that exited (exit), and the number of companies that entered Indonesia 
each year (entry). The efficiency variable used is the average of company efficiency 
in each year and every 2 digits of ISIC. Meanwhile, some of the control variables 
used are adjusted for the aggregate level. Variables in the form of categories are 
added up, such as investment status (domestic or foreign), location (Java), size, and 
inventory. On the other hand, the variables openness, PCM, HHI, percentage of 
ownership, and capacity are calculated as an average per 2 digits of ISIC.

(10)Yi =
�Ye−�

Y!
+ �i
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3.3 � Variable description

This section discusses variable descriptions in more detail. Table 1 summarizes the 
technical description of the variables:

4 � Results and discussion

4.1 � Estimation of stochastic frontier model

We begin this section by analysing the results of estimating the production function 
with a stochastic frontier approach based on the trans logarithm model, as summa-
rized in Table 2. The model is estimated under the assumption that time is invariant.

The estimation results show that the input coefficient is positive, which means 
that an increase in input increases output. The test results of the number of coef-
ficients of both the TI and TVD models are close to 1, but after the constant return 
to scale test, it turns out that both models show rejection of the hypothesis that the 
estimation results are constant return to scale with a value of more than 1. The TVD 
and TI models show 1.36, and 1.28, while the ACF is 1.43, so it shows more of an 
increasing return to scale pattern at the 1 percent level. Those three models are quite 
consistent in terms of the character of the production estimation results, including 
the coefficients of the most dominant input variables and those with the least influ-
ence on output. Labor is the most dominant variable, followed by energy, materi-
als, and capital. The results of the Sargan-Hansen test show a value of 1.42, which 
means that there is no rejection of the moment conditions used to specify the model.

Figure 4 shows that there is a positive trend in the average TE every year. The 
three measurements from the TVD, TI, and ACF models show efficiency values that 
tend to increase. The TE value of the TVD model shows relatively faster growth 
than other models, while the ACF model has a moderate value between TVD and 
TI. From the average value of the entire period, the TE values of the TVD, TI, and 
ACF models are 0.34, 0.15, and 0.23 respectively. Meanwhile, based on the average 
per sector of 2-digit ISIC, as shown in Fig. 5, the manufactured drink firms’ sector 
(No. 11) has the highest efficiency values of 0.85 and 0.36, and 0.3 for the TVD, TI, 
and ACF models, respectively. Meanwhile, the lowest efficiency value is owned by 
the Machinery and Equipment Repair and Installation sector (No. 33), with values 
of 0.22, 0.13, and 0.21 for the TVD, TI, and ACF models, respectively. This perfor-
mance picture is supported by studies from the World Bank (2012) and the Asian 
Development Bank (2019) which show that the food and beverages sector still domi-
nates the performance of the industrial sector in general in Indonesia.
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Table 2   Estimation of production function

Coefficient

Variables Time-invariant model 
(TI)

Time-varying decay 
(TVD)

Ackerberg–Caves–Frazer 
(ACF)

Labor 0.8873*** 0.9639*** 0.8345***
(0.00788) (0.0077) (0.02754)

Capital 0.01901*** 0.0113*** 0.0058***
(0.00069) (0.00066) (0.00029)

Material 0.07907*** 0.1099*** 0.5119***
(0.00324) (0.00313) (0.0329)

Energy 0.2963*** 0.2791*** 0.0772***
(0.00283) (0.00274) (0.0081)

Labor2 0.0442*** 0.0378***
(0.00086) (0.00083)

Material2  − 0.0486***  − 0.0459***
(0.00015) (0.00015)

Energy2 0.0132*** 0.0151***
(0.00016) (0.000156)

Capital2  − 0.0047***  − 0.0033***
(0.000047) (0.0000456)

Labor * Capital 0.000195 0.00094***
(0.0001214) (0.0001151)

Labor * Material 0.0795*** 0.078***
(0.00054) (0.00052)

Labor * Energy 0.0092*** 0.0095***
(0.00055) (0.00052)

Capital * Material 0.00326*** 0.00284***
(0.0000629) (0.000059)

Capital * Energy 0.00047*** 0.00017***
(0.0000614) (0.0000582)

Material * Energy 0.03762*** 0.0381***
(0.0002592) (0.00024)

Constant 8.4413*** 10.2855***
(0.5540) (0.07093)

mu 4.349*** 3.2467***
(1.677) (0.03216)

LnSigma2  − 1.1468***  − 1.1011***
(0.00367) (0.00470)

Lgtgamma  − 0.2867*** 0.3200***
(0.00885) (0.00881)

Observations 423,505 423,505 433,183
Number of psid 52,162 52,162
2 Digit ISIC Fixed Effect YES YES

Robust standard errors in parentheses
***p < 0.01, **p < 0.05, *p < 0.1
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4.2 � Estimation of firm survival

The descriptive statistical tabulation results for each variable are summarized in 
Tables 3 and 4 provides a correlation table between independent variables.

Figure 6 shows the survival pattern based on Kaplan–Meier while Fig. 7 shows 
the survival time pattern from the results of the Cox Proportional Hazard Model.
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The same number, 13, is displayed as the median survival value in both the 
Kaplan–Meier and Cox proportional hazards curves. However, the underlying func-
tion explains why the two have different patterns. The survival probabilities are 
determined using the Kaplan–Meier method, which divides the total number of 
people at risk by the number of survivors. The collective survival experience of a 
community is revealed by this curve. However, the Cox Proportional Hazard Model 
goes beyond survival analysis by accounting for the impact of factors on survival. 
It is assumed that the baseline hazard function varies with time and that the haz-
ard rate is a linear combination of variables (Andrade, 2023). The Cox Proportional 
Hazards model is used to represent the relationship between covariates and the haz-
ard rate, whereas the Kaplan–Meier estimator is used to estimate survival proba-
bility and cope with censored data. These two techniques are frequently combined 
in survival analysis to provide a thorough comprehension of time-to-event data. 

Table 3   Descriptive statistics of variables (survival model).  Source: Author’s Calculation

Variable Obs Mean SD Min Max

Log output 453,283 15.0611 2.2769 6.7007 25.6290
Log capital 455,399 8.0375 6.9528 7.1738 34.5071
Log energy 455.399 10.6634 3.1098 8.4513 23.2081
Log material 433,184 14.1683 2.4798 12.3108 16.6668
Log labor 455,399 4.1683 1.2247 3.8789 11.6617
Efficiency (ACF) 433,183 0.3558 0.8236 0.3512 0.9413
Efficiency (TI) 424,117 0.1412 0.0073 0.2216 0.4913
Efficiency (TVD) 410,961 0.3431 0.0195 0.2845 0.9715
Domestic 455,399 0.1504 0.3575 0 1
Foreign 455,399 0.0770 0.2667 0 1
Income (Log) 453,284 14.056 2.2447 1.7917 24.8518
PCM 453,255 0.2318 5.8944  − 12,378.69 33,719.32
HHI 453,061 0.2535 0.0852 0.2001 0.9919
Openness 453,284 16.1201 34.4007 0 200
Capacity 453,284 61.4750 35.3325 0 960
Inventory 453,284 7,022,897 1.39E+09  − 8.96E+10 5.52E+11
Foreign Ownership 453,284 6.8529 23.8136 0 100
Central government ownership 453,270 1.3159 11.1840 0 100
Java 455,399 0.8676 0.3388 0 1
Size (labor) 455,399 164.8514 744.5438 0 116,052
HDI 455,399 0.6357 0.0379 0.569 0.695
Inflation 453,284 10.0785 10.6386 3.6886 58.4510
Inflationvar 453,284 0.6488 0.1681 0.1230 0.8367
Growth 453,284 4.6032 3.9021  − 13.1267 8.2200
Growthvar 453,284 0.7631 0.0591 0.6991 0.9523
Lending rate 453,284 16.3822 4.9506 11.6575 32.1541
Dummy crisis 455,399 0.1639 0.3702 0 1
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The first descriptive analysis employs the Kaplan–Meier estimator, whereas more 
detailed statistical modeling and hypothesis testing employ the Cox model (Nieto 
and Coresh, 1996).

Table 4 summarizes the correlations between variables. Cases of multicollinear-
ity are rarely observed in survival studies. Based on this table, it can be seen that 
those that have a high correlation are between macro variables, especially growth, 

Fig. 6   Kaplan–Meier survival estimate

Fig. 7   Cox proportional hazard model estimation (ACF efficiency with time varying model)
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growthvar, inflationvar, and inflation whose correlation coefficient is above 0.9. 
Liverani et al. (2021) argue that in survival studies strong correlations between the 
explanatory variables can lead to unstable or erroneous estimates of the regression 
coefficients, as well as incorrect, non-significant p-values, inflated standard errors, 
and deflated partial t-tests. This assertion is further supported by Xue et al. (2007). 
Unfortunately, there is no consensus on how much correlation is considered to dam-
age the estimation results. On the other hand, Gujarati (2004) argues that multi-
collinearity is a linear regression assumption, where if an exact linear relationship 
occurs it will violate the regression assumption. Exact linear means that the correla-
tion coefficient is 1 between the variables. It is demonstrated that the OLS (Ordinary 
Least Square) estimators maintain their BLUE (Best Linear Unbiased Estimator) 
characteristics even in situations when multicollinearity is extremely strong, such as 
in the case of near multicollinearity (Gujarati, 2004).

The Cox Proportional Hazard model is estimated for each efficiency score gener-
ated by the models’ TI, TVD, and ACF, and each model is estimated using robust 
and time-varying techniques summarized in Table 5. To improve the estimation, the 
results of the robust estimation are tested with a proportional hazard to see if the 
value of the hazard ratio is constant over time. Several variables are shown to meet 
the assumptions of the hazard model, including foreign, PCM, HHI, and stock, with 
probabilities of 0.25, 0.29, 0.24, and 0.89, respectively, while other variables are sig-
nificant at the 1 percent level, as shown in Table 6. Under this condition, a survival 
model can be estimated using the time-varying covariates method as recommended 
by Zhang et al. (2018), and Wang et al. (2018). We use the time-varying method as 
the basis for our analysis and provide a robust method for comparison only. Apart 
from that, the efficiency calculation model with ACF is the model that we use as the 
basis of our analysis, and as a comparison, we also provide the results of the survival 
model estimation with the TE variable produced by the method TI and TVD.

The coefficient TE appears to be negative in all models and significant at the 1 
percent level, implying that the more efficient the firm is, the lower the risk and 
survival. The effect of efficiency calculated with the TI and TVD models on firm 
survival is higher than the effect of efficiency calculated with the ACF. The endo-
geneity treatment of the ACF model on the estimated effect of efficiency on firm 
survival makes a fairly large difference. The coefficient TE in the ACF model with a 
TVC estimate of 0.16, reduces risk or increases survival. This is consistent with the 
theoretical expectation that efficient firms are able to advance in the market, and this 
result is also confirmed by previous studies such as Dimara et al. (2008) and Tsionas 
and Papadogonas (2006). Income can also be considered a measure of productiv-
ity or efficiency, as done by Bosio et al. (2020), using income or profit to represent 
efficiency or productivity and see its impact on firm survival. In this study, income 
shows negative significance, which means that increasing company income has the 
impact of reducing hazards or increasing the company’s survival time.

The impact of domestic and foreign investment variables on company character-
istics is consistent across all models, revealing a shared influence. In all instances, 
these variables exhibit a negative effect on the hazard ratio or an increase in survival 
time. Notably, a higher proportion of foreign capital ownership within a company 
significantly diminishes the hazard, indicating prolonged survival time, as evidenced 
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by the foreign variable. Both domestic and foreign investment statuses demonstrate 
a heightened probability of survival compared to the average. In the context of man-
ufacturing companies in Indonesia, there exist three investment statuses: domestic, 
foreign, and non-facility. Presently, the majority of manufacturing companies in 
Indonesia, accounting for 76.16 percent, fall under the non-facility category. Domes-
tic and foreign investments constitute 15.76 percent and 8.08 percent, respectively. 
Additionally, non-facility companies exhibit a lower average efficiency value (0.34) 
compared to domestic (0.40) and foreign (0.46) companies, as well as a lower aver-
age total firm value (0.36). Moreover, its median survival time is 12 years, while 
domestic and foreign investment has a median survival time of 18 and 17  years. 
This is supported by the findings of Kokko and Thang (2014) who found that both 
domestic and foreign companies have heterogeneity in survival, especially in the 
horizontal and upstream sectors.

The percentage of central government ownership also shows a negative influ-
ence on the hazard ratio, meaning that the greater the central government’s owner-
ship, the greater the chances of survival. The government’s role in making strategic 
decisions may be more necessary in the initial conditions of company operations or 

Table 6   Test of proportional-hazards assumption

***p < 0.01, **p < 0.05, *p < 0.1

Variables Rho (Cox model with robust regression)

TE (ACF)  − 0.03554***
TE (TI) 0.02146***
TE (TVD)  − 0.00499***
Domestic investment 0.04014*** 0.04519*** 0.04631***
Foreign investment 0.00468** 0.00495** 0.00228
Income 0.04628*** 0.08045*** 0.06737***
PCM  − 0.00348  − 0.00172  − 0.00558
HHI  − 0.00446**  − 0.00282  − 0.00217
Openness 0.00354** 0.00373** 0.00337**
Capacity 0.07535*** 0.07754*** 0.07869***
Inventory 0.00259  − 0.00059  − 0.00038
Foreign ownership 0.01599*** 0.01529*** 0.02156***
Central government ownership 0.01322*** 0.0106*** 0.01125***
Java 0.05224*** 0.05137*** 0.04844***
Size  − 0.01597***  − 0.01527***  − 0.01628***
HDI  − 0.05084***  − 0.06365***  − 0.0506***
Inflation  − 0.00865***  − 0.00949***  − 0.01055***
inflationvar  − 0.01071***  − 0.00728***  − 0.00541***
Growth  − 0.03869***  − 0.03741***  − 0.03757***
Growthvar  − 0.01066***  − 0.00728***  − 0.00542***
Lending rate  − 0.01283***  − 0.01415***  − 0.01426***
Dummy crisis  − 0.06962***  − 0.06583***  − 0.0637***
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companies that are experiencing a decline in performance. Meanwhile, government 
interference in company decisions, when the company is growing well, can trigger 
acts of corruption that causes cost and investment inefficiencies and end in company 
bankruptcy (Ghazali et al., 2022). Foreign Ownership (FO) has a negative effect on 
the hazard ratio, which means that an increase in the percentage of foreign capital 
ownership in the company increases the survival of the company. This is in line with 
previous studies such as those from Bernard and Sjöholm (2003) and Baldwin and 
Yan (2011). On the one hand, foreign investment can boost firm survival by provid-
ing knowledge spillovers and linkages to help new ventures (Burke et  al., 2008). 
However, this effect depends on industry dynamics: FDI has a net negative effect 
on firm survival in dynamic, rapidly changing industries but a net positive effect in 
static, stable industries. Foreign ownership has a contribution to make in determin-
ing the survival of the company. The FO parameter shows a negative value, which 
means that multinational companies have a lower hazard ratio than other types of 
ownership, which means that multinational companies have a higher survival time 
than other types of ownership. Indonesia is still a good place for investors. Apart 
from absorbing labor, technology transfer is a clear benefit for the domestic econ-
omy. On the other hand, government ownership of the company has a negative 
impact on the company’s survival. The influence of ownership varies greatly in liter-
ature studies, depending on political conditions and bureaucracy, which can lead to 
inefficient resource allocation, unwise investments, and a lack of long-term strategic 
planning, all of which can negatively impact the firm’s survival.

Meanwhile, market structure factors are represented by price–cost-margin (PCM) 
and the Herfindahl Hirschman Index. Only HHI has a significant positive effect on 
the hazard ratio, meaning that the less competition, the less firm survival which 
means that the more monopolized the market, the more the company is unable to 
survive in it. Based on these findings, manufacturing companies in Indonesia hope 
that a good competitive climate, and healthy competition between companies in the 
market can improve company performance. Competition can drive firms to become 
more innovative and productive. When firms need to outperform their rivals, 
they often invest in research and development, leading to the creation of new and 
improved products and services, but at a certain point if it creates a price war and 
bad competition will hurt the company. A competitive market can force companies 
to innovate in production, marketing, or even financial strategies to improve their 
performance and enable them to survive the competition, but companies that are 
unable to do this will end up leaving the market. The impact of competition on firm 
performance is not solely positive or negative and depends on the firm’s ability to 
adapt, differentiate itself, and effectively respond to competitive pressures. Firms 
that can balance the challenges and opportunities presented by competition are more 
likely to thrive in competitive markets. Additionally, government regulations and 
industry-specific factors can also influence how competition affects firms. The find-
ings of this study are consistent with several other studies such as those from Garcia 
and Puente (2006), Burke and Hanley (2009), and Brito and Brito (2014). Neverthe-
less, Brito and Brito (2014) show that there is a heterogeneity effect between indus-
tries in responding to competition in the market, while Burke and Hanley (2009) 
reveal that the heterogeneity of firm response to market competition depends on the 
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dynamics of entry and exit firms in markets where firms that can survive in the mar-
ket if the entry and exit levels are high.

On the other hand, the negative coefficient shown by openness means that open-
ness reduces the hazard ratio. Trade openness can provide firms with access to larger 
and more diverse markets. This can be particularly beneficial for firms that produce 
goods or services with a global demand. Increased market access can lead to higher 
sales and revenue, which can enhance a firm’s survival prospects. Apart from the 
market side, the company’s ability to survive through openness can also be achieved 
by supplying inputs at relatively cheaper prices, so that the company has an input 
price advantage. The results of this study are supported by a study from Kao and Lin 
(2022) which shows that companies that trade in both exports of production prod-
ucts and imports of raw materials have a higher chance of survival.

The production capacity used by the company has a negative impact on the haz-
ard ratio, which means that the higher the production capacity used, the greater the 
survivor time. Capacity utilization refers to the extent to which a company is using 
its production capacity to meet its production targets. When a firm operates at a high 
level of capacity utilization, it can spread its fixed costs (e.g., machinery and facili-
ties) over a larger volume of production. This can lead to lower average costs per 
unit, making the firm more competitive and financially stable. On the other hand, 
inventory does not play a role in determining the company’s survival.

The location variable (Java) also shows a negative and significant influence on 
the hazard ratio, which shows that manufacturing companies located on the island of 
Java are better able to survive than companies located on other islands. Java, which 
is the center of economic activities, contributes, according to BPS, 56.47 percent 
to the total gross domestic product (GDP) of Indonesia, even though it covers only 
6.75 percent of the total area of Indonesia and is inhabited by 56 percent of Indone-
sia’s population. Many industries decide to operate on the island of Java, including 
micro, small, medium, and large industries, which account for 80 percent of com-
panies. Stearns et al. (1995) argue that location has an important role in company 
performance where more advanced locations, such as cities, have a carrying capac-
ity for companies to live longer, and this is consistent with the findings of our study 
where the island of Java is the national capital and, with infrastructure facilities and 
human resources, is the center for the economic life of the population. A densely 
populated location as a market for industrial output and infrastructure that is spread 
evenly may still be the goal of most firms in Java to survive.

Macroeconomic variables have a significant role in determining the survival of 
companies in Indonesia. Inflation and inflation variability have a positive impact on 
the hazard ratio, while economic growth has a negative impact on the hazard ratio, 
and growth variability has the opposite or positive impact on growth. This means 
that price stability and economic growth increase the survival rate of manufacturing 
companies. Apart from that, HDI as an indicator of human resource quality has a 
negative contribution to the hazard ratio or increases the company’s survival time. 
Increasing the quality of the workforce provides companies with the opportunity 
to obtain quality workers, thereby increasing the company’s productivity and sur-
vival. On the other hand, good human quality is a good contribution to the market 
for high-tech products for the company. Furthermore, lending rates have a positive 



	 Journal of Industrial and Business Economics

1 3

impact on the hazard ratio, which means higher lending rates reduce the possibility 
of film survival. Lending rates as the main capital costs for companies are a burden 
for companies to invest or expand production scale.

4.3 � Determinant of firm survival, entry, and exit (aggregate two digits ISIC)

This section provides additional analysis with aggregate data at the 2-digit ISIC 
level. Table 7 provides summary statistics for the determinant variables of com-
panies that survive, enter, and exit. Because there was a change in the ISIC code 
numbering in 1998, observations at the aggregate level were carried out from 
1998 to 2015.

Apart from that, this section also provides additional analysis of factors that influ-
ence company entry, survival, and exit. Estimation is carried out using the Poisson 
regression with a population-averaged model. The results of the Poisson regres-
sion estimation are summarized in Table 8. Equation 8 was estimated three times 
by changing the outcome variables for survival, exit, and entry. It can be seen in 
the table that the efficiency variable significantly influences companies that survive, 
enter, and exit, where efficiency has a positive influence on companies that survive, 
has a positive influence on the number of companies entering, and has a negative 
influence on the number of companies leaving the Indonesian market. It means that 
the more efficient the company, the greater the possibility of surviving in Indonesia, 
encouraging companies to enter and preventing companies from leaving the market.

The estimation at the aggregate level shows some differences and consistency 
with the firm-level results. The estimation results at the aggregate level show that TE 

Table 7   Descriptive statistics of aggregate level.  Source: Author’s Calculation

Variable Obs Mean SD Min Max

Survive 517 1301.309 1317.244 6 6089
Entry 517 135.3404 284.5422 0 2699
Exit 499 105.0561 143.8918 0 1016
TE (ACF) 517 3.7318 0.3987 2.9227 4.9211
Domestic investment 517 133.4159 166.2886 0 1192
Foreign investment 517 61.0174 49.7479 0 236
PCM 517 0.1190 0.9390  − 8.4389 4.7806
HHI 517 0.2463 0.0727 0.2024 0.9713
Log (income) 517 21.3499 1.6777 12.5623 24.2601
Openness 517 18.2993 13.0820 0 77.4589
Capacity 517 66.2061 6.9006 40 81.5
Inventory 517 1.42E+10 9.52E+10  − 7.03E+10 9.20E+11
Foreign ownership 517 6.7513 23.7186 4.9168 24.6599
Central government ownership 517 1.559 12.3679 7.4785 27.1451
Java 517 20,442 15,825.51 0 44,006
Size 517 244.3346 217.1153 80.1603 308.7155
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Table 8   Panel 2 digits ISIC poisson regression model results (population averaged model)

Variables (1) (2) (3)
Survive Entry Exit

TEit−1 4.637*** 1.585***  − 2.588***
(0.0535) (0.154) (0.212)

Domestic 0.00112*** 0.000678***  − 0.00503***
(2.98e−05) (0.000105) (0.000120)

Foreign 0.00459*** 0.0107***  − 0.00439***
(0.000138) (0.000481) (0.000459)

PCM  − 0.00353**  − 0.0484*** 0.0571***
(0.00205) (0.00696) (0.00771)

HHI  − 0.00223***  − 0.000734*** 0.00272***
(4.56e−05) (0.000149) (0.000165)

Income 0.0188*** 0.0589***  − 0.133***
(0.00262) (0.00888) (0.00963)

Openness 0.00939*** 0.0110***  − 0.0177***
(0.000203) (0.000693) (0.000697)

Capacity 0.00585*** 0.0160***  − 0.0190***
(0.000384) (0.00136) (0.00147)

Inventory 0*** 0*** 0***
(0) (0) (0)

Foreign ownership 2.56e−05*** 0.000186***  − 5.64e−05***
(1.83e−06) (6.47e−06) (6.95e−06)

Central government ownership 5.86e−05*** 0.000223***  − 0.000136***
(2.76e−06) (8.83e−06) (9.83e−06)

Java 0.000372*** 0.000647***  − 8.27e−05*
(1.36e−05) (4.51e−05) (4.59e−05)

Size 0.000526*** 0.00570***  − 0.00505***
(4.27e−05) (0.000154) (0.000170)

HDI 1.97647*** 0.1715  − 5.1896***
(0.17306) (0.6445) (0.6586)

Inflation  − 0.0465***  − 0.0118** 7.081***
(0.00164) (0.00569) (0.194)

Inflationvar  − 14.57***  − 68.56*** 739.4***
(1.039) (3.616) (18.61)

Growth 0.0553*** 0.0248**  − 0.237***
(0.00334) (0.0125) (0.0141)

Growthvar  − 40.94***  − 191.6*** 2729***
(3.094) (10.76) (69.55)

Lending rates  − 0.0294***  − 0.00198 0.0580***
(0.00168) (0.00619) (0.00662)

Constant 30.09*** 187.6*** 2492***
(3.012) (10.44) (63.48)

Observations 489 489 477
Number of PSID 485 485 474
2-Digit ISIC fixed effect Yes Yes Yes

Robust standard errors in parentheses
***p < 0.01, **p < 0.05, *p < 0.1
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has a positive effect on the number of companies that survive, the higher the aver-
age efficiency, the more companies will gradually survive. On the other hand, the 
average company efficiency positively influences the number of companies entering 
Indonesia and vice versa, the higher the average efficiency, the lower the number of 
companies leaving. In addition, company revenues, as expected, also show an influ-
ence on increasing the number of surviving companies and entering and reducing 
exiting companies. A company’s high income increases the attraction of other com-
panies to enter to seek their fortunes in the same market and reduces the possibil-
ity of companies leaving the market. Another variable that has a positive effect on 
the increasing number of companies entering is Domestic and Foreign investment 
which also has a positive effect on the number of companies that are able to survive 
in Indonesia. The more companies with domestic and foreign investment status, the 
more companies will be able to survive. Apart from that, in terms of their influence 
on the number of companies entering and leaving, both variables have a positive 
impact on the number of companies entering and a negative impact on companies 
leaving. The large number of companies with domestic status and foreign companies 
provides a positive signal for other companies to enter Indonesia and reduces the 
number of companies leaving. Openness also shows a positive effect on increasing 
the number of companies that survive and enter, and reducing the number of com-
panies that leave. Access to international markets provides its own advantages, both 
production markets and competitive markets for input prices which may be more 
reasonable for the company’s production cost structure.

In contrast, market structure influences fewer businesses to come and survive 
while increasing the number of businesses to go. The variables PCM and HHI dem-
onstrate this. Strong competition may lead to the development of entry barriers, 
which will make it more challenging for new businesses to enter the market. There 
are frequently high entry barriers where there is fierce rivalry. These obstacles may 
consist of expensive initial startup costs, scale efficiencies that current rivals have, 
strong customer brand loyalty, and legal or regulatory constraints. It could be dif-
ficult for a fledgling business to get beyond these obstacles. Price wars, which are 
a common result of fierce competition, can reduce profit margins. This could work 
against newcomers, particularly if they don’t have the economies of scale that more 
established rivals would have.

Consistent with the results at the firm level, average production capacity increases 
the number of surviving firms and new firms entering and conversely reduces the 
number of exiting firms. A company may benefit from economies of scale when it 
is running at or close to capacity. This indicates that when output rises, the average 
cost per unit of production falls. A company’s ability to compete in a new market 
might be strengthened by lower average costs, particularly if the company can reach 
comparable levels of capacity utilization. Moreover, a high-capacity utilization 
rate may indicate a high level of interest in the company’s goods or services. This 
encouraging signal might draw in new lenders, partners, or investors, which would 
make it simpler for the business to get the funding and assistance it needs to enter a 
new market.

In contrast to the results at the firm level, which show no significance, the estima-
tion results at the aggregate level show strong significance of inventory. Inventory 
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changes increase the number of companies that survive and enter and also increase 
the number of companies that leave. Effective inventory control is necessary to max-
imize working capital. An excessive amount of inventory takes up money that could 
be invested in expansion prospects, paid off debt, or utilized to solve operational 
issues. Conversely, keeping too little inventory might result in stock-outs, which can 
harm sales and customer satisfaction. The total cost structure of a company is influ-
enced by the costs associated with holding inventory, such as storage, insurance, and 
obsolescence risk. Effective inventory management contributes to cost containment. 
A company that has an expensive structure because of poor inventory management 
may find it difficult to stay competitive, which could eventually threaten its future.

In the realm of macroeconomic factors, variables associated with uncertainty, 
namely inflationvar and growthvar, have a discernible impact on the dynamics of 
corporate survival, entry, and exit within the market. Manufacturing enterprises, 
particularly in Indonesia, express a distinct preference for a stable economic envi-
ronment to bolster their ongoing operations. Notably, inflation plays a dual role by 
not only diminishing the number of surviving and entering firms but also amplifying 
the count of exiting firms. Conversely, economic growth emerges as a pivotal factor, 
contributing to an upswing in the survival and entry rates while concurrently miti-
gating the exit frequency. Recognized as a catalyst for market expansion, economic 
growth creates an advantageous climate for manufacturing entities. Delving into the 
financial landscape, lending rates exhibit a negative correlation with the survival and 
entry of companies, concurrently escalating the departure of firms from the market. 
Elevated lending rates continue to pose a challenge for companies, particularly those 
reliant on financial backing from local banks in Indonesia for investment and pro-
duction expansion. Simultaneously, the quality of human resources, as measured by 
the Human Development Index (HDI), demonstrates a positive correlation with the 
number of surviving firms. However, it is noteworthy that while HDI does not func-
tion as a decisive factor influencing firms to enter the market, it significantly contrib-
utes to reducing the number of firms exiting.

However, several things need to be considered when looking at the results of 
both. The difference between aggregate and microdata is a real difference in distri-
bution. Because we are looking at several components of the data, the data’s nature 
itself may generate discrepancies in results. Aggregating data can lead to aggrega-
tion bias, where important variations within subgroups or individuals are lost. For 
example, if data on individual incomes and aggregated to compute average income 
by region, we may miss important disparities within each region that could be sig-
nificant at the microdata level. Microdata often reveals individual-level heterogene-
ity that aggregate-level data might obscure. Individual characteristics and behaviors 
may vary significantly within a given group, and these variations can be important 
for understanding relationships between variables. Even though many differences 
may occur in the data-generating process into aggregate data to become count data 
in Poisson regression, Carstensen (2019) proves that whatever can be done by the 
Cox regression model can also be applied with Poisson regression, especially using 
split data. By converting to Poisson modeling, there is no loss but rather a signif-
icant increase in capability. The Cox model is significantly more computationally 
efficient and makes it simpler to create a survival curve using common software, 
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which is important for most clinical investigations. The too-intricate modeling of 
survival curves has a downside in that it may cause small humps and notches on 
an estimated curve to be misinterpreted. The capabilities in the typical Cox analy-
sis programs restrict how the desired interactions can be modelled when stratifica-
tion or time-dependent variables are included and divert the user from understand-
ing that alternative interactions between covariates may be of relevance. Another 
study from Selmer (1990) also found results that were close between Poisson and 
Cox, while Loomis et al. (2005), by estimating ungrouped data, provided results that 
were equivalent to the results of estimating Cox Proportional Hazard and Poisson 
Regression. Loomis et al. (2005) argue that using simulated data, Poisson regression 
analyses of ungrouped person-time data yield results equivalent to those obtained 
via proportional hazards regression: the results of both methods gave unbiased esti-
mates of the ‘‘true’’ association specified for the simulation. Analyses of empirical 
data confirm that grouped and ungrouped analyses provide identical results when 
the same models are specified. However, bias may arise when exposure–response 
trends are estimated via Poisson regression analyses in which exposure scores, such 
as category means or midpoints, are assigned to grouped data.

5 � Conclusion

This study aims to identify the factors that determine firm survival, exit, and entry 
using survey data from large and medium manufacturing companies in Indonesia. 
The focus of this study is the influence of a company’s technical efficiency as a 
performance indicator. Technical efficiency is calculated using several approaches, 
namely stochastic frontier with a translog model, both time-invariant and time-
varying, as well as the ACF (Ackerberg–Caves–Frazer) method, which treats endo-
geneity in the estimation of the production function in order to produce unbiased 
efficiency values. Several groups of control variables were identified in this study, 
including firm performance indicators such as income and capacity utilization; 
the second group of variables is the market structure represented by the Herfind-
ahl–Hirschman Index (HHI) variable; and price cost margin (PCM). The third group 
of variables are variable characteristics, which include ownership, investment status, 
openness, location, and size. The fourth group is macroeconomic condition vari-
ables, which include inflation, economic growth, inflation variability, and growth 
variability as a proxy for risk. Another macro variable is the lending rate.

The Cox proportional hazard model estimation results show that technical effi-
ciency reduces the hazard ratio or increases company survival for all models used. 
This confirms that the company’s ability to achieve efficient production is an 
important factor in supporting the company’s ability to survive. Apart from that, 
the aggregate data and Poisson regression models show that company efficiency 
increases the number of companies that survive during the observation period and 
increases the number of companies that enter. On the other hand, efficiency has a 
negative effect on the number of companies leaving the market; in other words, the 
more efficient the company, the smaller the possibility of the number of companies 
leaving the market. Although there are differences in data structure at the micro and 
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aggregate levels that have methodological consequences, the corresponding results 
of the two estimation techniques, both the Cox proportional hazard model and Pois-
son, are supported by several previous applied statistics studies that show that the 
Poisson and proportional hazard models are equivalent.
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