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Abstract We analyse the financing of R&D activity in Italy, using data at firm level that

cover awide range of sources offinancing, such as internal funds, bank loans and access to

financial markets. Our analysis shows the importance of relationship lending in fostering

innovative activities. The relation between innovative firms and their main bank tends to

be relatively long lasting, permitting the bank to reduce information asymmetry, while

low credit concentration is a common feature among these firms, presumably allowing

them to attenuate hold-up problems. Nonetheless, firms that rely on bonds and outside

equity financing tend to have a higher propensity to invest more in R&D, suggesting that

relationship lending is only a partial substitute for access to stock and bond markets.
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1 Introduction

From the seminal paper of King and Levine (1993) onwards, a large body of

empirical literature has studied the contribution of finance to growth, drawing on

Schumpeter’s writings on the microeconomics of innovation. There is a wide

consensus that financial constraints represent one of the main obstacles inhibiting

R&D activities, due to the asymmetric information between the entrepreneur and

the financier, the high uncertainty of the innovation process and the extreme

skewness of its returns; therefore, a well-functioning financial system (both markets

and financial institutions) has the potential to spur innovation and economic growth

(see the reviews of O’Sullivan 2004; Levine 2005; Hall and Lerner 2009; Kerr and

Nanda 2014). The topic of innovation financing also represents a link between the

fields of entrepreneurship and finance (Audretsch et al. 2016). In fact, information

asymmetry is particularly pronounced for both new ventures, due to the difficulty

faced by entrepreneurs in conveying the quality of their ideas to outside financers,

and for innovation activities, even when accomplished by established corporations.1

As regards to financing sources, early research emphasized the importance of

internal resources and public equity markets to finance innovation. However, more

recent work has highlighted the role of bank finance, showing that the latter is

somewhat common for innovating firms (Herrera and Minetti 2007; Robb and

Robinson 2014; Chava et al. 2013; Cornaggia et al. 2013). Using Italian data, in this

paper we investigate whether tight relationships between firms and banks may

favour innovation investments. A priori, the theoretical literature does not provide

an undisputed reply to this research question. Banks could mitigate information

asymmetries by establishing long-lasting relationships with innovative firms.

However, when the firm is informationally captured, the lending bank is in a

position to extract an additional rent or threaten to deny new funds because of its

low substitutability (hold-up) (Sharpe 1990; Rajan 1992). Furthermore, banks may

not have the skills to evaluate new technologies and tend to discourage these

investments (Rajan and Zingales 2003; Atanassov et al. 2007).

The case of Italy appears to be interesting in this regard, provided that the

country is historically characterized by being a bank-oriented economy rather than a

market-based one, and bank debt is the main source of external finance.

Furthermore, the Italian economy has experienced a period of stagnant growth,

even before the global crisis of 2008–2009, also due to its lower propensity to

1 As underlined by Audretsch et al. (2016), in the past, entrepreneurship and finance were usually

considered as separate fields: on the one hand, entrepreneurial finance was primarily referred to early

stage financing mechanisms, often supplied by the entrepreneur’s personal wealth or network; on the

other hand, corporate finance literature often focused on publicly traded firms. However, the evolution of

both the real economy and academic research has put in contact the two fields, given that agency

problems and information asymmetries were recognized crucial for both of them. The difference mainly

rests on the contractual solutions adopted to tackle these issues (the role of venture capital being more

relevant among entrepreneurial firms than in large, established corporations). Therefore evidence

gathered analysing the financing of innovation in established firms may inform the field of entrepreneurial

finance: as highlighted by the above-mentioned authors, ‘‘new ways to finance entrepreneurial ventures

may emerge at the crossroads between private and public equity’’. See also Cumming and Vismara

(2016).
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innovate (Bugamelli et al. 2012). We use a unique dataset that combines several

sources of data on R&D expenditure at firm level and on many aspects of its

financing. Using the Bank of Italy’s survey on manufacturing firms with at least 50

employees (INVIND), we draw information on research and development (R&D)

expenditure in the 2003–2009 time span. From balance sheet data (Cerved), we

obtain information on internal funds (cash flow) and leverage ratios. Using data

from Italy’s Central Credit Register (Centrale dei rischi), we build specific indices

on the type of relationship with the lending banks, such as the length of the bank-

firm relation and the degree of concentration of outstanding bank debt.

Our results show the relevance of relationship banking in financing innovative

activities. Long-lasting relations with the main bank are important in easing

financial constraints and favouring the decision to carry out R&D. However,

innovative firms tend to have not only longer relationships with the main bank but

also a low concentration of outstanding debt among lending banks. We argue that

this framework could be adopted in order to enhance bank’s information on the firm,

while the firm attenuates the information capture by spreading its debt among many

banks. In any event, access to financial markets (stock and bond markets) appears to

be very important for financing of innovation. From a policy view, our results

indicate that a bank-oriented economy like Italy’s can tap growth opportunities by

steering the financial system in the direction of more highly developed financial

markets, where different types of investors, such as venture capitalists and business

angels, could ease financing constraints on innovative firms and new ventures.

The paper is organized as follows. Section 2 discusses the theoretical and empirical

literature. Section 3 presents the data. The econometric analyses are reported in

Sects. 4 (the models adopted) and 5 (the estimation results). Section 6 concludes.

2 Literature review

There is a wide consensus in the literature that financial constraints represent one of

the main obstacles inhibiting R&D activities, also due to asymmetric information

between the entrepreneur and the financier.2 Thus, entrepreneurs often resort to

internal sources.3

Consistently with theoretical predictions, the empirical literature shows a positive

correlation between R&D and cash flow. More in detail, Hall (1992) finds a positive

elasticity between R&D and cash flow in a large sample of US manufacturing firms.

2 In their review, Kerr and Nanda (2014) summarize the reasons why financing R&D projects should be

distinct from financing other types of projects: (i) the innovation process is inherently uncertain; (ii) the

fact that the return from the innovation process is extremely skewed and standard ways of evaluating

projects are therefore very difficult; (iii) the innovator knows more about the project than the financier;

(iv) firms engaged in innovation have a high percentage of intangible assets, and innovation is therefore

an activity that cannot be easily collateralized.
3 Even if the relevance of the internal sources is consistent with the predictions of the Pecking Order

Theory (POT), the POT is not fully suited to describe the financing process of innovations. In fact, while

the POT may be thus synthetized: (i) internal sources, (ii) debt, (iii) new equity, in order to finance

innovations, the recourse to stock markets should be preferable to debt finance and, in particular, to bank

finance.
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Himmelberg and Petersen (1994) have extended this result to small firms in high-

tech industries; similar evidence were documented also for French firms by Mulkay

et al. (2001), for British and German firms by Bond et al. (2006), and for Italian

firms by Ughetto (2008). Brown et al. (2009) show that US firms relied heavily on

cash reserves to smooth R&D spending during a period characterized by boom and

bust in stock market returns.4

According to Allen and Gale (1999), when there are different opinions among

investors (as for more innovative initiatives) projects are more likely to be financed

if firms have direct access to stock markets, where the financiers participate to the

upside potential of the company.

Atanassov et al. (2007) draw the attention to the role of bondmarkets. They assume

that firms with more innovative projects tend to rely on arm’s length financing, which

allows greater independence to managers. On the contrary, less-innovative firms,

whose projects are easier to evaluate, give less discretion to managers, and bank

borrowing is prevalent.5 In their empirical analysis on a large panel of US companies

from1974 to 2000,Atanassov et al. (2007) find that companies relyingmore on outside

equity or bond financing receive a larger number of patents, compared to other firms.

They interpret this evidence as a signal that banks are less able to evaluate new

technologies and therefore discourage investment in innovation. Also, Rajan and

Zingales (2003) highlight that in relationship-based financing, the lendermay not have

the necessary skills to properly evaluate innovative technologies; thus, their close

monitoring might discourage such investments. Similar findings are reported by Blass

and Yosha (2003) and Aghion et al. (2004): these studies, using data for Israel and the

UK, respectively, show that large, listed innovative firms tend to finance their activity

by issuing shares.

However, more recently, the literature has reconsidered the potential role of bank

finance for innovation (Herrera and Minetti 2007; Robb and Robinson 2014; Chava

et al. 2013; Cornaggia et al. 2013). Banks may play a role by reducing informational

asymmetries, thanks to a better knowledge of firm’s prospects, gathered through

repeated interactions over time. In relationship-based lending, the bank invests to

gather information on the quality of the borrower. This investment is especially

valuable for small and opaque firms without direct access to financial markets (Boot

2000; Berger and Udell 2006).

However, a tight credit relationship can expose the firm to the risk of being

‘‘informationally captured’’ by the bank: the lending bank may cross-subsidize

initial lower interest rates with future higher profits (hold-up) (Sharpe 1990) or can

threaten not to provide additional funds to the borrowing firm (Rajan 1992).

Innovative firms face more-severe hold-up problems, because the prospects of R&D

investments are generally more informationally opaque, and new financiers are

4 Gorodnichenko and Schnitzer (2010), using a broad sample of firms located in Eastern Europe and

Commonwealth of Independent States, find that financial constraints restrain the ability of domestically

owned firms to innovate and export and hence to catch up to the technological frontiers. For Europe, other

analyses (Mohnen and Roller 2005; Savignac 2006; Mohnen et al. 2008) confirm that insufficient finance

inhibits firm innovativeness. Magri (2007) emphasizes the difficulties encountered by small innovative

firms. For a general review, see also Hall and Lerner (2009).
5 See also the discussion in Lerner et al. (2011).
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difficult to find (Rajan and Zingales 2001; Rajan 2012). Hence, firms may spread

their outstanding debt on a larger number of lending banks to cope with this hold-up

problem (Ongena and Smith 2000). They might want to decrease the credit

concentration to assure themselves against liquidity shocks by the main bank, since

a fund withdrawal by the main bank is difficult to offset for opaque and risky firms

(Detragiache et al. 2000).

Besides, due to the ease of imitation of inventive ideas, firms are reluctant to

reveal their innovative ideas to the marketplace. Thus, they could have a strategic

preference not to disclose information (Bhattacharya and Chiesa 1995; von

Rheinbaben and Ruckes 2004). In the model put forth by von Rheinbaben and

Ruckes (2004), for example, if a firm discloses confidential information to lenders,

these can more precisely evaluate its risk, thus reducing interest rate, but at the cost

of hampering firm profitability, since the information may be revealed to rival firms:

the model predicts a U-shaped relation between innovativeness and the number of

bank-lending relationships. As there is substantial cost to revealing information, the

quality of the signal the bank can extract about a potential project is lower (Anton

and Yao 1998). As a whole, the effects of banks information on innovativeness are a

priori ambiguous.

Moving from these theoretical insights, in the past 10 years the empirical

literature on innovation financing has investigated the role of banks, generating new

findings that have questioned some long-held beliefs. In particular, there is growing

evidence that bank debt is an important source of finance for firms engaged in

innovation, particularly for larger firms with tangible and intangible assets to pledge

as collateral (Chava et al. 2012, 2013; Cornaggia et al. 2013; Mann 2014; Robb and

Robinson 2014). Some analyses are based on Italian data.6 In particular, Herrera and

Minetti (2007) find that banks’ information (proxied by the length of credit

relationships) fosters firms’ innovation. Benfratello et al. (2008) show that banking

development (captured by the evolution in bank branch density) affects the

probability of process innovation, particularly for firms that are small and operating

in high-tech industries or in sectors more reliant on external finance. Alessandrini

et al. (2010) document that small and medium-sized enterprises (SMEs), located in

provinces where the local banking system is functionally distant, introduce fewer

innovations, while the market share of large banks exerts only a slightly positive

effect on firms’ propensity to innovate.

This set of researches constitutes a valuable benchmark for evaluating our

analysis; at the same time, we differentiate from them for a number of aspects,

concerning data and research purpose. About data, we dispose of more-detailed

information on bank-firm relations, even if our sample does not include small firms

(those with fewer than 50 employees) and miss other sources of innovation finance,

such as business angels, venture capital, crowdfunding and government grants.7

Consistent with the data, our main goal consists in a broader evaluation of the

6 Ferri and Rotondi (2006); Herrera and Minetti (2007); Benfratello et al. (2008); Giannetti (2009);

Alessandrini et al. (2010).
7 However, the role of business angels, venture capital and crowdfunding is scarce in Italy, when

compared to other industrialized Countries.
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contribution of relationship banking on innovation financing; we are also able to

compare the role of relationship banking with respect to the direct access to

financial markets, a debated policy issue in Italy.

3 Data and stylized facts

The data set considers firm-level data, obtained from the Bank of Italy’s Survey on

Investment by Manufacturing Firms (INVIND). This is an open panel of nearly

2000 Italian manufacturing firms with at least 50 employees (Banca d’Italia 2009).

The questionnaire collects a wide range of information: year of foundation, location,

sector of activity, employment, sales (domestic and foreign), investments, etc. It

reports also quantitative information on firms’ yearly R&D expenditure.

Balance sheet data are drawn from official records filed to the Italian Chambers

of Commerce and reported by Cerved Group. These firm-level data have been

matched with the statistics from the Italian Credit Register (Centrale dei Rischi),

which reports data on credit lines granted by every bank that lends to the selected

firms.

After merging these sources, the sample consists of around 1800 firms and nearly

5400 observations between 2004 and 2009. It is an unbalanced panel (INVIND is an

open panel, albeit it tends to be stable over time), with an average of three

observations for each firm.

Table 1 reports the composition of the dataset by size (number of employees),

sector of activity (based on the Pavitt technological classification), export

propensity, localization and age. Table 2 shows the definition of the variables.

In our sample, most firms are medium sized (less than 250 employees) and

operate in low-tech industries (71 % of the firms being part of the supplier-

dominated or the scale-intensive sectors according to the Pavitt classification).

Almost 20 % of the sample refers to highly export-oriented firms (more than two-

thirds of their production are exported), while another 28 % exports more than one-

third of the production. Firms are fairly aged: only 5 % of the observations refer to

firms less than eight years old.

As Italy is characterized by strong territorial differences, both in the productive

and in the financial structure, it is important to control for the location of firms. To

this end, we use a set of dummies for geographical areas (North-West, North-East,

Centre, South) and the type of local labour system (large metropolitan areas, defined

as local labour systems with more than one million inhabitants; industrial districts,

defined according to the Sforzi-Istat methodology (Istat 2005); other non-

agglomerated areas).

We use two alternative (even if related) variables in order to measure R&D

activity.8 The first is a dummy (Drd) equal to 1 if a firm invests in R&D

expenditures (R&D propensity), catching the occurrence of the phenomenon,

8 Based on the formulation of the question in the survey, R&D expenditures include services, both

internally made and bought from external suppliers (make and buy); expenditures for vocational training

are not included.
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Table 1 Composition of the sample and R&D activity. Source: Invind, Cerved, and Central Credit

Register

Composition of

the sample

N. obs. Freq. of

R&D[ 0

R&D investment on employees

Mean

(thousand

euros)

S. E. of the

mean

p95

Size (employment)

\250 0.76 3972 0.4456 1.522 0.0753 7.5768

250–500 0.13 677 0.5938 2.144 0.2262 9.302

[500 0.12 608 0.6908 5.371 0.5566 26.441

Sector (Pavitt)

Supplier

dominated

0.41 2220 0.4577 1.077 0.064 5.300

Scale intensive 0.30 1627 0.4106 1.312 0.108 5.988

Specialized

suppliers

0.23 1233 0.5929 3.061 0.255 12.971

Science based 0.06 313 0.7157 7.866 0.852 47.348

Export over total

sales

B0.33 0.53 2777 0.4112 1.341 0.086 6.633

0.33–0.66 0.28 1475 0.5736 2.546 0.194 11.905

[0.66 0.19 1005 0.601 3.267 0.304 14.205

Age (years)

B8 0.05 274 0.4781 3.999 0.814 16.703

9–19 0.21 1106 0.4331 1.717 0.146 8.690

20–33 0.25 1347 0.4699 1.809 0.185 8.966

34–47 0.26 1407 0.4918 1.643 0.124 7.911

48–93 0.18 995 0.5688 2.436 0.215 12.881

[93 0.05 264 0.5227 2.257 0.538 6.482

Group

No 0.51 2767 0.4474 1.155 0.063 5.846

Yes 0.49 2626 0.5335 2.882 0.171 13.962

Metropolitan areas

Outside 0.96 5151 0.4873 1.964 0.093 9.009

Inside 0.04 242 0.5331 2.677 0.372 17.318

Industrial districts

Outside 0.66 3549 0.4618 2.009 0.113 10.170

Inside 0.34 1844 0.5423 1.971 0.147 8.389

Area

North West 0.24 1274 0.5345 2.917 0.254 12.873

North East 0.22 1161 0.6279 2.597 0.236 11.765

Centre 0.23 1225 0.5298 1.988 0.152 9.249

South 0.32 1733 0.3347 0.921 0.076 4.667

Total 5393 0.4893 1.996 0.090 9.346
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irrespective to its amount (extensive margin). The second catches the intensity of

these investments, and it is computed by the ratio between the amount of R&D

investments and the number of employees (intensive margin).

Table 1 reports the frequency of R&D expenditure and the average R&D

investment per employee. Half of the sample performs R&D, with an investment

equal to, on average, 2000 euros per employee.

There is positive correlation between R&D and size: 69 % of very large firms

(more than 500 employees) perform R&D, against 44 % of small firms (fewer than

250) and 59 % for medium ones (250–500 workers). The same is true for the level

of investment: large firms invest in R&D, nearly 5400 euros per employee, against

1500 for smaller firms.

Both R&D propensity and intensity increase substantially with export levels. The

sector of activity is important, too. Of science-based firms, 72 % carry out research,

and they invest more than 7860 euros per employee. These figures are respectively

46 % and 1077 for low-tech firms. Older and younger firms show fewer clear-cut

differences, albeit younger firms (less than eight years old) invest noticeably more

than the average.

Among the main controls, a firm’s location is especially interesting, as spill-over

effects are among the main sources of innovation that the theory has enlightened.

Based on our data, R&D is frequently carried out by firms located in agglomerated

areas, especially in metropolitan areas. Both the occurrence and the level of R&D

activity are lower in the South.

Table 3 reports the composition of the sample according to variables that

describe the type of financing and relationship with the banking system.

Firms may finance the innovative activity using internal funds. In the empirical

analysis, we use the ratio of cash flow on total sales (cash flow) to control for this

feature. To finance its R&D activity, a firm may engage in relationship-based

financing with one or few lending banks. All the firms in our sample have a lending

relationship with at least one bank. Relationship-based lending is a somewhat-

complicated concept to measure, due to its multidimensional nature. To describe the

type of relationship established between borrowing firms and lending banks, we

adopt two main variables regarding the duration of the relationship with the main

bank and the credit concentration. The main bank is assumed to be the bank that has

the highest share over total outstanding bank debt of the firm. The length of the

relationship with this bank is computed, starting from 2000. As a robustness check,

we consider also a dummy for relationships longer than 5 years (the median value in

the sample) instead of the continuous variable, which mitigates the possible

truncation problems.

The second variable is the Herfindahl concentration index of bank debt among all

the lending banks (Herfindahl). This index, commonly used in the empirical

research, should catch whether the firm has spread its debt among many banks or it

has concentrated it towards just one bank. Typically, firms tend to spread their bank

debt among intermediaries to avoid hold-up problems or to assure against liquidity

shocks by the main bank. The size of the main bank is also considered (bank size).

We control also for the role of bank loans on overall financing, considering the ratio

between bank debt and the book value of debt towards financial intermediaries and
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Table 2 Definition of variables

Variables Description Source

Dependent variables

R&D propensity: Dummy equal to 1 if the firm has invested in R&D

in the year of observation or in the previous year

Cerved and Invind

R&D intensity: Log of 1 plus expenditures in R&D on the number

of employees

Cerved and Invind

Financial variables

Cash flow Cash flow as a percentage of total sales Cerved and Invind

Length Duration of the relation with the main bank. All the

firms in the sample have at least one lending

relationship

Central Credit Register

Herfindahl Index of concentration of bank debt computed

according to the Herfindahl method. All the firms

in the sample have at least one lending

relationship

Central Credit Register

Bank debt Total credit used by the firm towards the banking

system as percentage of financial debts, defined as

the book value of debt towards financial

intermediaries and private investors, with the

exclusion of equity financing

Central Credit Register

Short term bank debt Share of short-term loans over total loans from the

banking system. All the firms in the sample have

at least one lending relationship

Central Credit Register

Financial markets Dummy equals to 1 if a firm is listed in a stock

market exchange or has issued bonds

Cerved and Invind

Bank size Set of dummy variables related to the size of the

main bank

Central Credit Register

Other controls

Size: We divide firms in three classes: (1) up to 250

employees, (2) between 250 and 500 employees,

(3) more than 500 employees

Cerved and Invind

White collars Share of non-production workers (white collars)

over the total number of workers

Cerved and Invind

Export Share of export over total sales Cerved and Invind

Age Number of years since the firm began operations Cerved and Invind

Leverage Ratio of the book value of financial debts to the sum

of financial debts and net equity

Cerved and Invind

Area dummies Set of dummies related to the geographical location

of the firm (in a metropolitan areas or in industrial

districts; regional areas: North West; North East;

Centre; South)

Cerved and Invind

Sector dummies Set of dummies related to the activity sector of the

firm, according to the pavitt classification

(supplier dominated; scale intensive; specialized

suppliers; science based)

Cerved and Invind

Group Dummy equals to 1 if a firm is part of a business

group

Cerved and Invind
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private investors, with the exclusion of equity financing. We take into account also

the composition of the credit lines that the bank has granted to the firm, according to

their maturity (short-term debt).

Finally, the firm may resort to financial markets by issuing bonds or equity. We

introduce a dummy for the access to financial markets, which is equal to one if the

firm is listed or has issued bonds (financial markets), zero otherwise. Unfortunately,

we do not have more information on this point, such as the amount of bond issued or

new capital raised. As a matter of fact, we have too few observations in the sample

(just 87 firms are listed, and around 190 have issued bonds) to infer a compelling

result on the variable.

Higher cash flows seem to improve slightly the R&D propensity and, even more,

the intensity of investments. The frequency of R&D is increasing with the length of

the relationship with the main bank. However, the investment levels are higher at

the two boundaries, when the length of the lending relationship is either very short

Table 3 Types of financing and R&D activity. Source: Invind, Cerved, and Central Credit Register

Composition of

the sample

N. obs. Freq. of

R&D[ 0

R&D investment on employees

Mean

(thousand

euros)

S. E. of

the mean

p95

Cash flow

Low 0.46 2475 0.4687 1.752 0.117 8.475

High 0.54 2918 0.5069 2.202 0.133 10.241

Length

\4 years 0.19 1034 0.4458 2.460 0.274 12.027

4–5 years 0.36 1942 0.4804 1.712 0.125 8.148

6–7 years 0.32 1738 0.5052 2.016 0.164 9.298

[7 years 0.13 679 0.5405 2.050 0.180 9.406

Herfindahl

\0.137 0.27 1456 0.5639 2.015 0.143 9.027

0.137–0.204 0.26 1394 0.5158 1.696 0.101 8.483

0.205–0.330 0.24 1302 0.457 1.534 0.117 8.062

C0.331 0.23 1241 0.4061 2.795 0.311 13.003

Bank size

Very large 0.57 3097 0.4882 1.897 0.105 9.614

Large 0.03 167 0.4251 3.338 0.815 19.833

Medium 0.21 1125 0.5324 2.552 0.265 11.321

Small 0.14 747 0.4659 1.566 0.190 6.482

Very small 0.05 257 0.4241 1.130 0.171 6.543

Financial markets

(bonds or equity)

No 0.93 5021 0.4746 1.771 0.085 8.148

Yes 0.07 372 0.6882 5.032 0.604 24.180

Total 5393 0.4893 1.996 0.090 9.346
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or very long, even if the differences are limited. Credit concentration index is

inversely related to the occurrence of R&D and positively to the level of R&D

investments. Last, the access to financial markets (listed firms or with public debt

outstanding) is accompanied with higher R&D activity, both in terms of propensity

and intensity. Nonetheless, this evidence could be explained also by the size of the

firms, generally larger for listed companies, and therefore, these aspects should be

controlled by a proper multivariate analysis.

Table 4 shows the main statistics for the variables used in the empirical analysis,

which are always considered with a 1-year lag with respect to R&D in order to limit

potential endogeneity problems.

4 The econometric strategy

To analyse the firm’s research activity, we should consider separately the propensity

to perform the R&D activity (extensive margin) and the decision on how much to

invest (intensive margin). The idea behind the model is that the firm first decides

whether to do R&D or not according to an unknown profit function. Then, it chooses

the level of investment intensity. Therefore, our explanatory variables may influence

differently the probability to undertake and the level of the investment in R&D.

4.1 Extensive margin

To analyse the firm’s propensity to carry out research, the dependent variable is

defined as a dummy, equal to 1 if the firm has invested in R&D in the year of

observation or in the previous year; 0 otherwise. Since the dependent variable is

discrete, a probit model is considered in the estimates.9 Further, the existence of

individual differences across firms should be addressed. The existence of panel

information allows disentangling the individual behaviour from the average. Since

fixed-effect models are problematic in a non-linear setting, at this stage, we consider

only a random-effect model, where the error term consists in a time-invariant

individual component and a residual. Therefore, the propensity to carry out research

is estimated by means of a probit model, with random effects to catch firm

heterogeneity ui, according to the following specification:

probðR&D ¼ 1Þit ¼ Uðaþ b Xit�1 þ uFit�1 þ cCi þ ui þ eitÞ
with : EðejXÞ ¼ 0; varðejXÞ ¼ 1

ð1Þ

where U is the normal cumulative distribution function, and ui is the random dis-

turbance characterizing the ith firm and constant through time, independent from the

error term eit and from the regressors. In the estimates the errors are corrected for

clustering for firms.

9 With discrete dependent variables, the standard linear probability model (LPM) estimated by OLS is

inefficient: heteroscedasticity determines biased standard errors and erroneous hypothesis testing;

furthermore, LPM can bring to predicted probabilities outside the 0–1 range.
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The regressors Xit-1 are the set of variables that describe the type of external

financing the firm has undertaken. These are: the cash flow, the relationship-lending

variables (the length of the relation with the main bank and the concentration of

outstanding bank-debt among the lending banks), the share of bank loans over total

financing, the maturity of the outstanding bank loans (share of short term bank loans

over total banks loans) and the access to financial markets. We also add controls for

the size of the main bank. Fit-1 are a set of controls for the firms’ characteristics.

Table 4 Sample statistics. Source: Invind, Cerved, and Central Credit Register

Variables Mean p50 sd Min Max Q1 Q3

Total sample

Drd 0.49461 0 0.5000 0 1 0 1

R&D investment on

employees

1.9956 0 6.609 0 142.34 0 1.5098

White collars (t - 1) 0.32447 0.33 0.1787 0 1 0.2077 0.3778

Share exports (t - 1) 0.33487 0.2767 0.2938 0 1.1039 0.0433 0.5750

Group 0.48363 0 0.4998 0 1 0 1

Age 37.5440 33 26.9075 1 270 19 46

Metrop. areas 0.04435 0 0.2059 0 1 0 0

Districts 0.34636 0 0.4759 0 1 0 1

Leverage (t - 1) 0.32878 0.3372 0.1614 0.000024 0.8546 0.2055 0.4471

Cash flow (t - 1) 0.06413 0.0656 0.1200 -3.61824 1.1947 0.0320 0.1045

Finan. markets 0.06779 0 0.2514 0 1 0 0

Herfindahl (t - 1) 0.24180 0.1800 0.1906 0 1 0.1255 0.2788

Length (t - 1) 4.28110 4 1.8571 0 7 3 6

Bank debt (t - 1) 0.29007 0.2155 0.2643 1.31E-08 2.5007 0.1127 0.3873

Short-term debt (t - 1) 0.80081 0.8254 0.1633 0.1578 1 0.7044 0.9346

Up to 250 employees

Drd 0.4456 0 0.49710 0 1 0 1

R&D investment on

employees

1.5219 0 4.7461 0 100.79 0 1.1592

White collars (t - 1) 0.3138 0.3300 0.17462 0 1 0.1942 0.3667

Share exports (t - 1) 0.3021 0.2200 0.29122 0 1.0410 0.0207 0.5228

Group 0.3870 0 0.48712 0 1 0 1.0000

Age 35.704 30.000 26.1497 1 187.00 18.000 45.000

Metrop. areas 0.0390 0 0.19367 0 1 0 0

Districts 0.3426 0 0.47465 0 1 0 1

Leverage (t - 1) 0.3194 0.3231 0.16800 0 0.8440 0.1858 0.4476

Cash flow (t - 1) 0.0650 0.0671 0.20803 -9.8188 3.3235 0.0337 0.1078

Finan. markets 0.0473 0 0.21237 0 1 0 0

Herfindahl (t - 1) 0.2642 0.2017 0.19690 0 1 0.1382 0.3120

Length (t - 1) 4.2278 4 1.87958 0 7.0000 3.0000 6.0000

Bank debt (t - 1) 0.3477 0.2627 0.29387 0 2.7828 0.1387 0.4796

Short-term debt (t - 1) 0.7986 0.8267 0.16731 0.1459 1 0.7005 0.9370
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These are: size, age, leverage, the composition of the labour force (i.e., the share of

white collars over total workers as a proxy of human capital) and export propensity,

as the share of exported production over total sales. Ci are dummies—essentially

time-invariant in our sample—to control for the localization of the firm

(metropolitan areas, industrial districts, macro-regions), the sector of activity,

according to the Pavitt taxonomy, and group membership.

4.2 Intensive margin

We consider a specification where the dependent variable measures the intensity of

the R&D activity, and it is equal to the (log) of expenses in R&D over the number of

employees of the firm.

At this stage, we need to address the potential selection problem, which may bias

our results (Hall et al. 2009). As stated before, half of the sample has reported zero

R&D investments. It is sensible to assume that firms report a positive R&D

investment only when it is higher than a certain threshold and is otherwise censored to

zero. Furthermore, firms may not report any R&D investment, as long it is performed

informally or jointly with other activities within the productive process rather than in

a specialized department (such as a technical laboratory) with a separate accounting.

In the former case, data are difficult to gather or even to estimate for survey purpose.

Some characteristics of the firm, such as its dimension or sector of activity, may

influence ex ante the organization of the research activity. In this framework, OLS

would be inconsistent, either considering only strictly positive information or

allowing censored observations to be set to zero (Wooldridge 2002). We address this

issue by using a model with sample selection (Heckman 1979).

Yet, the selection problem is even worse because of the panel dimension in our

data. The approach in the literature is: (i) to estimate the selection equation with a

year-by-year probit model, where the dependent variable is a dummy equal to 1 if

the firm had a positive R&D expenditure in year t, and 0 otherwise; (ii) to insert the

selection variable (the inverse Mills ratios), computed for each observation in each

time period from the probit model, in the intensity equation, where the R&D

expenditure is the dependent variable (Wooldridge 1995; Jones and Labeaga 2003).

Therefore, the model we consider is:

aÞ Sample selection : y1it ¼ 1ðaþ bX1it�1
þ uF1it�1

þ cC1i þ u1i þ e1it [ 0Þ
bÞ Investment equation : y�2it ¼ 1ðaþ bX2it�1

þ uF2it�1
þ cC2i þ u2i þ e2it [ 0Þ

ð2Þ

where y�2 is observed if y1 = 1 and

e1it; e2it � Nð01Þ corrðe1it ; e2itÞ ¼ q

where 1(.) is equal to 1 if the relation inside the brackets is true. The main variable

y�2it is observed only if the first equation is verified. This model can be estimated by

considering a year-by-year reduced form for the probit variable y1it, and thereby

constructing the selection term kit for every i and t that is added as a new regressor
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in the investment equation. In the estimates, the errors are corrected for clustering

for firms.

To identify the first step in order to construct the selection term kit, we use

alternatively two different variables. From the survey, and referring to the year

2000, we have the information about the share of sales that the firm produces and

sells under its own company brand: we assume that a firm that brands its own

products should perform some research, as opposed to a firm that produces and sells

on commission to other firms and, most likely, follows their instructions and design.

This intuition is corroborated by two side estimates that show that this variable is

significant in influencing R&D propensity, but it has no effect on the level of R&D

investment (see the next section). As an alternative identification strategy, firms

were asked in 2004 whether they have a separated engineering unit within the firm.

We assume this variable should be correlated to the propensity to perform the R&D

in the following years without affecting the level of R&D investments. Again, the

variable has an impact on R&D propensity, but it does not affect R&D investments

(see the next section).

5 The econometric results

Table 5 shows the results for the probability to perform the Research and

Development activity inside the firms (extensive margin). It reports the marginal

effects computed at the average for each variable. Since the likelihood ratio test for

poolability (q = 0) is always rejected, we dismiss the single probitmodel (column 1 in

Table 5) and rather focus on the probit model with random effects (columns 2 and 3).

When considering the level of R&D investments, first, we inspect the

significance of our identification variables (Table 6). The two variables are both

highly significant in the estimates of the probability to perform R&D (probit

estimates in columns 1 and 3). On the contrary, they show no impact on the level of

investments (columns 2 and 4); this latter result supports the exclusions needed to

identify the Heckman model. Tables 7 and 8 report the estimates for the intensity of

R&D investments, defined as (log) R&D expenses over total employees (intensive

margin), where we add the inverse Mills ratios, computed for each observation and

estimated by the probit model for each year. In Table 7, the instrumental variable in

the first step is the sales with the company’s brand over total sales in 2000. In

Table 8, we use the existence of an engineering unit within the firm as an

instrument. In the second step, we consider both random and fixed effects at firm

level.

The inverse Mills ratios are significant in the estimates with random effects, thus

calling for the Heckman selection model (even if only slightly in some

specification). Yet, they lose their significance when we consider fixed-effect

models (columns 2 and 4 in Tables 7 and 8): most likely, because of the inertia in

the R&D decision, the inverse Mill ratio has a low variance across time; hence, its

significance is strongly reduced when fixed effects are used. This is true also for

most of the variables, which pinpoint mainly structural characteristics of the firm

and have a low time-variance.
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Table 5 Propensity to perform R&D activity (dependent variable: R&D (1/0)) (Marginal effects at the

average of the variables)

Simple probit Probit random effects

[1]

whole sample

[2]

whole sample

[3]

up to 250 emp.

Financial factors

Cash flow (t - 1) 0.0473 (0.045) 0.0943 (0.093) 0.1272 (0.099)

Length (t - 1) 0.0094** (0.004) 0.0224*** (0.007) 0.0218*** (0.007)

Herfindahl (t - 1) -0.1238*** (0.040) -0.1472 (0.093) -0.1984* (0.103)

Bank debt (share of total

financing) (t - 1)

-0.0465 (0.030) -0.0481 (0.058) -0.0099(0.063)

Short-term bank debt (share

of bank debt) (t - 1)

-0.0567*** (0.020) -0.0301 (0.039) -0.0125 (0.042)

Financial markets (1/0) (d) 0.1296*** (0.028) 0.1320** (0.064) 0.2161** (0.093)

Bank size, large (d) -0.1224*** (0.041) -0.2245*** (0.062) -0.2681*** (0.045)

Bank size, medium (d) 0.0061 (0.019) -0.0421 (0.035) -0.0373 (0.037)

Bank size, small (d) -0.0293 (0.022) -0.0594 (0.040) -0.0711* (0.040)

Bank size, very small (d) -0.0627* (0.034) -0.1247** (0.062) -0.1082* (0.060)

Other controls

Size: 250–500 employees 0.0841*** (0.023) 0.1462*** (0.055)

More than 500 employees 0.1540*** (0.025) 0.2758*** (0.064)

White collars (t - 1) -0.0124 (0.043) -0.1088 (0.091) -0.0484 (0.096)

Export (share of total sales)

(t - 1)

0.1883*** (0.026) 0.2852*** (0.071) 0.2109*** (0.074)

Leverage (t - 1) 0.0631 (0.049) 0.1621 (0.114) 0.1174 (0.121)

Age 0.0002 (0.000) 0.0009 (0.001) 0.0017** (0.001)

Group (1/0) (d) -0.0268* (0.016) -0.0325 (0.039) -0.0309 (0.039)

Metropolitan areas (1/0) (d) 0.1019*** (0.036) 0.1771* (0.095) 0.3343*** (0.110)

Industrial districts (1/0) (d) 0.0339** (0.016) 0.0569 (0.049) 0.0443 (0.052)

Pavitt, scale intensive (d) -0.0227 (0.018) -0.0671 (0.050) -0.1010** (0.051)

Pavitt, specialised suppliers

(d)

0.1173*** (0.019) 0.2415*** (0.053) 0.1602*** (0.061)

Pavitt, science based (d) 0.2073*** (0.031) 0.3674*** (0.071) 0.2934*** (0.109)

North-East 0.1209*** (0.021) 0.2106*** (0.061) 0.1839** (0.075)

Centre 0.0436** (0.022) 0.0199 (0.063) 0.0766 (0.070)

South -0.0778*** (0.022) -0.2531*** (0.059) -0.1925*** (0.063)

N. obs. (N. of groups) 5257 5257 (1805) 3972 (1383)

Rho (q = panel variance

over total variance)

– 0.7594 0.7466

v2 (prob.) 603 (0.00) 232 (0.00) 149 (0.00)

LR test for poolability

(q = 0) v2 (prob.)
1284.45 (0.00) 945.37 (0.00)
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5.1 Financial factors

In our results, financial factors proved very important in affecting innovative

activity. Cash flow has a strong positive impact on the level of investments for the

whole sample (Tables 7 and 8), with semi-elasticity around 0.46 (0.43 in the fixed-

effect model). Considering one standard deviation increase in cash flow (equal to

0.12, Table 4), the level of R&D per capita increases by 5.5 %.10 However, the

same variable is not significant in affecting R&D propensity, suggesting that

internal sources are not enough to undertake this type of investment, and external

finance is needed. Yet, the strong pro-cyclical effect of this variable on the level of

investment confirms the importance of financial frictions in conditioning R&D

activity.

As far as relationship lending is concerned, an increase in the length of the

relationship has a statistically detectable positive effect, both on the propensity to

perform R&D and the level of R&D investments: one standard deviation increase in

the length of the relationship improves the probability to perform R&D activity by

4.2 percentage points11 and the level of R&D investments by 5.9 %; this latter result

holds true also considering fixed effects at firm level. These findings, in line with

Herrera and Minetti (2007), are consistent with the hypothesis that a tight credit

relationship with the main bank helps assuring external funds to cover the seed and

development phase of the innovative process and enhances R&D investments in the

following years.

Less-concentrated debt seems common among firms with a higher research

propensity, even though, in the random estimates, the variable is significant only for

smaller firms. On the other hand, the credit concentration variable is not significant

in the intensity estimates, apart from a slightly positive effect (at the 10-percent

Table 5 continued

Simple probit Probit random effects

[1]

whole sample

[2]

whole sample

[3]

up to 250 emp.

Estimated probability 0.4937 0.4477 0.3523

BIC 6905.8 5629.9 4382.5

AIC 6735.0 5452.6 4225.3

Standard errors in parenthesis, clustered for firms. In the estimates, the constant is also included. The

benchmark for size is ‘up to 250 employees’, for regional areas is ‘North–West’, for sector is ‘Supplier

dominated’, for bank size is ‘very large’ banks. (d) for discrete change of dummy variable from 0 to 1

Significance: * p\ 0.10, ** p\ 0.05, *** p\ 0.01

10 Since the dependent variable is in logs, the coefficients represent semi-elasticities: a unity increase in

the cash flow variable raises the dependent variable by 0.45 (45 %). We consider a standard deviation in

the regressor, which is the classical variation used in the literature to perform sensibility tests. The result

is equal to one standard deviation times the coefficient and percent, which corresponds to:

0.12 9 0.46 9 100 = 5.52.
11 The result is equal to one standard deviation (Table 4) times the marginal effect (Table 5, column 2)

and percent, equal to: 1.86*0.0224*100 = 4.2.

38 Econ Polit Ind (2017) 44:23–49

123



T
a
b
le

6
E
st
im

at
es

o
f
th
e
si
g
n
ifi
ca
n
ce

o
f
th
e
id
en
ti
fi
ca
ti
o
n
v
ar
ia
b
le

in
R
&
D

es
ti
m
at
es

(M
ar
g
in
al

ef
fe
ct
s
at

th
e
av
er
ag
e
o
f
th
e
v
ar
ia
b
le
s)

S
al
es

w
it
h
th
e
co
m
p
an
y
b
ra
n
d

E
n
g
in
ee
ri
n
g
u
n
it

[1
]
(p
ro
b
it
)

R
&
D

p
ro
p
en
si
ty

(1
/0
)

[2
]
(O

L
S
)

L
ev
el

o
f
R
&
D

L
n
(1

?
R
&
D
/e
m
p
lo
y
ee
s)

[3
]
(p
ro
b
it
)

R
&
D

p
ro
p
en
si
ty

(1
/0
)

[4
]
(O

L
S
)

L
ev
el

o
f
R
&
D

L
n
(1

?
R
&
D
/e
m
p
lo
y
ee
s)

Id
en
ti
fi
ca
ti
o
n
v
ar
ia
b
le
s

S
al
es

w
it
h
th
e
co
m
p
an
y
b
ra
n
d
o
v
er

to
ta
l

sa
le
s

0
.0
0
1
2
9
*
*
*
(0
.0
0
0
)

-
0
.0
0
0
0
9
(0
.0
0
0
)

T
h
e
fi
rm

h
as

an
en
g
in
ee
ri
n
g
u
n
it

0
.1
8
8
9
5
*
*
*
(0
.0
4
1
)

0
.0
1
5
7
8
(0
.0
3
4
)

F
in
an
ci
al

fa
ct
o
rs

C
as
h
fl
o
w

(t
-

1
)

0
.0
9
4
1
7
(0
.1
5
7
)

0
.5
2
0
6
0
*
*
*
(0
.1
1
7
)

0
.1
1
2
8
5
(0
.1
5
7
)

0
.5
1
6
9
4
*
*
*
(0
.1
1
6
)

L
en
g
th

(t
-

1
)

0
.0
2
6
0
1
*
*
(0
.0
1
1
)

0
.0
1
8
5
7
*
*
(0
.0
0
9
)

0
.0
2
5
5
7
*
*
(0
.0
1
1
)

0
.0
1
7
6
7
*
*
(0
.0
0
9
)

H
er
fi
n
d
ah
l
(t
-

1
)

-
0
.3
4
2
6
9
*
*
*
(0
.1
1
2
)

0
.2
0
1
9
4
*
*
(0
.0
9
7
)

-
0
.3
2
8
7
7
*
*
*
(0
.1
1
2
)

0
.2
2
7
1
7
*
*
(0
.0
9
7
)

B
an
k
d
eb
t
(s
h
ar
e
o
f
to
ta
l
fi
n
an
ci
n
g
at

t
-

1
)

-
0
.0
9
1
7
2
(0
.0
8
4
)

0
.0
5
9
6
6
(0
.0
7
2
)

-
0
.0
8
6
0
8
(0
.0
8
4
)

0
.0
5
3
7
1
(0
.0
7
2
)

S
h
o
rt
-t
er
m

b
an
k
d
eb
t
(s
h
ar
e
o
f
to
ta
l
b
an
k

d
eb
t
at

t
-

1
)

-
0
.1
2
6
7
0
*
*
(0
.0
5
7
)

0
.0
2
0
5
5
(0
.0
4
7
)

-
0
.1
3
3
1
8
*
*
(0
.0
5
7
)

0
.0
1
8
8
6
(0
.0
4
7
)

F
in
an
ci
al

m
ar
k
et
s
(1
/0
)
(d
)

0
.3
1
0
8
4
*
*
*
(0
.0
8
0
)

0
.2
0
1
5
8
*
*
*
(0
.0
5
9
)

0
.2
8
2
0
8
*
*
*
(0
.0
8
0
)

0
.2
0
6
9
9
*
*
*
(0
.0
5
9
)

B
an
k
si
ze
,
la
rg
e

-
0
.2
7
4
8
4
*
*
(0
.1
1
6
)

0
.2
4
2
2
9
*
*
(0
.1
0
1
)

-
0
.2
8
0
1
1
*
*
(0
.1
1
7
)

0
.2
4
2
4
6
*
*
(0
.1
0
1
)

B
an
k
si
ze
,
m
ed
iu
m

-
0
.0
0
3
6
9
(0
.0
5
3
)

0
.0
1
7
6
4
(0
.0
4
1
)

-
0
.0
1
0
4
0
(0
.0
5
3
)

0
.0
1
3
6
6
(0
.0
4
1
)

B
an
k
si
ze
,
sm

al
l

-
0
.0
8
7
9
8
(0
.0
6
0
)

-
0
.1
2
7
0
5
*
*
(0
.0
5
0
)

-
0
.0
8
3
2
7
(0
.0
6
0
)

-
0
.1
3
3
7
4
*
*
*
(0
.0
5
0
)

B
an
k
si
ze
,
v
er
y
sm

al
l

-
0
.1
5
2
8
9
(0
.0
9
4
)

0
.0
0
6
2
4
(0
.0
8
3
)

-
0
.1
4
8
5
9
(0
.0
9
4
)

0
.0
1
7
3
0
(0
.0
8
3
)

O
th
er

co
n
tr
o
ls

S
iz
e:

2
5
0
–
5
0
0
em

p
lo
y
ee
s

0
.2
3
9
3
9
*
*
*
(0
.0
6
3
)

-
0
.0
7
7
7
1
(0
.0
4
9
)

0
.2
3
9
1
4
*
*
*
(0
.0
6
3
)

-
0
.0
8
3
1
2
*
(0
.0
4
9
)

M
o
re

th
an

5
0
0
em

p
lo
y
ee
s

0
.3
5
2
2
9
*
*
*
(0
.0
7
7
)

-
0
.0
6
3
9
1
(0
.0
5
5
)

0
.3
4
7
1
7
*
*
*
(0
.0
7
7
)

-
0
.0
5
6
4
7
(0
.0
5
5
)

W
h
it
e
co
ll
ar
s
(t
-

1
)

0
.0
1
5
1
4
(0
.1
2
1
)

1
.0
2
2
1
0
*
*
*
(0
.0
9
8
)

0
.0
3
6
2
3
(0
.1
2
1
)

1
.0
2
2
7
7
*
*
*
(0
.0
9
8
)

E
x
p
o
rt
(s
h
ar
e
o
f
to
ta
l
sa
le
s)

(t
-

1
)

0
.4
6
3
3
4
*
*
*
(0
.0
7
4
)

0
.2
4
4
4
7
*
*
*
(0
.0
6
1
)

0
.4
6
4
8
4
*
*
*
(0
.0
7
3
)

0
.2
3
4
5
9
*
*
*
(0
.0
6
1
)

Econ Polit Ind (2017) 44:23–49 39

123



T
a
b
le

6
co
n
ti
n
u
ed

S
al
es

w
it
h
th
e
co
m
p
an
y
b
ra
n
d

E
n
g
in
ee
ri
n
g
u
n
it

[1
]
(p
ro
b
it
)

R
&
D

p
ro
p
en
si
ty

(1
/0
)

[2
]
(O

L
S
)

L
ev
el

o
f
R
&
D

L
n
(1

?
R
&
D
/e
m
p
lo
y
ee
s)

[3
]
(p
ro
b
it
)

R
&
D

p
ro
p
en
si
ty

(1
/0
)

[4
]
(O

L
S
)

L
ev
el

o
f
R
&
D

L
n
(1

?
R
&
D
/e
m
p
lo
y
ee
s)

L
ev
er
ag
e
(t
-

1
)

0
.0
8
9
5
2
(0
.1
3
9
)

0
.1
4
5
3
2
(0
.1
1
3
)

0
.1
0
6
6
1
(0
.1
3
9
)

0
.1
3
4
0
6
(0
.1
1
3
)

A
g
e

0
.0
0
0
5
6
(0
.0
0
1
)

-
0
.0
0
1
0
2
(0
.0
0
1
)

0
.0
0
0
8
3
(0
.0
0
1
)

-
0
.0
0
0
9
9
(0
.0
0
1
)

G
ro
u
p
(1
/0
)
(d
)

-
0
.0
5
6
4
1
(0
.0
4
4
)

0
.1
3
1
0
1
*
*
*
(0
.0
3
7
)

-
0
.0
5
0
1
2
(0
.0
4
4
)

0
.1
3
3
7
1
*
*
*
(0
.0
3
7
)

M
et
ro
p
o
li
ta
n
ar
ea
s
(1
/0
)
(d
)

0
.2
6
4
3
7
*
*
*
(0
.1
0
1
)

0
.0
1
7
9
8
(0
.0
7
8
)

0
.2
6
9
8
5
*
*
*
(0
.1
0
1
)

0
.0
5
7
0
6
(0
.0
8
0
)

In
d
u
st
ri
al

d
is
tr
ic
ts
(1
/0
)
(d
)

0
.0
9
3
1
4
*
*
(0
.0
4
6
)

0
.0
8
6
3
2
*
(0
.0
4
6
)

0
.0
9
1
7
6
*
*
(0
.0
3
6
)

P
av
it
t,
sc
al
e
in
te
n
si
v
e
(d
)

-
0
.0
8
5
7
6
*
(0
.0
4
9
)

0
.0
2
8
0
6
(0
.0
4
2
)

-
0
.1
1
3
7
1
*
*
(0
.0
4
9
)

0
.0
3
4
8
3
(0
.0
4
3
)

P
av
it
t,
sp
ec
ia
li
se
d
su
p
p
li
er
s
(d
)

0
.2
2
8
6
7
*
*
*
(0
.0
5
4
)

0
.2
5
0
4
3
*
*
*
(0
.0
4
3
)

0
.1
8
0
5
8
*
*
*
(0
.0
5
5
)

0
.2
5
4
1
4
*
*
*
(0
.0
4
4
)

P
av
it
t,
sc
ie
n
ce

b
as
ed

(d
)

0
.5
2
1
5
2
*
*
*
(0
.1
0
0
)

0
.4
7
3
2
2
*
*
*
(0
.0
6
9
)

0
.5
0
6
4
5
*
*
*
(0
.1
0
0
)

0
.4
8
5
7
6
*
*
*
(0
.0
6
9
)

N
o
rt
h
-
E
as
t

0
.2
9
2
2
9
*
*
*
(0
.0
6
1
)

0
.0
1
2
1
4
(0
.0
4
6
)

0
.3
0
2
5
9
*
*
*
(0
.0
6
1
)

0
.0
1
5
7
5
(0
.0
4
6
)

C
en
tr
e

0
.1
4
4
1
9
*
*
(0
.0
6
1
)

0
.0
3
3
4
8
(0
.0
4
8
)

0
.1
3
6
5
4
*
*
(0
.0
6
1
)

0
.0
2
0
4
9
(0
.0
4
8
)

S
o
u
th

-
0
.1
7
1
8
1
*
*
*
(0
.0
6
3
)

-
0
.0
4
9
4
4
(0
.0
5
2
)

-
0
.1
7
5
4
4
*
*
*
(0
.0
6
3
)

-
0
.0
2
9
9
4
(0
.0
5
3
)

N
o
b
s.
(N

.
o
f
g
ro
u
p
s)

4
2
4
6

2
.5
0
1

4
2
4
6
(1
7
8
1
)

2
5
0
1

P
se
u
d
o
R
2
(p
ro
b
it
)
o
r
A
d
j
R
2
(O

L
S
)

0
.0
8
0

0
.1
5
1
0

0
.0
7
9
6

0
.1
4
9
1

v
2
o
r
F
te
st

(p
ro
b
)

4
8
6
.1
6
(0
.0
0
)

1
8
.1
1
(0
.0
0
)

4
6
8
.6
9
(0
.0
0
)

1
8
.5
2
(0
.0
0
)

S
ta
n
d
ar
d
er
ro
rs

in
p
ar
en
th
es
is
,
cl
u
st
er
ed

fo
r
fi
rm

s.
In

th
e
es
ti
m
at
es
,
th
e
co
n
st
an
t
is
al
so

in
cl
u
d
ed
.
T
h
e
b
en
ch
m
ar
k
fo
r
si
ze

is
‘u
p
to

2
5
0
em

p
lo
y
ee
s’
,
fo
r
re
g
io
n
al

ar
ea
s
is

‘N
o
rt
h
–
W
es
t’
,
fo
r
se
ct
o
r
is
‘S
u
p
p
li
er

d
o
m
in
at
ed
’,
fo
r
b
an
k
si
ze

is
‘v
er
y
la
rg
e’

b
an
k
s

S
ig
n
ifi
ca
n
ce
:
*
p
\

0
.1
0
,
*
*
p
\

0
.0
5
,
*
*
*
p
\

0
.0
1

40 Econ Polit Ind (2017) 44:23–49

123



T
a
b
le

7
In
te
n
si
ty

o
f
R
&
D
ac
ti
v
it
y
(d
ep
en
d
en
t
v
ar
ia
b
le
:
ln

(1
?

R
&
D
/e
m
p
lo
y
ee
s)
)
Id
en
ti
fi
ca
ti
o
n
v
ar
ia
b
le
in

th
e
fi
rs
t
st
ep
:
sa
le
s
w
it
h
th
e
co
m
p
an
y
b
ra
n
d
o
v
er

to
ta
l
sa
le
s
in

2
0
0
0
(H

ec
k
m
an

m
o
d
el

w
it
h
sa
m
p
le

se
le
ct
io
n
)

[1
]

R
an
d
o
m

ef
fe
ct
s

w
h
o
le

sa
m
p
le

[2
]

F
ix
ed

ef
fe
ct
s

w
h
o
le

sa
m
p
le

[3
]

R
an
d
o
m

ef
fe
ct
s

u
p
to

2
5
0
em

p
l.

[4
]

F
ix
ed

ef
fe
ct
s

u
p
to

2
5
0
em

p
l.

In
v
er
se

M
il
ls
ra
ti
o

-
0
.1
6
1
4
5
*
*
(0
.0
6
6
)

-
0
.1
1
9
9
2
(0
.0
8
3
)

-
0
.1
3
4
7
2
*
(0
.0
7
8
)

-
0
.0
7
4
4
5
(0
.1
0
4
)

F
in
an
ci
al

fa
ct
o
rs

C
as
h
fl
o
w

(t
-

1
)

0
.4
5
7
6
2
*
*
*
(0
.1
3
3
)

0
.4
2
6
3
4
*
*
(0
.1
7
4
)

0
.5
4
8
6
7
*
*
*
(0
.1
3
9
)

0
.3
8
4
8
4
*
*
(0
.1
7
6
)

L
en
g
th

(t
-

1
)

0
.0
3
1
9
0
*
*
*
(0
.0
0
9
)

0
.0
3
0
5
0
*
*
*
(0
.0
1
1
)

0
.0
2
4
8
4
*
*
(0
.0
1
1
)

0
.0
3
5
0
5
*
*
*
(0
.0
1
3
)

H
er
fi
n
d
ah
l
(t
-

1
)

0
.2
6
3
0
3
*
(0
.1
3
6
)

-
0
.1
3
8
6
1
(0
.2
6
0
)

0
.0
9
5
6
4
(0
.1
7
4
)

0
.0
7
6
8
9
(0
.3
5
6
)

B
an
k
d
eb
t
(s
h
ar
e
o
f
to
ta
l

fi
n
an
ci
n
g
at

t
-

1
)

0
.0
0
4
2
4
(0
.0
7
6
)

0
.0
4
7
3
5
(0
.0
9
9
)

0
.0
6
0
9
3
(0
.1
0
2
)

0
.1
4
3
9
4
(0
.1
4
7
)

S
h
o
rt
-t
er
m

b
an
k
d
eb
t
(s
h
ar
e
o
f

to
ta
l
b
an
k
d
eb
t
at

t
-

1
)

0
.0
0
8
8
2
(0
.0
5
0
)

-
0
.0
0
2
2
6
(0
.0
6
3
)

-
0
.0
1
6
1
2
(0
.0
6
4
)

0
.0
0
4
6
2
(0
.0
8
2
)

F
in
an
ci
al

m
ar
k
et
s
(1
/0
)
(d
)

0
.0
8
9
0
5
(0
.0
7
1
)

0
.0
6
5
3
1
(0
.0
9
1
)

0
.1
9
8
1
4
*
*
(0
.1
0
1
)

0
.0
2
3
7
9
(0
.1
3
2
)

O
th
er

co
n
tr
o
ls

S
iz
e:

2
5
0
–
5
0
0
em

p
lo
y
ee
s

-
0
.0
8
1
9
9
(0
.0
6
5
)

M
o
re

th
an

5
0
0
em

p
lo
y
ee
s

-
0
.0
2
8
5
0
(0
.0
7
8
)

W
h
it
e
co
ll
ar
s
(t
-

1
)

0
.5
4
4
0
7
*
*
*
(0
.1
1
2
)

-
0
.1
2
4
1
6
(0
.1
5
7
)

0
.3
7
1
0
0
*
*
*
(0
.1
3
0
)

-
0
.0
5
7
0
6
(0
.1
7
9
)

E
x
p
o
rt
(s
h
ar
e
o
f
to
ta
l
sa
le
s)

(t
-

1
)

0
.1
6
3
5
0
*
(0
.0
8
8
)

0
.4
3
9
7
0
*
*
(0
.2
0
5
)

0
.0
8
3
2
0
(0
.1
0
0
)

0
.3
2
2
1
3
(0
.2
3
3
)

L
ev
er
ag
e
(t
-

1
)

-
0
.0
0
2
3
2
(0
.1
4
3
)

0
.2
9
9
0
3
(0
.2
3
8
)

0
.0
4
6
2
1
(0
.1
7
0
)

0
.3
4
1
2
9
(0
.3
0
0
)

A
g
e

-
0
.0
0
1
0
8
(0
.0
0
1
)

-
0
.0
0
0
9
5
(0
.0
0
1
)

G
ro
u
p
(1
/0
)
(d
)

0
.0
9
2
3
4
*
(0
.0
4
9
)

0
.1
3
7
0
0
*
*
*
(0
.0
5
2
)

M
et
ro
p
o
li
ta
n
ar
ea
s
(1
/0
)
(d
)

0
.1
9
3
2
9
(0
.1
1
9
)

0
.1
6
7
1
9
(0
.1
3
8
)

In
d
u
st
ri
al

d
is
tr
ic
ts
(1
/0
)
(d
)

0
.0
5
6
2
6
(0
.0
5
5
)

0
.0
5
8
0
6
(0
.0
6
2
)

P
av
it
t,
sc
al
e
in
te
n
si
v
e
(d
)

0
.0
9
8
6
6
(0
.0
6
4
)

0
.0
8
1
3
1
(0
.0
7
3
)

P
av
it
t,
sp
ec
ia
li
se
d
su
p
p
li
er
s
(d
)

0
.2
7
7
6
4
*
*
*
(0
.0
6
4
)

0
.3
2
2
2
0
*
*
*
(0
.0
7
2
)

Econ Polit Ind (2017) 44:23–49 41

123



T
a
b
le

7
co
n
ti
n
u
ed

[1
]

R
an
d
o
m

ef
fe
ct
s

w
h
o
le

sa
m
p
le

[2
]

F
ix
ed

ef
fe
ct
s

w
h
o
le

sa
m
p
le

[3
]

R
an
d
o
m

ef
fe
ct
s

u
p
to

2
5
0
em

p
l.

[4
]

F
ix
ed

ef
fe
ct
s

u
p
to

2
5
0
em

p
l.

P
av
it
t,
sc
ie
n
ce

b
as
ed

(d
)

0
.4
4
8
3
4
*
*
*
(0
.1
0
3
)

0
.4
2
6
0
9
*
*
*
(0
.1
2
5
)

N
o
rt
h
–
E
as
t

-
0
.0
6
2
3
6
(0
.0
6
8
)

-
0
.0
5
8
2
2
(0
.0
8
4
)

C
en
tr
e

-
0
.0
7
9
8
6
(0
.0
7
3
)

-
0
.0
7
4
9
6
(0
.0
8
3
)

S
o
u
th

-
0
.0
2
5
1
6
(0
.0
8
2
)

-
0
.0
3
0
6
0
(0
.0
8
9
)

B
an
k
si
ze
,
la
rg
e

0
.0
4
3
8
8
(0
.0
9
1
)

-
0
.1
4
5
9
4
(0
.1
3
8
)

B
an
k
si
ze
,
m
ed
iu
m

-
0
.0
1
8
6
4
(0
.0
4
1
)

-
0
.0
6
3
2
3
(0
.0
5
2
)

B
an
k
si
ze
,
sm

al
l

-
0
.0
1
6
1
8
(0
.0
5
3
)

-
0
.0
3
1
1
2
(0
.0
6
4
)

B
an
k
si
ze
,
v
er
y
sm

al
l

0
.0
3
5
5
0
(0
.0
8
6
)

0
.0
3
3
4
9
(0
.0
9
9
)

N
o
b
s.
(N

.
o
f
g
ro
u
p
s)

2
0
5
5
(9
0
8
)

2
0
9
9
(9
1
7
)

1
3
9
0
(6
3
8
)

1
3
9
3
(6
4
0
)

R
h
o
(v
ar
ia
n
ce

d
u
e
to

p
an
el
o
v
er

to
ta
l
v
ar
ia
n
ce
)

0
.6
2
6
9

0
.7
2
9
2

0
.5
6
7
4

0
.6
8
6
4

R
2
(o
v
er
al
l)

0
.1
3
4
2

0
.0
0
6
4

0
.1
1
0
5
4

0
.0
0
8
6

S
ta
n
d
ar
d
er
ro
rs

in
p
ar
en
th
es
is
,
cl
u
st
er
ed

fo
r
fi
rm

s.
In

th
e
es
ti
m
at
es
,
th
e
co
n
st
an
t
is
al
so

in
cl
u
d
ed
.
T
h
e
b
en
ch
m
ar
k
fo
r
si
ze

is
‘u
p
to

2
5
0
em

p
lo
y
ee
s’
,
fo
r
re
g
io
n
al

ar
ea
s
is

‘N
o
rt
h
–
W
es
t’
,
fo
r
se
ct
o
r
is
‘S
u
p
p
li
er

d
o
m
in
at
ed
’,
fo
r
b
an
k
si
ze

is
‘v
er
y
la
rg
e’

b
an
k
s.
(d
)
fo
r
d
is
cr
et
e
ch
an
g
e
o
f
d
u
m
m
y
v
ar
ia
b
le

fr
o
m

0
to

1
.
*
p
\

0
.1
0
,
*
*
p
\

0
.0
5
,

*
*
*
p
\

0
.0
1

42 Econ Polit Ind (2017) 44:23–49

123



T
a
b
le

8
In
te
n
si
ty

o
f
R
&
D

ac
ti
v
it
y
(d
ep
en
d
en
t
v
ar
ia
b
le
:
ln

(1
?

R
&
D
/e
m
p
lo
y
ee
s)
)
Id
en
ti
fi
ca
ti
o
n
v
ar
ia
b
le

in
th
e
fi
rs
t
st
ep
:
ex
is
te
n
ce

o
f
an

en
g
in
ee
ri
n
g
u
n
it
in

2
0
0
4

(H
ec
k
m
an

m
o
d
el

w
it
h
sa
m
p
le

se
le
ct
io
n
)

[1
]

R
an
d
o
m

ef
fe
ct
s

w
h
o
le

sa
m
p
le

[2
]

F
ix
ed

ef
fe
ct
s

w
h
o
le

sa
m
p
le

[3
]

R
an
d
o
m

ef
fe
ct
s

u
p
to

2
5
0
em

p
l.

[4
]

F
ix
ed

ef
fe
ct
s

u
p
to

2
5
0
em

p
l.

In
v
er
se

M
il
ls
ra
ti
o

-
0
.1
0
8
8
4
*
(0
.0
6
5
)

-
0
.0
8
8
1
4
(0
.0
8
0
)

-
0
.0
8
9
1
1
(0
.0
7
7
)

-
0
.0
1
2
0
2
(0
.0
9
9
)

F
in
an
ci
al

fa
ct
o
rs

C
as
h
fl
o
w

(t
-

1
)

0
.4
6
0
6
2
*
*
*
(0
.1
3
3
)

0
.4
3
2
8
8
*
*
(0
.1
7
4
)

0
.5
4
9
3
9
*
*
*
(0
.1
3
9
)

0
.3
9
5
7
1
*
*
(0
.1
7
6
)

L
en
g
th

(t
-

1
)

0
.0
3
2
5
3
*
*
*
(0
.0
0
9
)

0
.0
3
0
9
7
*
*
*
(0
.0
1
1
)

0
.0
2
5
3
4
*
*
(0
.0
1
1
)

0
.0
3
5
9
6
*
*
*
(0
.0
1
3
)

H
er
fi
n
d
ah
l
(t
-

1
)

0
.2
4
8
2
6
*
(0
.1
3
6
)

-
0
.1
5
2
5
8
(0
.2
6
0
)

0
.0
8
0
1
5
(0
.1
7
4
)

0
.0
4
8
9
2
(0
.3
5
5
)

B
an
k
d
eb
t
(s
h
ar
e
o
f
to
ta
l

fi
n
an
ci
n
g
at

t
-

1
)

0
.0
0
3
6
7
(0
.0
7
6
)

0
.0
4
4
8
2
(0
.0
9
9
)

0
.0
6
0
1
1
(0
.1
0
2
)

0
.1
3
8
0
5
(0
.1
4
6
)

S
h
o
rt
–
te
rm

b
an
k
d
eb
t
(s
h
ar
e
o
f

to
ta
l
b
an
k
d
eb
t
at

t
-

1
)

0
.0
0
7
2
6
(0
.0
5
0
)

-
0
.0
0
2
9
8
(0
.0
6
3
)

-
0
.0
1
7
0
9
(0
.0
6
4
)

0
.0
0
4
3
2
(0
.0
8
2
)

F
in
an
ci
al

m
ar
k
et
s
(1
/0
)
(d
)

0
.0
9
3
0
7
(0
.0
7
1
)

0
.0
6
5
8
8
(0
.0
9
1
)

0
.2
0
2
2
2
*
*
(0
.1
0
1
)

0
.0
2
0
5
5
(0
.1
3
2
)

O
th
er

co
n
tr
o
ls

S
iz
e:

2
5
0
–
5
0
0
em

p
lo
y
ee
s

-
0
.0
7
3
5
8
(0
.0
6
5
)

M
o
re

th
an

5
0
0
em

p
lo
y
ee
s

-
0
.0
1
4
1
5
(0
.0
7
8
)

W
h
it
e
co
ll
ar
s
(t
-

1
)

0
.5
4
3
4
5
*
*
*
(0
.1
1
2
)

-
0
.1
2
7
8
6
(0
.1
5
7
)

0
.3
6
9
3
9
*
*
*
(0
.1
3
0
)

-
0
.0
6
6
4
6
(0
.1
7
9
)

E
x
p
o
rt
(s
h
ar
e
o
f
to
ta
l
sa
le
s)

(t
-

1
)

0
.1
7
0
3
9
*
(0
.0
8
8
)

0
.4
3
8
0
8
*
*
(0
.2
0
5
)

0
.0
8
9
5
9
(0
.1
0
0
)

0
.3
1
4
3
9
(0
.2
3
3
)

L
ev
er
ag
e
(t
-

1
)

-
0
.0
0
4
5
2
(0
.1
4
3
)

0
.2
9
3
4
8
(0
.2
3
8
)

0
.0
4
5
8
6
(0
.1
7
0
)

0
.3
3
8
2
1
(0
.3
0
0
)

A
g
e

-
0
.0
0
1
1
2
(0
.0
0
1
)

-
0
.0
0
0
9
9
(0
.0
0
1
)

G
ro
u
p
(1
/0
)
(d
)

0
.0
8
9
8
6
*
(0
.0
4
9
)

0
.1
3
5
2
8
*
*
*
(0
.0
5
2
)

M
et
ro
p
o
li
ta
n
ar
ea
s
(1
/0
)
(d
)

0
.1
9
9
2
8
*
(0
.1
1
9
)

0
.1
7
1
9
2
(0
.1
3
8
)

In
d
u
st
ri
al

d
is
tr
ic
ts
(1
/0
)
(d
)

0
.0
5
8
1
6
(0
.0
5
5
)

0
.0
5
9
9
5
(0
.0
6
2
)

P
av
it
t,
sc
al
e
in
te
n
si
v
e
(d
)

0
.0
9
5
3
7
(0
.0
6
4
)

0
.0
7
7
8
9
(0
.0
7
3
)

P
av
it
t,
sp
ec
ia
li
se
d
su
p
p
li
er
s
(d
)

0
.2
8
4
2
0
*
*
*
(0
.0
6
4
)

0
.3
2
8
5
1
*
*
*
(0
.0
7
2
)

Econ Polit Ind (2017) 44:23–49 43

123



T
a
b
le

8
co
n
ti
n
u
ed

[1
]

R
an
d
o
m

ef
fe
ct
s

w
h
o
le

sa
m
p
le

[2
]

F
ix
ed

ef
fe
ct
s

w
h
o
le

sa
m
p
le

[3
]

R
an
d
o
m

ef
fe
ct
s

u
p
to

2
5
0
em

p
l.

[4
]

F
ix
ed

ef
fe
ct
s

u
p
to

2
5
0
em

p
l.

P
av
it
t,
sc
ie
n
ce

b
as
ed

(d
)

0
.4
6
1
0
3
*
*
*
(0
.1
0
3
)

0
.4
4
1
1
1
*
*
*
(0
.1
2
5
)

N
o
rt
h
–
E
as
t

-
0
.0
5
5
0
3
(0
.0
6
9
)

-
0
.0
5
0
8
8
(0
.0
8
4
)

C
en
tr
e

-
0
.0
7
6
2
0
(0
.0
7
3
)

-
0
.0
7
1
3
4
(0
.0
8
3
)

S
o
u
th

-
0
.0
3
3
6
9
(0
.0
8
2
)

-
0
.0
3
8
0
0
(0
.0
8
9
)

B
an
k
si
ze
,
la
rg
e

0
.0
3
7
2
2
(0
.0
9
2
)

-
0
.1
5
4
1
5
(0
.1
3
8
)

B
an
k
si
ze
,
m
ed
iu
m

-
0
.0
1
9
3
6
(0
.0
4
1
)

-
0
.0
6
3
6
0
(0
.0
5
2
)

B
an
k
si
ze
,
sm

al
l

-
0
.0
1
8
7
0
(0
.0
5
3
)

-
0
.0
3
3
0
4
(0
.0
6
4
)

B
an
k
si
ze
,
v
er
y
sm

al
l

0
.0
2
8
9
9
(0
.0
8
6
)

0
.0
2
7
3
4
(0
.0
9
9
)

N
o
b
s.
(N

.
o
f
g
ro
u
p
s)

2
0
5
5
(9
0
8
)

2
0
9
9
(9
1
7
)

1
3
9
0
(6
3
8
)

1
3
9
3
(6
4
0
)

R
h
o
(v
ar
ia
n
ce

d
u
e
to

p
an
el
o
v
er

to
ta
l
v
ar
ia
n
ce
)

0
.6
2
7
5

0
.7
3
0
8

0
.5
6
7
9

0
.6
8
6
4

R
2
(o
v
er
al
l)

0
.1
3
2
2

0
.0
0
5
2

0
.1
0
9
4

0
.0
0
5
0

S
ta
n
d
ar
d
er
ro
rs

in
p
ar
en
th
es
is
.
In

th
e
es
ti
m
at
es
,
th
e
co
n
st
an
t
is
al
so

in
cl
u
d
ed
.
T
h
e
b
en
ch
m
ar
k
fo
r
re
g
io
n
al

ar
ea
s
is
‘N

o
rt
h
–
W
es
t’
,
fo
r
se
ct
o
r
is
‘S
u
p
p
li
er

d
o
m
in
at
ed
’,
fo
r

b
an
k
si
ze

is
‘v
er
y
la
rg
e’

b
an
k
s.
(d
)
fo
r
d
is
cr
et
e
ch
an
g
e
o
f
d
u
m
m
y
v
ar
ia
b
le

fr
o
m

0
to

1
.
*
p
\

0
.1
0
,
*
*
p
\

0
.0
5
,
*
*
*
p
\

0
.0
1

44 Econ Polit Ind (2017) 44:23–49

123



level) only in the random-effect model for the whole sample (column 1 in both

Tables 7 and 8). Therefore, after the initial decision is made, then the impact of the

variable is strongly reduced or absent.

These results are consistent with an insurance motivation (Detragiache et al. 2000).

The reasoning is as follows.A reduction of credit supply by themain bank could have a

strong negative impact on a firm deeply engaged in innovative activities and related

investments. For these firms, switching costs are prohibitive, and a decrease in credit

granted may end up in the firm exiting from the market. As a consequence, it is

reasonable for the firm tomaintain a long-term relationship with the main bank and, at

the same time, to spread the credit lines among many intermediaries before starting a

research project. In thismanner, the possible negative shocks on credit supply from the

main bank—both because of an autonomous decision by the bank or as a consequence

of delays or negative outcomes of the research project—could be (at least partially)

compensated by increasing credit lines with other banks with which the firm already

has a credit relationship (Ongena and Smith 2000). Besides, this result is also

consistent with the idea that firms have a strategic preference not to disclose too much

information by increasing the number of lending banks (Bhattacharya and Chiesa

1995; von Rheinbaben and Ruckes 2004).

Both the share of bank lending on external finance and that of the short term over

total loans are never statistically significant. The differences in the size of the main

bank are weak, but they show that a relationship with a large bank (the benchmark)

tends to favour R&D activity.

Finally, direct access to financial markets relaxes financial constraints and

favours R&D activity. The effect is economically relevant: starting from an

estimated average propensity to perform R&D around 45 % in the whole sample,

the expected probability is 13 percentage points higher for firms that have issued

bonds on financial markets or are listed.12 This effect is further reinforced for

smaller firms (with fewer than 250 workers), for which the average estimated

propensity to perform R&D is around 35 %, and the impact of the variable rises to

21 percentage points. The results on the intensity of R&D investments point in the

same direction, but they are not significant, with the exception of small firms (fewer

than 250 employees), for which the impact is very strong (20 %).

Overall, financial factors appear to be important, especially for SMEs. Our results

point to a crucial role of relationship lending, both in the initial phase, when the firm

has to decidewhether or not to invest in a risky activity such asR&D, and in the level of

R&D investment decision, when R&D investments are substantially enhanced.13

12 In this case, we consider a discrete change of the dummy variable from 0 to 1, and the impact

corresponds to the marginal effect reported in the table.
13 While our analysis focuses on the role of banks and relationship lending, it is more demanding to

discuss the equilibrium amount of financing from inside and outside sources; in fact, these quantities are

determined by both the supply and the demand of different types of sources (Cosh et al. 2009). It is hard

to believe that firms can freely choose between alternative capital providers: in the presence of obstacles

due to information asymmetries, entrepreneurs may in fact simply seek capital where it is most plentiful.

Cosh et al. (2009) find that rejection rates are lower in credit markets than from other sources of capital,

thus suggesting that financing choices owe to supply considerations as well as demand considerations. As

acknowledged by Robb and Robinson (2014), it is challenging to separate supply and demand in the

absence of some quasi-experiment.
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5.2 Other controls

The estimates confirm the usual correlation between R&D and firm size. Larger

firms are more likely to perform R&D, even if the variable is not significant in the

investment equation. Similar results are found for export performance: for the whole

sample, an increase in one standard deviation in exports over total sales improves

the expected probability to perform R&D by 8.4 percentage points and the R&D

expenditure by 5 %. Our proxy of human capital does not affect R&D propensity,

but it is significant in the investment equation, with a 9.7 % increase in R&D

intensity following one standard deviation increase in the share of white collars over

total employment. The coefficients of Leverage, Age and Group are never

significant.

R&D is more frequent and the investment larger in high- and medium-tech

industries. The estimated propensity is higher by 24 points among Specialized

suppliers and by 37 points among Science-based firms, with respect to the

benchmark (Supplier-dominated firms). The expenses increase by 28 % for

Specialized suppliers and by 46 % for the Science-based firms. The latter is the

highest increase in the estimates, which means that total expenses are now around

2900 euros per employee. The effect is similar for firms of up to 250 employees.

Location in large metropolitan areas seems relatively important to enhance the

propensity to undertake innovative activity, especially among firms with fewer than

250 workers, even though the impact is weaker on R&D investments. The location

inside industrial districts, on the other hand, seems to have a positive effect, but the

variable is never statistically significant. These findings are in line with previous

theory and evidence. Duranton and Puga (2001) have highlighted the role that

metropolitan areas play in fostering innovation: diversified urban environments

facilitate research and experimentation of new ideas. Fantino et al. (2015) show, for

the Italian case, that the distance from top research centres, usually located in the

largest cities, is one of the most important factors in fostering the innovativeness of

firms, especially of SMEs (in the form of knowledge-transfer agreements with

universities). Research is frequent in the North-East (?21 percentage points in the

propensity equation), rare in the South (-25 percentage points), with respect to the

North-West (the benchmark). The differences in the investment equation are not

significant.

6 Concluding remarks

Severe asymmetric information problems make it difficult for innovative firms to

obtain external finance. In this paper, we analyse the contribution of external finance

to innovation in Italy, in particular, evaluating the role of bank finance. In fact, in a

bank-centred economy, like Italy’s, the role of banks is pervasive, while the

financial markets are underdeveloped by comparison with other advanced countries.

Using an extremely detailed dataset of about 1800 manufacturing firms, enriched

with data on their lending banks, we document that internal sources are relevant in

financing innovation, thus corroborating one of the main predictions of the Pecking
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Order Theory. At the same time, the recourse to bank finance is common for R&D-

intensive firms. We show that these firms tend to have a peculiar relationship with

the banking system: they maintain close relations with their main bank, strength-

ened by repeated interaction over time, but they also spread their debt among many

intermediaries. This particular credit relationship might be adopted in order to

reduce information asymmetries (thanks to longer duration), while attenuating hold-

up problems (via a lower credit concentration).

However, while our analysis underlies the importance of relationship-based

lending for the financing of R&D activities, it also shows that relationship lending is

only a partial substitute for access to financial markets. In fact, firms issuing debt

and equity on the market tend to have a strikingly higher propensity to perform

R&D than firms without access to financial markets. From a policy perspective, our

results suggest that innovation activity in Italy could be stimulated by steering the

financial system in the direction of more highly developed financial markets, where

different types of investors (banks, venture capital funds and business angels,

crowdfunding) coexist and cooperate to ease financing constraints of innovative

firms.
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