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Abstract
Predicting reservoir outflow is crucial for managing water resources in under extreme flood and drought conditions. Time 
series study of reservoir outflow relies heavily on previous information on climate and reservoir factors. The Long Short 
Term Memory model of Deep Learning is applied using rainfall, rainfall intensity, runoff rate, temperature, surface water 
area, and reservoir outflow to predict reservoir outflow. This study summarizes the parameter setting effect on model perfor-
mance and analyzes the main factors that affect reservoir outflow prediction. Monthly rainfall, rainfall intensity, runoff rate, 
temperature, outflow, and surface water area data are used in the multipurpose reservoir prediction model to analyze monthly 
and yearly water outflow of the reservoir. This system help in water management to reduce the risk of flooding downstream 
while ensuring sufficient water storage for monthly utilization, i.e., an outflow of a reservoir to the city. This method deter-
mines the appropriate amount of water released from the reservoir during the dry season and helps set a relationship with 
other input variables and outflow. The model has been trained and tested using the obtained data. The result analyzes that 
combined iterations and neurons of a hidden layer mainly impact manipulating the model precision; computation speed is 
primarily affected by the batch size of the model. The proposed model can simultaneously predict entire parameters in an 
accurate and efficient way.
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Abbreviations

ANN  Artificial neural network
RNN  Recurrent neural network
MLP  Multilayer perceptron
LSTM  Long short term memory
BPTT  Back propagation through time
GRU   Gated recurrent unit

Introduction

Reservoir variable prediction is a crucial task and challenge 
in hydrology. The outflow of reservoirs is high fuzziness, 
complex, and random. These variables are influenced by 
many uncertain variables such as rainfall, rainfall intensity, 

runoff, temperature, surface water area, water level, and 
characteristic topography (Sun 2020). Statistical methods, 
machine learning, and deep learning methods are available 
for predicting hydrological parameters (Matheussen, et al. 
2019). Reservoir operation is based on operating functions. 
(Like linear, polynomial, sigmoid, neural network, fuzzy 
logic method, etc.)

The traditional way provides a range of reservoir out-
flow but does not provide an exact value of outflow. So at 
this stage, this method typically fails to interact with the 
influencing factors (Chaki et al. 2020; Paul et al. 2021). The 
influence factors consider natural variables, human needs 
and reservoir regulation capacity. Natural variables classified 
as flow, precipitation, temperature and evaporation. Human 
needs are categrazed in water demand, power generation and 
flood control. The reservoir regulation capacity are consid-
ered as total and regulation storage (Ren et al. 2020; Zhu 
et al. 2020; Qiu et al. 2021).

Science and Technology have recently regularly collected 
data acquisition, pre-processing, and the mass of reservoir 
operating data (Latif et al. 2022). New data mining meth-
ods, like artificial intelligence and neural network, provide 
a unique solution for reservoir operating decisions (He et al. 
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2021). The historical data of reservoir operation have more 
information and knowledge for reservoir managers, which 
supports the help of decisions to operating water inflow and 
outflow situation of reservoirs (Herbert et al. 2021; Gan-
grade et al. 2022). Therefore, using historical data of res-
ervoir extracted reservoir operating rules using Artificial 
Intelligence (AI) algorithms provides a fast and effective 
operating scheme to deal with various flow scenarios under 
different hydrological periods (Chaves et al. 2004; Zhang 
et al. 2018). ANN contains adequate highly nonlinear com-
plex system and is widely used in hydrological fields to han-
dle complex modeling systems (Kao et al. 2020; García-Feal 
et al. 2022).

A problem with the RNN to handle extensive time inter-
val data; Long Short-Term Memory has overcome data limi-
tation (LSTM extension form to RNN (Al-Shabandar et al. 
2020). Long sequences and vanishing gradients problem 
of RNN solve by LSTM using constant error flow within 
special memory cells. Its performs better time series varia-
tion data characteristics (Kratzert et al. 2018). Many broad 
areas have used Multilayer Perceptron (MLP), RNN, and 
solved many non-linear problems (Shi et al. 2015; Shen and 
Lawson 2021).

In the last decade, many machine learning and deep learn-
ing models have been generated and used in various water 
resources articles (Zhu et al. 2020; Huang et al. 2022). Pre-
vious studies have represented that machine learning is a 
powerful prediction tool for reservoir studies. However, the 
creation of machine learning models is hampered by the 
absence of full original data. (Wang et al. 2022) demonstrate 
that how process-based models can offer machine learning 
models with training data.

An impressive advanced ANN, primarily for temporal 
dynamics memorizing precious information using feed-
back connections settled in structure (Elman 1990). RNN 
structure and data training have been used in tasks with 
sequential inputs for different range, like time series mod-
eling, machine translation, natural language processing, and 
reservoir operations. Thereupon, for modeling hydrological 
resources and time-series data of meteorological variables, 
RNNs are considered. Learning long-range dependencies is 
challenging with vanilla neural networks. The LSTM model 
resolves the vanishing and exploding gradients problem in 
the back propagation of the vanilla RNN model (Ni et al. 
2020; Sharifi et al. 2021).

The most accepted form of sequential data is time-series 
data. Many studies explored the potentiality of LSTM on 
a sequence of time-series data forecasting and found bet-
ter results with machine transcription (Zheng et al. 2022). 
Multiple layers are assigned for data processing that displays 
an abstraction of numerous levels. Multiple processing lay-
ers are composed in computation models with simulation 
with the human brain to understand numerous abstraction 

levels in the LSTM model of deep learning; these advanced 
techniques can systematically capture persistent data using 
advanced hidden layer units (Zhang et al. 2019; Fang et al. 
2020). Traditional methods are inappropriate for conserving 
the correspondence of time-series information with a Fully 
Connected Neural Network (FCNN) to provide a model for 
predicting the reservoir outflow using the LSTM model. This 
model predicts the reservoir outflow from the relationship 
between input variables and parameters of model inputs 
(Hongliang et al. 2020). Its structure has a memory cell; 
information regulates into and out of the cell by non-linear 
gating units with the state over time (Greff et al. 2017). Con-
ventional RNNs have less effective than LSTM networks. It 
was employed in the conjecture water table in agriculture 
and Feed-Forward Neural Network (FFNN), which has pro-
vided better results than FFNN. The results of multi-step 
advance prediction of time series, LSTM, and GRU were 
admirable to other models. (Kratzert et al. 2018) Investigate 
the potential of LSTM with many catchments and meteor-
ological data for runoff modeling. The results show that, 
it has been provided more accurately than a well-settled 
benchmark model. They developed a conventional LSTM for 
casting precipitation adopting recognized maps of radar (Ni 
et al. 2020; Song et al. 2020). It is so useful for prediction to 
time-series analysis. Wind speed can be measured within a 
5% error using LSTM. It also provides for medium to long-
time prediction generation of power of photovoltaic. It gives 
impressive results for different applications; it can capture 
trend variation of data and the credence relationship charac-
teristic of time-series information. The novelty of the LSTM 
neural network's perspective layout architecture enhances 
forecast to production (Yang et al. 2016). Complexity is only 
one drawback of LSTM. Significant research opportunities 
apply to this model in Civil, Computer science, and Electri-
cal with simple structures (Zhang et al. 2019).

Several deep learning methods (Xu et al. 2021; Zarei et al. 
2021) are available, which can achieve better prediction per-
formance to represent reservoir variables. The study area is 
selected as Kaylana reservoir, which is located near Jodhpur 
city, Rajasthan. The reservoir provides water supply to the 
larger population of the city. Figure 1 shows the reservoir's 
location and base map. It has been generated using shape map 
region and the latest False Color Composite (FCC) satellite 
data image. Table 1 represents all details of the reservoir, as the 
capacity of the study area, surface water area, and catchment of 
the study area have been calculated from the toposheet.

Table 2 represents data used for model analysis. This 
study used the LSTM of RNN to evaluate reservoir opera-
tions using model parameters and predicted reservoir out-
flow. LSTM of RNN is proposed to predict the reservoir 
outflow using meteorological and reservoir variables. 
This study aims to analyze the performance of the model 
by assigning parameters to a model, predicting outflow 
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using different variables of the reservoir, and comparative 
analysis of reservoir inputs variable to effect prediction of 
monthly discharge of a reservoir.

This study developed a model that has a new initial 
application of LSTM of deep learning to predict reservoir 
outflow. This created model also predicts other reservoir 
variables; it means to use to predict multiple variables 
simultaneously.

Fig. 1  Base map of the study area  (Source: Survey of India)

Table 1  Specification of the Kaylana reservoir (Water Resource 
Department, Rajasthan)

Capacity (MCFT) Surface area  (Km2) Catchment area  (Km2)

324.75 1.00 11.791

Table 2  Details of input factors of the model

Category Factors Output unit

Time Months of year –
Runoff, water level, and a 

surface water area
Runoff rate m3/s
Reservoir outflow Mm3

Surface water area (SWA) km2

Maximum control level 
(5ft)

ft

Minimum control level 
(68ft)

ft

Meteorological informa-
tion

Precipitation mm
Air temperature °C
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Methodologies

Many different machine learning methods and deep learn-
ing (Tut Haklidir and Haklidir 2020; Idrees et al. 2021; Jiang 
et al. 2022) have been used in previous studies to predict other 
monthly and yearly time series parameters. This study focuses 
on predicting water outflow of the reservoir using the latest 
LSTM. The LSTM deep learning neural network method is 
mainly used to predict time series variables in current dec-
ades. The RNN and LSTM Method have been described in 
this section.

Recurrent neural network

The RNN model has three layers, an input layer, hidden neuron 
layers, and an output layer shown in Fig. 2. A hidden layer of 
RNN is used to continuously recurrent the model based on the 
input time sequence. For this study, three layers are used in a 
neural network architecture. The hidden layer with inputs and 
output functions are shown in Fig. 3

Neural networks have three layers: input layers, output lay-
ers, and a third hidden layer provided internally connected to 
the input and output layers. Input variables have been repre-
sented by (x1, x2, …, xi, …, xn1) outputs variable represented by 
(y1, y2, …, yk, …, yn3) and hidden node is represented by (h1, 
h2, …, hj, …, hn2). The model was trained with a trial and error 
method that gives better performance. Here weight coefficient 
matrix and offset are represented by b, and the activation func-
tion is shown by f(), learned and trained of a model by ht and yt 
functions. Hence RNN can better handle nonlinear time series; 
some problems still suffer from vanishing gradient problems 
with a large time-series dataset. Network errors are reproduced 
from the output to the input layer of the training phase (Al-
Shabandar et al. 2020). Gradient loss and gradient explosion, 
an RNN may not take some desirable features, especially long-
term dependencies (Zhu et al. 2020).

(1)ht = f
(

W
xh
x
t
+W

hh
h
t−1 + b

h

)

Long short‑term memory neural network

LSTM is one form of RNN that could handle long-term 
dependencies and resolve the vanishing gradient problem 
(Al-Shabandar et al. 2020). The special units of memory 
blocks of the hidden layers are involved in the LSTM struc-
ture. The self-connected and multiplicative cell units are 
parts of each memory block. The sensual state of networks is 
stored in memory cells of hidden layers. Multiplicative units 
of hidden layers have input, output, forget gates, and infor-
mation regulation between the cells.The flow of inputs to 
the memory cell is control by the input gate, output flow of 
the activation cell conducts by the output gate (Fig. 4). Con-
stitutional state of the cell is scaled by forget gate (Cheng 
et al. 2020).

The first step of LSTM decides by the data removal pro-
cess from the cell state. The sigmoid layer (forget gate) 
is proposed to conclude the data, evacuating against the 
memory cell state. Value of  ft varies 0–1 generated using 

(2)yt = Whyht + by

Fig. 2  RNN with folded compu-
tation (Zhang et al. 2019)

Fig. 3  Simple RNN of hidden layer (Zhang et al. 2019)
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forward propagation equation in forget gate presented in 
Eq. 3 depends on output  ht-1 of the previous moment and 
current input  xt to decide to pass or partially pass informa-
tion  Ct-1 generated during the last moment pass.

The second step decides which information desire to store 
in the memory cell state. It can be seen that one part handles 
value updating, and the second part creates a vector of new 
contestant value  Ct so that it can be added in the cell state. 
The value of both amounts will be added for the update.

In the last stage, the model output is computed. This out-
put was initially calculated by the sigmoid function for the 
outcome, then resized the  Ct value by tanh and multiplied 
with sigmoid gate output.

Equations (6) and (7) portrays that f, i, C, o, and hare the 
forget gate, input gate, cell, output gate, and hidden output, 
respectively. σ and tanh indicates the gate activation function 
and the hyperbolic tangent activation function, respectively, 
while the weight coefficient matrix is represented by W.

Output coefficient  ot controls to final output  (ht) indicate 
by output gate of the network. Long-term and short-term 
dependencies of time-series input information preclude the 

(3)ft = �

(

W
xf
x
t
+W

hf
h
t−1 + b

f

)

(4)it = �(Wxixt + Whiht−1 + bi)

(5)Ct = ft × Ct−1 + it × tanh
(

Wxcxt +Whcht−1 + bc
)

(6)ot = σ(Wxoxt + Whoht−1 + bo)

(7)ht = ot × tanh
(

Ct

)

gradient depreciation or eruption of information-carrying. 
The central part of LSTM recognizes long-term memory 
use to preserve input data from every memory unit stage. 
All input data in the current moment represents in hidden 
layer states before it is stored. The network progressively 
squeezes all the information as time passes, so the hidden 
layer state consistently shows a vector of an assured length. 
Moreover, such indiscriminate compression may be a weak 
variation in time between inputs to an extent and maybe 
not retain crucial historical information. Hence, remarkable 
improvement is required to enhance the inequity of LSTM 
(Ding et al. 2020).

The training progress of the model utilized the Back 
Propagation Through Time (BPTT). The necessary train-
ing process adopts the following steps initially hidden layer 
output computed by forwarding the computation process. 
In the forward step, hidden layer errors are computed using 
backpropagation of the time step and network architecture 
sequence. In the last Adaptive Moment Estimation (Adam) 
was used to update the weight coefficient. In LSTM, the 
iterations are fundamental parameters that affect the model’s 
performance as alike in BPNN. Batch size is also a support-
ing parameter that affects the performance of the model. 
After that, the model updates the network's parameters for 
error computation between observed and expected output. 
Overall, LSTM is a part of RNN used to generate a model 
for the prediction of time series data of reservoir operation.

Proposed model

In this study, monthly operating variables of Kaylana reservoir 
from January 2014 to May 2020 (77 records of data) were 
collected from the Water Resource Department, Rajasthan. 

Fig. 4  LSTM block structure (Zhang et al. 2019)
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The operational data includes the outflow and surface water 
area, and the meteorological data consists of rainfall, rain-
fall intensity, runoff rate, and atmospheric temperature. The 
overall flow chart of the proposed model has shown in Fig. 5. 

The regular split training and testing rules are used to test the 
model for the data collected from June 2019 to May 2020 and 
are used for training. The monthly reservoir variables are used 
as model input (decision variable). Input factors of the model 
are represented in Table 2. The output of the model is perfor-
mance, predicted and actual outflow, and accuracy assessment 
using different error analyses of multi variance features. The 
various combinations of input parameters of a model for find-
ing out accuracy, performance, speed, and predicted output of 
the model are shown in Table 3. Model performance has been 
affected by the batch size, iterations, and neurons of hidden 
nodes, but calculation speed is primarily influenced by the 
batch size (Zhu et al. 2020).

First, the batch size is fixed and then executed with the 
iteration and neurons of hidden layers for simulation com-
pletion of the model. The number of iterations and hidden 
neurons range from 20 to 500 with a frequency of 20 for 25 
combinations of steps. Due to the previous step's practice, 
affect the parameters setting of the model on the perfor-
mance set batch size range is from 1 to 38 with an interval 
of 4 for 11 parameters combinations.

From the obtained results of previous steps, batch fac-
tors are adjusted to approval for the batch size’s effect on 
model achievement. The range of batch size is set 1–38, a 
difference of 4, for 11 combinations of parameters. At the 
same time, the training frequency is set to 10 to reduce the 
random error.

Results and discussion

The deep learning model working function mainly depends 
on hidden nodes and activation functions used in a model to 
forecast and predict time series data. Input–output layers and 
hidden layer neurons depend on the type of problem (Navale 
and Mhaske 2022). This study used LSTM model to predict 
the reservoir outflow. It is helpful in removing the vanishing 
gradient problem in backpropagation in the recurrent process 

Import Header files and 

Model tools 

Data preprocessing (Normalization and scaling) and 

Correlation Operation 

Climate and 

reservoirs 

parameters 

Create model using LSTM of RNN 

of deep learning Trained model 

Predicted output 

Split (Training and Testing) 

Train data Test data 

Time series generator to produce 

(batch and validation) 

Define generator using length and 

batch of data 

Fig. 5  Proposed Methodology Chart

Table 3  Different combinations 
of input parameters of the 
model for accuracy and 
performance

Data length Batch size Hidden layer neurons No. of 
iterations 
(epochs)

6 1, 4, 8, 14, 18, 
22, 26, 30, 
34, 38

100 300

6 2 20, 50, 100, 200, 300, 400, 500, 600, 700, 800, 900 300
6 2 100 50, 100, 

300, 500, 
1000, 
2000, 
3000

6 4 20, 40, 60, 80, 100, 120, 140, 160, 180, 200, 220, 240, 260, 280, 300, 
320, 340, 360, 380, 400, 420, 440, 460, 480, 500
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(Yang et al. 2017). This study analyzes the accuracy and 
execution time of the LSTM model with input parameters in 
the parameter sensitivity section of the result. Subsequently, 
the model performance index was also evaluated using the 

calculated mean square error of input parameter combina-
tions, i.e., iteration, hidden neurons, and batch size of the 
model. Further analyzed outflow prediction of a reservoir 
with input factors of model means whenever an increased 

(a).{Inputs=6, Batch size=4, Hidden neurons=20, 

Epochs=20} 

(b).{Inputs=6, Batch size=4, Hidden Neurons=80, 

Epochs=80} 

(c).{Inputs=6, Batch size=4,Hidden neurons=140, 

Epochs=140} 

(d).{Inputs=6, Batch size=4,Hidden neurons=200, 

Epochs=200} 

(e).{Inputs=6, Batch size=4,Hidden neurons=260, 

Epochs=260} 
(f).{Inputs=6, Batch size=4,Hidden neurons=320, 

Epochs=320} 

(g).{Inputs=6, Batch size=4,Hidden neurons=380, 

Epochs=380} 

(h).{Inputs=6, Batch size=4,Hidden neurons=480, 

Epochs=480} 

Fig. 6  Progress of the model varies with the combination of hidden nodes and epochs
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(a).{Inputs=6, Batch size=2,Hidden neurons=100, 

Epochs=50} 

(b).{Inputs=6, Batch size=2,Hidden neurons=100, 

Epochs=500} 

(c).{Inputs=6, Batch size=2, Hidden neurons=100, 

Epochs=1500} 

(d).{Inputs=6, Batch size=2,Hidden neurons=100, 

Epochs=3000} 

Fig. 7  Performance of the model varies with epochs

(a).{Inputs=6, Batch size=1,Hidden neurons=100, 

Epochs=300} 

(b).{Inputs=6, Batch size=8, Hidden neurons=100, 

Epochs=300} 

(c).{Inputs=6, Batch size=26, Hidden neurons=100, 

Epochs=300} 

(d).{Inputs=6, Batch size=34, Hidden neurons=100, 

Epochs=300} 

Fig. 8  Performance of the model varies with batch size
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(a).{Inputs=6, Batch size=2, Hidden neurons=20, 

Epochs=300} 

(b).{Inputs=6, Batch size=2, Hidden neurons=100, 

Epochs=300} 

(c). {Inputs=6, Batch size=2, Hidden neurons=400, 

Epochs=300} 
(d).{Inputs=6, Batch size=2, Hidden neurons=800, 

Epochs=300} 

Fig. 9  Performance of the model varies with hidden nodes

Input parameters (hidden neurons and epochs) 

(a) Rainfall and outflow of the reservoir (b) Rainfall intensity and runoff 

(c). Surface water area (d). temperature 

Fig. 10  Mean square error (MSE) with input parameters (hidden neurons and epochs)
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Input parameters (hidden neurons) 

(a) Rainfall and outflow of the reservoir (b). Rainfall intensity and runoff 

(c). Surface water area (d). temperature 

Fig. 11  Mean square error (MSE) with input parameters (hidden neurons)

Input parameters (epochs) 

(a) Rainfall and outflow of the reservoir 
(b). Rainfall intensity and runoff 

(c). Surface water area (d). temperature 

Fig. 12  Mean square error (MSE) with input parameters (epochs)
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combination of hidden neurons, epochs, and batch size of 
the model, the outflow prediction of the reservoir will vary 
with input factors.

Parameter sensitivity

Initially, the model's progress is evaluated using the influ-
ence of iterations and hidden nodes. The optimization per-
formance of different parameters of the LSTM model is 
shown in (Fig. 6, 7, 8, and 9). As a result, when the increase 
of iterations and hidden layer neurons, the accuracy of the 
model increases at a certain level, and the model’s execution 
time also increases (Fig. 6). Further, suppose an increase in 
the number of epochs, there is no improved model accuracy 
and precision, but the calculation time has been increased. In 
that case, i.e., the model works efficiently on a lesser number 
of iterations (Fig. 7).

When increases the combined epochs and hidden layer 
neurons, the accuracy of the model decreases. The model 
is accurate when epochs and neurons are more than 200 
(Fig. 6). The need for epochs is less to a model convergence 
when the hidden neuron is less than 20 (Fig. 6).

If the iterations are less than 50, the model gets more 
precision (Fig. 7). The accuracy of the model and computa-
tional speed are analyzed with the batch size (Fig. 8). Epochs 
are set to 300, and the hidden nodes are set to 100 for the 

model to exact prediction output. The model's computation 
speed increases and is mainly affected by the batch sizes 
(Fig. 8). Previous research studies (Zhang et al. 2019; Zhu 
et al. 2020) have proved that the model’s computational 
speed is affected by the batch size.

The effect of batch size on model performance is continu-
ously increasing (Fig. 8). Model performance, precision, and 
computation speed have more variation with an increased 
number of hidden neurons on the model (Fig. 9). Further 
investigation shows that forwarding algorithms calculate 
output, and each hidden cell's error is computed using back-
ward algorithms with no further significant improvement 
after reaching training at a particular limit. Problems were 
faced in the effect of hidden nodes on model precision in the 
research of ANN (Yao 1999; Lv et al. 2020). Hidden nodes 
are essential parameters whenever accuracy is considered. 
The selection criterion of the number of hidden layer nodes 
mostly depends on nodes of input and output layers. For a 
specific application, optimal hidden nodes selection is based 
on the trial and error approach (Zhang et al. 2018).

For deep learning models, changes in epochs (iterations) 
analyze the model precision, as hidden neurons are weakly 
affected. The accuracy of the model is increased with the 
increase of the batch in a combination of parameters, but 
batch size mostly affect the model's computational speed 
when batch size results in a faster computational rate. 

Input parameters (batch size) 

(a) Rainfall and outflow of the reservoir (b). Rainfall intensity and runoff 

(c). Surface water area (d). temperature 

Fig. 13  Changes in mean square error (MSE) with input parameters (batch size)
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Although, large batch size may be a source of a native best 
solution for the model but affects the model's accuracy.

A combination of parameter values is prescribed to a con-
vergence of model and need for better prediction of time 
series input variables.

Model performance index

The model progress was assessed by assigning parameters 
of the model with the Mean Square Error (MSE) method. 
Model input is given to 6, the number of epochs is set to 
fixed with 300, the batch size is kept to 4, and hidden nodes 
are considered 100.

(a).{Inputs=6, Batch size=4,Hidden neurons=20, 

Epochs=20} 
(b).{Inputs=6, Batch size=4, Hidden neurons=80, 

Epochs=80} 

(c).{Inputs=6, Batch size=4, Hidden neurons=140, 

Epochs=140} 
(d).{Inputs=6, Batch size=4,Hidden neurons =200, 

Epochs=200} 

(e).{Inputs=6, Batch size=4,Hidden neurons=260, 

Epochs=260} 

(f).{Inputs=6, Batch size=4,Hidden neurons=320, 

Epochs=320} 

(g).{Inputs=6, Batch size=4,Hidden neurons=380, 

Epochs=380} 

(h).{Inputs=6, Batch size=4,Hidden neurons=440, 

Epochs=440} 

Fig. 14  Comparison of predicted and observed outflow using the invariance of combined hidden neurons and epochs of theLSTM algorithm
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The analyzes show that the decreased MSE with an 
increased combination of iterations and hidden neurons 
in predicting the reservoir’s outflow and other parameters 

raises to a certain level. It remains constant or decreases, as 
seen in Fig. 10.

Subsequently, MSE decreases or is less variant when 
increasing hidden neurons Fig. 11. When epochs increase 

(a).{Inputs=6, Batch size=2,Hidden neurons=100, 

Epochs=50} 

(b).{Inputs=6, Batch size=2, Hidden neurons=100, 

Epochs=500} 

(c).{Inputs=6, Batch size=2, Hidden neurons=100, 

Epochs=1500} 

(d).{Inputs=6, Batch size=2,Hidden neurons=100, 

Epochs=3000} 

Fig. 15  Comparison of predicted and observed outflow using invariance of epochs of an LSTM algorithm

(a) {Inputs=6, Batch size=1, Hidden 

neurons=100, Epochs=300} 

(b).{Inputs=6, Batch size=8, Hidden neurons=100, 

Epochs=300} 

(c).{Inputs=6, Batch size=26, Hidden neurons=100, 

Epochs=300} 

(d).{Inputs=6, Batch size=34, Hidden neurons=100, 

Epochs=300} 

Fig. 16  Correlations of predicted and observed outflow applying invariance of a batch size of an LSTM algorithm
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up to 500, both errors will continuously decrease, but 
both are constant, as seen in Fig. 12. MSE is constant or 
decreases with increased batch size in all input parameters 
cases Fig. 13.

Analysis of prediction of outflow with input factors

Reservoir operations are affected by many factors. The pro-
posed study uses deep learning concepts to develop a reser-
voir operation model using the reservoir and meteorological 
data variables.

The results obtained show the performance opti-
mization of prediction of the reservoir's outflow using 
variables and parameters of network models is shown in 
(Fig. 14, 15, 16, and 17). The results show the combined 
increased iterations and hidden neurons, the accuracy 
of outflow prediction increases at a certain level with a 
respective combination of iteration (epochs) and hidden 
neurons, i.e., from 20 to 200, the time consumption also 
increases after that model frequently predicted outflow of 
a reservoir (Fig. 14). Figure 15 shows that increased itera-
tions improve the precision and accuracy of the model and 
time consumption also increase, i.e., model efficiently 
predicted outflow on all iterations from low to high. The 
batch size effect on expected outflow performance con-
tinuously grows with a batch size of 38 (Fig. 16). Subse-
quently analyzed that model precision and computation 
speed varied irregularly with growing hidden neurons 
(Fig. 17). Now it’s a fact that changes and prediction of 

outflow of the reservoir mostly depend on the model’s 
selection process.

A sensitivity analysis of the relationship was also car-
ried out for the rest of the influence of decision variables 
on reservoir outflow prediction. The sensitivity of model 
performance with a change of input variables is analyzed 
by sensitivity, after modeling applied procedure of sensi-
tive analysis of the model with changes of the model’s input 
parameters. The influencing factors are mostly the time 
information, water level, and meteorological variables for 
climatic details (Table 1).

This study evaluates model progress and performance 
using the influence of input parameters iterations and hid-
den neurons, and mean square error (MSE). The accuracy 
variation of a model is also evaluated using combinations 
of input parameters.

The computation speed of a model is affected by the batch 
size and the convergence speed of the model described by a 
combination of input parameters (Zhang et al. 2019). Further 
analyzed performance optimization of the reservoir outflow 
using variables and parameters of model inputs. Accuracy 
and performance of outflow prediction increased overall 
with batch size compared to other parameters. In this study, 
more information has been given by runoff, water level, and 
meteorological conditions of data to predict the outflow of 
the reservoir. Reservoir outflow mostly changes by selected 
inputs decision variables. Consideration of the degree of 
selection of input factors depends on the seasons of the year. 
However, the main sensitive input factors for predicting 

(a).{Inputs=6, Batch size=2, Hidden neurons=20, 

Epochs=300} 

(b).{Inputs=6, Batch size=2, Hidden neurons=100, 

Epochs=300} 

(c). {Inputs=6, Batch size=2, Hidden neurons=400, 

Epochs=300} 

(d).{Inputs=6, Batch size=2, Hidden neurons=800, 

Epochs=300} 

Fig. 17  Comparison of predicted and observed outflow using invariance of neurons of the LSTM algorithm
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reservoir output are runoff, water level, and meteorological 
parameters. Models are quickly understood and give a fast 
response to the prediction of input dependent variables. In 
neural network models, a better understanding of training 
and updating, deep learning models easily get acquainted 
with the training and testing of new input variables and con-
tinuously enhance model performance.

Conclusions

Prediction reservoir outflow is very crucial for management 
of water demand of city. In this study, the LSTM model of 
deep learning is identified, trained and tested to prediction 
outflow of reservoir using climate and reservoir variables. 
The proposed model is analyzes the prediction of outflow of 
reservoirs using the LSTM model of deep learning. Many 
input variables and combinations of input parameters of the 
model are considered in this study to predict reservoir out-
flow. In result section it has been analyzed from the experi-
mentation that model performance mostly depends on input 
variables and combinations of the selection of parameters. 
Model accuracy is very much improved with an optimized 
combination of the number of neurons and epochs.

Computation speed also is improved using a combina-
tion of epochs and hidden layer neurons. The computational 
speed of the model is mostly affected by the batch size inputs 
of the model. If batch size increase more than limit then 
also increases precision and decreases the accuracy of the 
model. Further, analyses reveal that the model's accuracy 
increases when increased epochs (iterations), but precision 
is randomized after specific periods.

This study proved that the LSTM of the RNN model 
has been used to predict the reservoir's outflow and may be 
used to predict many variables simultaneously, like rainfall, 
temperature, surface water area. It further proved that only 
LSTM of RNN is sufficient and better predict reservoir vari-
ables using input variables of the model and other independ-
ent reservoir variables. It is also proved that when a number 
of variables are more output of prediction is better than to 
fewer variables. The benefit of this model generated using 
LSTM is that it may require less training data set to train 
the model to predict input variables. It is also helpful to 
the operators of a reservoir to understand the relationship 
between reservoir and climate variables. The study gives a 
brief idea to select combinations of key input parameters to 
build a new model using a base model of LSTM for better 
predictions of input variables. It is also provide concepts of 
how to predict multiple variables simultaneously.
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