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Abstract
The Kenyan coast is constantly under persistent cloud cover which hinders mapping using optical images.Up-to-date land-
cover information in such areas is sometimes missing from national mapping initiatives.This study uses a computed compos-
ite image based on a mean of cloud and shadow free Function of Mask masked multi-temporal Landsat 8 images acquired 
during long-dry season in a pilot area. We test the effectiveness of the composite to map mangrove forest using random 
forest (RF) and support vector machines (SVM) machine learning algorithms integrated with context from Markov random 
fields (MRF(s)).MRFs was chosen because it is computationally efficient hence can be scaled out nationally. The MRF 
frameworks are compared to pixel-based classification using threefold independent validation samples. SVM–MRFs and 
RF–MRFs methods have the highest overall accuracy compared to pixel-based classification.However, visual assessment 
of predicted land-cover using aerial photograghs established that SVM–MRFs framework corresponded well to land-cover 
in the study area. This framework also managed to map classes with limited ground reference data better than RF–MRFs. 
Generally, context in both techniques played a discriminative role especially in heterogeneous regions. Therefore, scaling out 
this approaches would go a long way in generating mangrove forest map inventory in persistent cloud cover regions which 
is useful for land-based emission estimation.

Keywords  Mangrove · Coastal forest · Markov random fields · Landsat 8 · Random forests · Support vector machines · 
Fmask

Introduction

Clouds and shadows in optical images obscure features on 
the earth surface thereby inhibit mapping and other remote 
sensing applications. At times the images can be used with 
moderate cloud cover percentage. Nonetheless, in such cases 
cloud masks are still necessary in order to exclude cloud 
and shadow areas from further analysis. Despite this chal-
lenge, optical satellites still play a role in land-cover map-
ping. One such satellite mission is the Landsat program. 
With the pioneering Landsat 1 satellite launched in 1972, 
it is thus far the longest running enterprise for acquisition 

of freely available satellite imagery capturing global land 
conditions and dynamics (Loveland and Dwyer 2012). Such 
longstanding mission coverage guarantees current and his-
torical data access globally. The datasets have considerable 
rich spectral information and medium spatial resolution ideal 
for national, regional and global applications. This is why 
Landsat has been adopted in Kenya to monitor land-cover 
changes for purposes of supporting the System for Land-
based Emissions Estimation (SLEEK 2019). SLEEK is a 
Kenyan government initiative that aims to develop a robust 
Measurement, Reporting and Verification (MRV) system to 
estimate land-based emissions and provide this data to drive 
development in the country.

SLEEK uses selected cloud-free landsat images 
acquired during the dry season (i.e., January–February 
or July–August) of a given year. In areas where cloud-
free images are not available, a cloud cover threshold of 
20% is used to select images. However, areas like Mount 
Kenya and particularly the Kenya coast always have some 
proportion of cloud cover in the morning when Landsat 
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acquires images (Fig. 1). Consequently, data gaps exist 
on subsequent classified images. This especially affects 
accurate monitoring of mangroves and coastal terrestrial 
forests extent which may lead to over estimation of carbon 
emissions. Mangroves are valuable locally and global for 
ecosystem services (storm protection, breeding ground 
for fisheries and water quality enhancement Barbier et al. 
2008), goods (fuel wood, medicine, food, and construction 
materials Kirui et al. 2013), and rich carbon sequestra-
tion (Donato et al. 2011). Due to their diverse benefits, 
the coastal terrestrial forests and mangroves are the most 
vulnerable habitats (FAO 2007) and require monitor-
ing and conservation. In Kenya, studies like (Kirui et al. 
2013) used Landsat to detect mangrove land-cover changes 
along the coast strip but noted cloud cover challenges. 
Another study by (Bunting et al. 2018) also encountered 
cloud cover challenges while mapping tropical mangroves 
from Landsat images. Despite the problem of cloud cover, 
SLEEK requires canopy cover densities of Forests which 
are then aggregated within the Intergovernmental Panel 
on Climate Change (IPCC) land-cover classes for Green 
House Gas (GHG) emissions reporting. We therefore 
explore the use of Landsat within the same framework 
to discriminate mangrove forest and other land-cover at 
the Kenyan coast. Efforts to map mangroves in different 

parts of the Kenyan coast using other satellite sensors also 
exist. For instance, Gang and Agatsiva (1992) and Neu-
kermans et al. (2008) used SPOT 1 and Quickbird data 
to map mangroves species in Mida Creek (Kilifi) and a 
small area of Gazi bay, respectively. Kairo et al. (2002) 
used aerial photographs coupled with intense ground data 
collection to assess the status of mangroves within and 
adjacent to Kiunga marine protected area. Most of these 
studies focused on mapping mangroves along the Kenyan 
coastal strip and excluded other coastal terrestrial forests 
and land-cover. Our study focuses on discriminating the 
densities of the coastal terrestrial forests and mangroves 
from other land-cover. This contribution will be important 
for GHG inventory mapping in the Kenyan coast which to 
the best of our knowledge no efforts exists.

Landsat images can still be exploited for historical and 
future MRV of land-cover despite cloud cover challenges. 
One approach is to use automatic cloud masking and gap 
filling techniques. For instance, the automated cloud-cover 
assessment (ACCA) algorithm within the Landsat 7 process-
ing system has been used to estimate cloud cover scores 
(percentage) for each scene (Irish 2000; Irish et al. 2006). 
However, the ACCA algorithm does not detect shadows 
(Hallahan and Prepperneau 2013). Jin et al. (2013) used 
blue, shortwave infrared and thermal infrared bands of Land-
sat ETM+ to extract cloud and shadow areas. Masked areas 
were then filled using a reference image acquired at a differ-
ent date but with non-overlapping clouds. The same concept 
is used to extract cloud and shadow in Landsat 8 by Candra 
et al. (2017) using differences in reflectance values of vis-
ible, near-infrared and shortwave infrared bands between 
target and reference images. Temporal information has also 
been used to detect clouds (Hagolle et al. 2010; Zhu and 
Woodcock 2014; Gómez-Chova et al. 2017; Mateo-García 
et al. 2018). Even so, these studies still require a cloud-free 
reference image to detect clouds and shadows in a target 
image using spectral thresholds or some other function like 
correlation of pixels. Finding a reference image with non-
overlapping clouds may mean that the date of acquisition is 
further away from the target image, e.g., in a different sea-
son. Moreover, use of a cloud-free reference image to detect 
cloud pixels in a target based on spectral changes image casts 
the cloud detection task as a change detection problem. We 
adopt the Function of Mask (Fmask) algorithm by Zhu et al. 
(2015) to mask out clouds and shadows following findings 
from Foga et al. (2017) which established that the technique 
had the best accuracy compared to other algorithms. This is 
in agreement with a study by Baetens et al. (2019) which 
established that Fmask and MAJA (Lonjou et al. 2016) per-
form similarly while Sen2Cor (Richter et al. 2012) had the 
lowest accuracy. However, MAJA algorithm is not easy to 
use and is also computationally intensive. Our idea is to 
subsequently leverage on the masked images to compute 
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prone to persistent cloud cover. The study area is within tile P163R63 
in Kwale county
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a multi-temporal mean composite cloud and shadow-free 
image within a dry season and use it for land-cover mapping.

A supervised pixel-based classification approach based on 
Random Forests (RF) is used by SLEEK for national land-
cover mapping. This mapping frameworks was designed 
such that pixel-based classification results are subjected to 
majority filtering. Majority filtering minimizes indepen-
dently labelled pixels that give rise to “salt and pepper” in 
classified maps. While this creates visually appealing maps, 
it propagates errors of pixel-based classifiers. This study 
introduces use of a context-based classifier into SLEEK’s 
land-cover mapping using Markov random field(s) (MRFs) 
(Geman and Geman 1984). MRF has conventionally been 
widely used to integrate context during image classification. 
For example, classification of hyperspectral images (Cao 
et al. 2018), image denoising (Cao et al. 2011), mapping 
of distribution of classes in sub-pixel classification (Kaset-
kasem et al. 2005), super-resolution mapping using MRF 
integrated with RF (Sanpayao et al. 2017) and spatial-tempo-
ral image classification (Jeon and Landgrebe 1992; Solberg 
et al. 1996; Melgani and Serpico 2003; Liu et al. 2006, 2008; 
Moser and Serpico 2011). In Forest applications, MRFs 
has been used to map forest Li et al. (2014), monitor forest 
encroachment (Tiwari et al. 2016), and forest map revision 
(Solberg 1999). Our study seeks to improve the capacity of 
mapping mangrove forest in the persistent cloudy Kenyan 
coast. We use spatial context integrated into RF and sup-
port vector machines (SVM) machine learning approaches 
to map mangroves and other land-cover from a cloud-free 
multi-temporal Landsat 8 image composite. MRFs integrates 
context with comparable accuracy to advanced conditional 
random fields (CRF(s)) by Lafferty et al. (2001) as dem-
onstrated in Kenduiywo et al. (2014) despite its limiting 
conditional independence assumption. Nonetheless, MRFs 
simplistic assumption poses an advantage of computational 
efficiency hence can be easily scaled out to large areas.

Materials and methods

Study area

The proposed approach was tested in part of Kwale county, 
a region characterized by persistent cloud cover due to prox-
imity to Indian ocean. It is located at approximately −4.34◦ 
Latitude and 39.33◦ Longitude and is 30 km South–West 
of Mombasa and 15 km inland along the Kenyan coastal 
region (Fig. 1). There are tropical (coastal terrestrial) and 
mangrove forests in the area. The tropical forest is gazet-
ted for conservation purposes. Those within our study area 
include Shimba Hills, Jombo, Mrima, Marenji, Gonja, Buda, 
and Mailungaji. The Mangrove forest covers an area of about 

8000 ha and are found in Gazi, Vanga, Shimoni, Funzi, Sii 
Island and Tunza.

Data

We used Landsat 8 level 1 Tier 1 products which are already 
terrain corrected and consistently geo-referenced within 
≤ 12m radial mean square error hence suitable for any time 
series analysis applications (Young et al. 2017). A total of 
ten images acquired between June 5 and October 27, 2017, 
within the long dry season corresponding to path 166 and 
row 63 of the Landsat tiling system (Fig. 1) were used.

Ground reference data were collected to aid classifica-
tion in the study area. The data were collected through field 
work campaigns and supplemented with existing aerial pho-
tograph and Google Earth images covering parts of the study 
area. We identified a total of nine land-cover classes in the 
area, namely: cropland (annual and perennial), forest (dense 
and open), mangrove forest (dense, moderate, and open), 
grassland, otherland (settlements, rocks, beach sand and bare 
areas), and water. The dense, moderate, and open forest cat-
egories are defined based on canopy cover density > 65%, 
40–65%, and 15–40%, respectively. These land-cover classes 
are defined following the IPCC guidelines on land-cover 
change inventory (Eggleston et al. 2006). The definition 
also satisfies land-based emissions modelling, government’s 
functions across the land-based sector, and can be mapped 
using available data at national scale (DRSRS 2016).

Figure 2 summarizes the approach that we adopted in 
this study. The fundamental steps of our methods include 
cloud- and shadow-free temporal composite image genera-
tion, land-cover mapping, and validation. The entire frame-
work was developed so as to map mangrove forest and other 
land-cover under persistent cloud cover in Kwale.

Cloud‑free image generation

In order to deal with the issue of persistent cloud cover, 
we generated cloud-free images using multi-temporal 
images acquired during the long dry season of 2017. First, 
we acquired Landsat 8 images within June 5–October 27, 
2017, and selected bands 1–7. The selected bands in each 
image scene were then atmospherically corrected. This is 
because ground surface reflectance is of interest than at sen-
sor reflectance in vegetation mapping applications. In addi-
tion, atmospheric correction is necessary in order to account 
for variation of atmospheric conditions in multi-temporal 
images. Therefore, we used a simple absolute atmospheric 
correction method based on dark object subtraction pro-
posed by Chavez (1996). This approach uses information 
within an image scene for atmospheric correction. Other 
advanced techniques normally require ancillary data about 
atmospheric conditions at the time of image acquisition and 
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are difficult to implement if such information is not avail-
able. In addition, we preferred the simple approach because 
sometimes atmospheric corrections techniques have been 
reported to introduce other errors (Schroeder et al. 2006). 
After the images were atmospherically corrected, each pixel 
had values between 0–1.

We then masked out clouds and shadows from the atmos-
pherically corrected images using Fmask algorithm by 
Zhu et al. (2015). Fmask uses an object-based cloud and 
cloud shadow matching algorithm to generate cloud, cloud 
shadow, and snow masks for each individual image. It relies 
on rules (thresholds) based on cloud physical properties to 
distinguish potential cloud pixels from clear sky pixels. 
On the other hand, near infrared and short-wave infrared 
are used to extract potential cloud shadows using flood-fill 
transformation. The potential clouds with their shadows are 
then matched based on similarity measurements (Zhu and 
Woodcock 2012). This study used Fmask 4.0 (developed 
using version 3.3 of Fmask (Zhu et al. 2015) and MFmask 
(Qiu et al. 2017)) with cloud probability threshold set to 10% 
and dilation of cloud and cloud shadow pixels set to 1 pixel. 
We arrived at these parameters after visually assessing the 
ability of different values to extract cloud and shadow.

Finally, a cloud- and shadow-free image was gener-
ated using the masked images. This was done by taking a 
mean aggregate of surface reflectance of each cloud- and 
shadow-free pixel in each corresponding band within the 
10 multi-temporal images. Pixels that were masked as cloud 

or shadow in the entire multi-temporal set were retained as 
no data. In general, this approach produces a cloud- and 
shadow-free temporal mean composite image with no season 
effects and no or few missing data areas.

Supervised image classification

We integrated context to RF and SVM pixel-based machine 
learning classifiers for forest mapping using MRFs. The 
MRF model integrates contextual information into the pixel-
based classifiers under a Bayesian framework. In principle, 
the objective of image classification is to predict the most 
probable labels � = {y1, y2,… , yn} for n pixels from training 
data of k classes given an image � = {x1, x2,… , xn} . The 
labels � can be predicted within the Bayesian framework by 
determining Maximum A Posterior (MAP) estimate of the 
posterior as

where P(�|�) is the likelihood and P(�) denotes the prior 
knowledge injected on labels � in MRFs using spatial con-
text. MRFs assumes that pixels/features are conditional 
independent given the labels in the likelihood function, i.e.,

(1)P(�|�) = P(�|�)P(�)
P(�)

∝ P(�|�)P(�)

(2)P(�|�) =
n∏

i=1

P(�i|�i)P(�) or
n∏

i=1

P(�i|�i)P(�).

Fig. 2   A framework for land-
cover mapping under persistent 
cloud cover in Kenya Field 
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The prior P(�) is modelled as a MRF over labels with posi-
tivity, Markovianity, and homogeneity (Tso and Mather 
2009). With reference to the three properties, MRFs clas-
sification treats the prior model as a homogeneous and iso-
tropic Potts model with only pairwise clique potentials, i.e.,

where i and j are adjacent sites and � is the spatial interac-
tion parameter that controls smoothing of land-cover based 
on similarity of adjacent labels. Equation 2 enabled us to 
develop a framework that combines the discriminative 
power of RF and SVM with the contextual spatial model-
ling attribute of MRFs as motivated by Cao et al. (2018) who 
integrated MRFs and deep learning for hyperspectral image 
classification. The framework can be expressed as

where Z(�) is a data normalizing constant known as the par-
tition function.

The first term of Eq. 4 (initial class labels) is estimated 
using RF and SVM, respectively. This gives us a chance to 
compare the conventional maximum likelihood classification 
(MLC), RF, SVM, RF MRFs integration (RF–MRFs) and 
SVM MRFs integration (SVM–MRFs) for forest mapping.

RF–MRFs

We used RF (Breiman 2001) to estimate P(�i|�i) in Eq. 4 
within the RF–MRFs framework. RF is an ensemble of sev-
eral decision tree classifiers DT where each tree is generated 
using a random vector sampled independently from training 
set. Each tree then casts a placement vote for the most popu-
lar class given an input vector x. For instance, if the number 
of votes cast for a given class label y by RF is Vy , then our 
P(�i|�i) at pixel location i is:

where �i is a pixel-wise feature vector, i.e., the 7 bands of 
Landsat 8. We set DT = 500 because over 200 trees RF sta-
bilizes (Hastie et al. 2011) and node size as 1. Spatial context 
of neighboring pixels N was then modelled using the sec-
ond term of Eq. 4 based on the class probabilities estimated 
from Eq. 5 using RF package (Liaw and Wiener 2002) in R 
software. The MAP estimate of the class labels ŷ was finally 
estimated iteratively using iterated conditional modes (ICM) 
(Besag 1986).

(3)P(y) = �(yi, yj) ≡

{
� if yi = yj
0 otherwise

(4)

P(�|�) = 1

Z(�)
exp

{
∑

i∈S

logP(�i|�i) +
∑

i∈S

∑

j∈Ni

�(�i, �j)

}

(5)P(�i = y|�i) =
(
Vy

DT

)

SVM–MRFs

In SVM–MRFs, SVM is used to estimate the first term 
of Eq. 4. SVM is a recently developed method of pattern 
recognition with supervised learning. It has gained popu-
larity in image classification because of key attributes like 
excellent generalization capabilities and high empirical 
accuracy, robustness to the Hughes phenomenon, inde-
pendence to statistical distribution models, and moderate 
computational complexity (Vapnik 2000; Bruzzone and 
Persello 2009). It classifies an image by distinguishing pat-
terns using hyperplanes for which the separating margin is 
optimal. We adopt a nonlinear decision boundary using the 
Gaussian Radial Basis Function (RBF) kernel, which has 
two parameters, namely kernel parameter � and penalty C 
(see Vapnik 2000 as details are beyond this scope). We set 
� = 10 and C = 20 based on test performed over various 
parameter values and subsequently choosing a pair with 
low training error. The pixel-wise initial class probabilities 
(first term of Eq. 4) are estimated using a sigmoid function 
(Platt 1999) available in R’s kernlab package (Karatzoglou 
et al. 2004) which maps SVM outputs into probabilities.

Validation

Supervised image classification requires training and vali-
dation data to train and test the accuracy of algorithm, 
respectively. We used k-fold independent validation 
(where k = 3 ) to train and assess the accuracy of the clas-
sification approaches used in this study and all reference 
data for mapping. The reference data were divided into 
threefolds using stratified random sampling tool by Buja 
and Menza (2013) with a minimum spatial threshold of 
100 m between polygons of the same category. The spatial 
threshold ensures that samples of one category are spread 
out in different locations while stratified random sampling 
ensured representation of minority classes as advocated 
by Stehman (2009). We then randomly sampled equal 
number of pixels per class in each of the threefolds so as 
to maintain equal number of pixel counts in their confu-
sion matrices. The folds were used iteratively to train and 
test each classification technique and their error matrices 
computed. Accuracy measures based on overall accuracy 
(OA), producer accuracy, user accuracy, and F1-score 
(Sokolova et al. 2006) we subsequently computed from the 
error matrices. Finally, we performed a test to determine 
if the error matrice from the best contextual framework 
was different from that of the other techniques using the 
significance test (Z) by Congalton and Green (2008).
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Results and discussion

Our first task was to generate a cloud- and shadow-free com-
posite image that can be used for forest and other land-cover 
mapping as per the IPCC definition. We generated a cloud- 
and shadow-free mean temporal composite image (Fig. 3) 
using bands 1–7 of Landsat 8 images acquired during the 
long-dry season. The temporal mean produced a visually 
appealing composite image compared to quantile. There 
was no difference between median composite and mean; 
however, the median composite took more time to gener-
ate hence the reason we adopted the mean. However, the 
mean temporal composite image still has some data gaps 
especially in Shimba hills forest as illustrated by black spots 
in Fig. 3.

An overview of performance of pixel and context-based 
land-cover classification using the mean temporal composite 
image in Fig. 3 is illustrated by box-plots in Fig. 4. Pixel-
based techniques performed equally well in mapping differ-
ent land-cover with MLC having the lowest OA. RF–MRFs 
framework has the highest average OA (94.02%) followed 
by RF (93.78%), SVM–MRFs (93.25%), SVM (92.75%), 
and MLC (87.73%) respectively. In both approaches, spatial 
context modelled by MRFs slightly improved accuracy of 
pixel-based machine learning approaches.

Producer and user accuracy of land-cover maps generated 
by algorithms used in this study is illustrated in Fig. 5. To 
begin with, Fig. 5a quantifies the probability that any pixel 
in a given land-cover category has been correctly classified 
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via producer accuracy. In this case, MLC has the lowest 
correctly classified pixels in all land-cover classes except 
for open mangrove and open forest where it has the highest 
accuracy. RF has the highest accuracy in mapping moder-
ate mangrove forest only. Context improved the producer 
accuracy of dense forest, cropland, and water in RF–MRFs 
method and dense mangrove, grassland, and otherland in 
SVM–MRFs framework. On other hand, Fig. 5b illustrates 
the probability that each mapped land-cover class represents 
that category on the ground using user accuracy. Basically, 
context improved the user accuracy of cropland, grassland, 
and open forest in SVM–MRFs technique and otherland 
in RF–MRFs. Dense Forest and water has the highest user 
accuracy in MLC technique. Dense mangrove and open 
mangrove has a high accuracy in RF. Lastly SVM has the 
highest accuracy in moderate forest.

Generally, pixel-based and context methods performed 
differently in discriminating land-cover as depicted by com-
bined measure of producer and user accuracy using F1-score 
in Fig. 6. Water had the most stable discrimination in all 
mapping approaches except for minor deviations in MLC, 
SVM and SVM–MRFs. This validation measure illustrates 
that addition of context increases detection accuracy of all 
land-cover categories except for mangrove forest (dense, 
moderate and open) where the accuracy reduces slightly. For 
instance, integration of context to RF and SVM decreased 
the accuracy of dense mangrove while the addition of con-
text to SVM maintained the same accuracy. MLC has the 
lowest accuracy in mapping all types of land-cover classes. 
There is more accuracy fluctuation in mapping open forest 
and open mangrove as illustrated by the error bars.

An assessment of how each approach discriminated dif-
ferent land-cover depicted their strength. Figure 7 shows 
Sii island with dense mangrove forest surrounded by sandy 
beaches as seen from an aerial photo in Fig.  7a. SVM 
detected the mangrove forest and the beach (otherland). 
Addition of context via SVM–MRFs aided elimination of a 

few independent mislabelled pixels. In contrast, RF classi-
fication only detected mangrove forest and a completely dry 
beach on the western part of Sii island but missed other parts 
of the beach. However, under-classification of otherland as 
noted in Fig. 5b seems to have favored RF in other areas 
where SVM miss-classified part of a forest South of Shimba 
hills as otherland (Fig. 8d). Nonetheless, the under-classifi-
cation of RF is quite evident even with addition of context 
as depicted by Fig. 11. Integration of spatial context using 
RF–MRFs framework did not aid recognition of missed 
areas. Lastly, MLC approach over-classified the beaches 
compared to other approaches (Fig. 7f) and still missed to 
detect the part of a beach in North Western tip of the island. 
In the rest of the paper, we will focus on evaluating results 
of RFs–MRFs and SVM–MRFs since these frameworks 
are intended as an improvement of the pixel-based machine 
learning approaches.

We evaluated how conventional MLC and context-based 
techniques performed in mapping one of protected forest 
blocks in Shimba hills (Fig. 8). The forest is managed by 
the Kenya Forest Service for conservation and sustainability. 
It is also considered and conserved as a water tower by the 
Kenya water tower agency. Hence, the land-cover within the 
forest consist of dense and moderate forest, and grassland. 
The areas under grass are as result of controlled tree har-
vesting and subsequent replanting. Consequently, the areas 
that have been mapped by all the approaches as cropland 
are false negatives. Nonetheless, the Northern tip of the for-
est block consist of bare areas that are positively identified 
by SVM–MRFs though some parts are still miss-classified 
as cropland. Context-based approaches positively identified 
grassland areas in the forest while the MLC method miss-
classified them as cropland. Spectral artifacts due to masking 
out of clouds that were dominant in parts of Shimba hills 
led to SVM–MRFs miss-recognizing a part of the forest as 
otherland.

Dense mangrove forest in Shimoni area was recognized 
by both pixel-based MLC and context coupled machine 
learning methods (Fig. 9). The machine learning approaches 
integrated with context have some false negative pixels 
(otherland) within dense mangrove area. However, the false 
negative pixels are actually dense mangrove forest as illus-
trated by the aerial photograph. Despite the use of context, 
the false negative independent pixels were not eliminated. 
MLC pixel-based approach also faced the same challenge. 
Otherland is captured well by SVM–MRFs in most areas 
with few cropland false negative pixels compared to the 
other two approaches. The remainder of the area consists 
of grass patches and open forest which is mapped well by 
SVM–MRFs compared to other techniques. There is little 
dense low lying trees to the North of the area as captured 
by SVM–MRFs but over-classified by MLC and RF–MRFs. 
Overall, SVM–MRFs has illustrated the capability to 
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discriminate dense mangrove and open coastal forest in 
Shimoni area.

The RF–MRFs framework captured cropland better com-
pared to MLC and SVM–MRFs (Fig. 10). Basically, MLC 
and SVM–MRFs failed to discriminate plowed areas within 
the farms from otherland as illustrated by Fig. 10a hence the 
false negatives. All the techniques mapped some areas as 
grassland within cropland. However, evidence from the high 
resolution photograph indicates absence of grass. In con-
sideration of grassland false negative pixels, RF–MRFs still 
mapped the farms well compared to the other techniques.

RF–MRFs and SVM–MRFs frameworks have retro-
spectively illustrated good discrimination of forest under 
persistent cloud cover with SVM–MRFs maintaining high 
accuracy in most of the classes. Figure 11 shows how each 
land-cover class in the study area was mapped. Generally, 
SVM–MRFs detected otherland better than RF–MRFs. 
For instance, the mean temporal composite image in Fig. 3 
depicts that most parts North West of Shimba hills con-
sist of grassland and otherland which are discriminated 
well by SVM–MRFs (Fig. 11b). However, the RF–MRFs 
approach under-classified otherland (Fig. 11a). In addition, 
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this framework over-classifiers grassland in the areas to the 
South of shimba hills at the expense of open-forest. On the 
other hand, the SVM–MRFs maintains a balance of grass-
land, open forest and otherland present in that region. This 
is a well-known challenge in RF as it needs large enough 
training data with minimum spatial autocorrelation in order 
to capture well characteristics of each class (Millard and 
Richardson 2015). This explains why RF had low accuracy 
in representing other unpopular classes like open mangrove 
and open forest (Fig. 5a). Therefore, the SVM–MRFs is still 
a preferred framework because according to Z statistic test 
results its error matrix is significantly different compared to 
those of MLC and RF–MRFs by Z values of 16.39 and 2.65, 
respectively, at 95% ( Z�∕2 = 1.96 ) confidence level. None-
theless, both RF–MRFs and SVM–MRFs framework meet 

the recommendation of Anderson et al. (1976); Thomlinson 
et al. (1999) for a minimum overall accuracy of 85% and 
a threshold of 75% accuracy per class as per Thomlinson 
et al. (1999). However, when working with limited ground 
reference data, the SVM–MRFs would suffice. Overall, con-
text improved the mapping of dense forest, dense mangrove, 
grassland, and water.

Conclusion

The aim of this study was to develop an approach that can 
discriminate mangrove forest from other land-cover in 
areas with persistent cloud cover in the Kenyan coast. We 
used a mean composite Landsat 8 image computed from 
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Fig. 8   An illustration of Shimba hills gazetted forest as mapped by MLC, SVM–MRFs and RF–MRFs (for legend see Fig. 7g)
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multi-temporal cloud- and shadow-free images acquired 
within the long dry season to overcome cloud limitations. 
This was done through a pilot study conducted in Kwale; an 
area prone to cloud cover hence up-to-date land-cover infor-
mation of the region lacks in annual greenhouse gas report-
ing. Moreover, the area has rich mangrove trees which are 
important carbon sequesters. None accounting of the man-
grove forests in annual reports means that carbon sequestra-
tion could be under reported. Basically, maps produced by 
classifying the temporal composite image had higher accu-
racy even with pixel-based classifiers. This therefore means 
that the cloud extraction process could serve as an alterna-
tive to land-cover mapping in cloud persistent coastal strip. 
Our study also established that a probability threshold of 
10% and pixel dilation of 1 was sufficient enough to detect 
clouds and shadows using Fmask. Furthermore, integra-
tion of spatial context into pixel-based classification further 
improved mapping accuracy. Spatial context has been advo-
cated for classification as it minimizes the “salt and pepper” 
effect common in pixel-based classifications and is able to 
deal with image artifacts due to missing data. However, in 
homogenous areas like the dense forest in Shimba hills, its 

impact on mapping accuracy was negligible. In principle, 
MRFs is a probabilistic contextual classifier that is used for 
denoising or eliminating independent mislabelled pixels in a 
principled manner. In this way it performs well within class 
categories that are heterogeneous or have “salt and pepper” 
effect within dominant classes. In addition, Shimba hills is a 
protected forest which means there is minimal or no human 
interference to the forest ecosystem hence it remains domi-
nantly uniform. Consequently, MRFs faced no challenge to 
land-cover categories in this region thus making minimal 
improvement in accuracy.

This study has demonstrated that mangrove and other 
coastal forest excluded from national reporting due to cloud 
cover can be mapped using Landsat data. This will go a 
long way in supporting estimation of land based emissions 
in Kenya which normally requires baseline land-cover map 
inventory. We have additionally illustrated that spatial con-
text improves mangrove forest discrimination. In future, 
we hope to scale out the approach to persistent cloud cover 
regions nationally and integrate Sentinel 1 and 2 to fill 
remaining data gaps after F-Mask temporal composites are 
generated.
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Fig. 10   Illustration of how cropland was recognized by different methods
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