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Abstract
In existing groundwater contamination source characterization methodologies, simulation models estimate the contamina-
tion concentration in the study area. In order to obtain reliable solutions, it is essential to provide the simulation models with 
reliable hydrogeological properties. In real-life scenarios often high level of uncertainty and variability is associated with 
the hydrogeological properties. This study focuses on quantifying the hydrogeological parameter uncertainty to enhance 
the accuracy of identifying contamination release histories. Tracer experiment results at the Eastlakes Experimental Site, 
located in Botany Sands Aquifer, in New South Wales, Australia, are utilized to examine the performance and potential 
applicability of the methodology. In the selected study area, the hydrogeological heterogeneity in the microscopic scale, spe-
cifically the hydraulic conductivity, has substantial effect on the transport of pollutants. Among available tracer information, 
Bromide is studied as a conservative contaminant. Using possible realizations of the flow field, a coefficient of confidence 
(COC) is calculated for each field monitoring locations and times. Higher COC implies that the result of simulation models 
at that specific monitoring location and time is more reliable than other contaminant concentration data. Therefore, the 
optimization model should emphasise matching the corresponding estimated and observed contamination concentrations to 
accurately identify the contaminant release locations and histories. The linked simulation–optimisation method is utilised 
to optimally characterise the Bromide sources. Performance evaluation results demonstrate that the proposed methodology 
recovers pollution source characteristics more accurately compared to the methodology which does not consider the effect 
of hydrogeological parameter uncertainty.
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Introduction

In polluted groundwater systems, the contaminant release by 
past activities needs to be identified and characterized. The 
characterization process includes finding the source loca-
tions among potential sources and retrieving their pollutant 
release histories. This approach allows “Potential Responsi-
ble Parties” (PRVs) to use the identified contaminant source 
properties along with flow and transport simulation modules 
to (1) convince regulators that the existing contamination 
does not exceed the regulation thresholds and no remedia-
tion is required; or (2) develop effective remedial plans that 
satisfy the cost constraints and has appropriate reliability 
and risk consideration. Therefore, the accuracy in charac-
terization of contamination sources is of great interest to 
PRVs and regulators. However, groundwater systems are 
subjected to various sources of uncertainty, and acquiring 
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data in polluted aquifers is a costly and time consuming 
procedure. The main focus of this study is on quantifying 
the hydrogeological uncertainty and its impact on the accu-
racy of the groundwater simulation models. The aim is to 
improve the accuracy of the estimation of the contaminant 
release histories in existing polluted aquifers.

The uncertainty in contaminated groundwater systems 
is classified into three groups, (1) model, (2) parameter 
uncertainties, and (3) inherent uncertainty associated with 
the measurement data. The model uncertainty stems from 
incomplete knowledge or inability in accurately modelling 
the natural process using mathematical tools. However, the 
parameter uncertainty stems from incomplete knowledge of 
parameter values, sparsity of parameter measurements, and 
their spatial and temporal variability. Finally, the measure-
ment uncertainty relates to the errors associated with the 
information collected from the field (Beven 2006). Wu and 
Zeng (2013) and Guillaume et al. (2016) presented over-
views of the various sources of uncertainty in groundwater 
numerical simulation processes.

The model uncertainty is classified as an aleatory uncer-
tainty and is the variation inherited by the physical system or 
the environment under consideration, and is studied by the sto-
chastic approach (Freeze et al. 1992; Tiedeman and Gorelick 
1993). The model uncertainty is presented as random impre-
cision and commonly defined by a probability distribution. 
However, parameter and measurement uncertainties are not 
random, and cannot be objectively quantified. These types of 
uncertainties are called fuzziness or epistemic uncertainty due 
to imprecise data, and subjectivity of judgment. Non-random 
uncertainty or fuzziness can be reduced with the acquisition 
of additional information (Oberkampf et al. 2004; Ross 2005).

Amirabdollahian and Datta (2013) published an over-
view on techniques to recover characteristics of pollutant 
sources using spatial and temporal contaminant concentra-
tion measurements. The linked simulation–optimization is 
one of the effective techniques to identify the contamination 
sources by linkage between flow and contaminant transport 
simulation modules and the optimization technique (Mahar 
and Datta 2001; Aral et al. 2001; Datta et al. 2009). Utiliz-
ing the evolutionary optimization algorithms has several 
advantages which include relative ease in solving linked 
simulation–optimization models. Genetic algorithm (GA) 
(Singh and Datta 2006), Tabu search (TS) (Yeh et al. 2007), 
adaptive simulated annealing (ASA) (Amirabdollahian and 
Datta 2014) are some of the evolutionary algorithms. The 
linked simulation–optimization method eliminates the 
mathematical limitations associated with large scale con-
taminated aquifer study areas, and makes it possible to solve 
the source contamination problems for such large scale 
study areas. The evolutionary optimization algorithm gen-
erates potential source characteristics. Using these potential 
characteristics, the flow and transport simulation modules 

calculate contaminant concentrations at monitoring bores 
at different times. The optimization algorithm finds the 
contaminant source characteristics by minimizing the vari-
ation between estimated and observed temporal and spatial 
contaminant concentrations collected at monitoring loca-
tions. The simulation–optimization method is computation-
ally intensive due to need to run the complex groundwater 
simulation model multiple times. Prakash and Datta (2015), 
Esfahani and Datta (2016) and Hazrati-Yadkoori and Datta 
(2017) used surrogate models to reduce the computational 
time. Using machine learning methodologies such as sup-
port vector machine and multivariate adaptive regression 
splines, can render simulation models less computational 
intensive (Kisi and Parmar 2016; Kisi et al. 2017).

The hydrogeological properties of a polluted aquifer have 
significant influence on the temporal and spatial properties 
of contamination plume. Therefore, this study focuses on 
hydrogeological parameter value uncertainty in polluted 
aquifers. In most of the previous contamination source 
identification methods (Mahar and Datta 2001), the effect 
of hydrogeological parameter uncertainty has been incor-
porated in the performance evaluation data. However, these 
sources of uncertainty were not considered and quantified 
explicitly in the methodology.

The main approach in quantifying parameter uncertainty 
in scientific models, for many years has been the probabilistic 
approach. Bayesian updating (Freeze et al. 1992), regression 
analysis (Tiedeman and Gorelick 1993), sequential Gaussian 
simulation (Mugunthan and Shoemaker 2004), and Monte-
Carlo simulation (Dokou and Pinder 2009, 2011) are among 
these methodologies. O’Hagan and Oakley (2004) argued that 
although probability theory is robust and defensible for appli-
cations to aleatory uncertainty, it is not adequate for characteri-
zation of fuzziness. Considering the nature of probabilities, the 
elicitation of fuzziness using probability distribution function 
(PDF) tool introduces more uncertainty to the system. There-
fore, in this study a new methodology is presented to quantify 
the hydrogeological parameter uncertainty in the contamina-
tion source identification procedure by using an averaging 
method among possible distributions of field parameter values. 
The collected hydrogeological field data are utilized and inter-
polated to find possible variation in the field properties. Then 
based on the estimated confidence in the spatial distribution of 
field parameter values, the worth of the modelled contaminant 
concentration values is estimated. The ASA based linked sim-
ulation–optimisation technique is utilized to find contaminant 
source characteristics. The optimization algorithm minimizes 
the variation between estimated and observed concentrations. 
However, all the estimated values do not have equal contribu-
tion and the more reliable estimated concentration data has 
more weightage in recovering contamination source histories.

The methodology performance evaluation is carried out 
using data from an experimental site set up in Botany Sands 
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Aquifer (BSA) located in New South Wales (NSW), Australia 
(Beck 2000). Bromide was utilized as the conservative tracer 
for measuring the resulting spatial and temporal concentrations.

Methodology

The identification of pollutant sources comprise of defining: 
(1) source locations; (2) source release history (time), and (3) 
source contaminant release flux. The proposed methodology 
for characterisation of unknown groundwater contamination 
sources using uncertain hydrogeological parameter values has 
two major components: Linked simulation–optimization con-
tamination source identification model, and uncertainty analy-
sis module. These components are described below.

Linked simulation–optimization contamination 
source identification model

The optimal decision model for source identification is 
defined by an objective function, and a set of constraints. 
An effective and efficient optimization model requires care-
ful definition of the objective function and the constraints, 
and selection of an appropriate optimization algorithm. 
Therefore, first the objective functions and the constraints 
are defined. Then, the selected optimization algorithm and 
the linked simulation–optimization method are discussed.

Contamination source identification formulation

A methodology for the recovery of unknown contamination 
source release histories generally involves examining a set 
of candidate source characteristics. The final aim is to find 
the set of contaminant source characteristics which results 
in the best fitting pollutant plume and observed contaminant 
concentrations. This process is formulated as an optimiza-
tion model, in which the objective function is defined by 
Eq. (1), and the constraints are defined by Eqs. (2) and (3):

Subject to

where variables are defines as below: nk: total number of 
observation time periods, nob: total number of available 
monitoring locations, N: total number of candidate source 
locations, T: total number of pollutant injection stress 
periods.

(1)F1 = Minimize

nk∑

k=1

nob∑

iob=1

�k
iob

×
(Cestk

iob
− Cobsk

iob
)
2

(Cobsk
iob

+ �)
2

.

(2)
Cestk

iob
= f (D,HC, �, xi, yi, zi, q

t
i
) i = 1,… ,N; t = 1,… , T ,

(3)qmin ≤ qt
i
≤ qmax i = 1, ...,N; t = 1, ..., T

Cestk
iob

 and Cobsk
iob

 : simulated and observed contaminant 
concentration at monitoring location iob and at the end of 
time period k.

D dispersion coefficient, HC: hydraulic conductivity, θ: 
porosity, xi, yi, zi: Cartesian coordinates of candidate source i, qt

i
 : 

release concentration for candidate location i at stress period t.
qmax , qmin : upper and lower bounds for contaminant 

release. �k
iob

 : coefficient of confidence (COC) assigned to 
the monitoring location iob at the end of time period k.

η: a constant which is selected based on the available 
observed concentrations. It should be large enough, to pre-
vent any indeterminate term in Eq. (1) due to the value of 
zero/ close to zero observed concentration. The selected η 
value should not be larger than any observed concentration. 
Otherwise, as a result of large denominator value, the effect 
of observed concentrations which are smaller than η could 
substantially be reduced in the optimization process.

The first constraint (Eq. 2) calculates the contaminant 
concentrations using flow and transport simulation modules. 
In the current study, for the groundwater flow simulation 
purpose, MODFLOW (Zheng et al. 2001) is utilized. MOD-
FLOW is a simulation module that solves the numerical 
three-dimensional transient groundwater flow equation. The 
contaminant transport process is simulated using MT3DMS 
(Zheng and Wang 1999). MT3DMS is a simulation mod-
ule that solves the numerical three-dimensional transient 
multi-spacious contaminant transport equation in ground 
water systems. Readers are referred to Amirabdollahian 
and Datta (2013) for more information on the governing 
equations describing the flow and transport processes. Equa-
tion (3) demonstrates the second constraint which limits the 
source release concentrations to upper and lower bounds. 
If the locations of sources are unknown, the source release 
concentration lower band should be set to 0. Therefore, the 
non-actual or dummy and inactive sources are identified by 
zero release fluxes for all or a number of stress periods.

Linked simulation–optimization algorithm (SOA)

The SOA is solved using the ASA. ASA is a variant of 
simulated annealing (SA) which is less sensitive to the 
user defined parameters. In ASA the reannealing tempera-
ture schedule and random step selection are automatic and 
adaptive. ASA eliminates the need to adjust the parameters 
manually (Ingber 1996).

In the current study, the flow and transport simulation 
modules are externally connected to the optimization algo-
rithm, forming linked SOA (Datta et al. 2009). First, based 
on the available site information, potential contamination 
source locations are selected. Second, the optimization 
algorithm generates the candidate contaminant concentra-
tions associated with each potential source location and 
each stress period. Third, the simulation models estimate 
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the contaminant concentration ( Cestk
iob

 ) at monitoring bores 
(iob) and time steps (k) (Moo-Young et al. 2004). Then, for 
each set of candidate source characteristics, the estimated 
contaminant concentration values are transferred back to the 
optimization model to calculate the corresponding objective 
function. Finally, this process evolves to reach the optimal 
contaminant release histories for the potential source loca-
tions (Amirabdollahian and Datta 2013).

Hydrogeological parameter uncertainty analysis

Generally, a predesigned sampling network is utilized to col-
lect field hydrogeological data for groundwater management 
purposes. Spatial variations in HC values are a critical fac-
tor controlling the contaminant mass transport (Datta et al. 
2009). Therefore, this study focuses on the HC fuzziness in 
contaminated groundwater aquifers.

The spatial fuzziness (variability) in measured HC values 
is required to be quantified, in order to accurately simulate 
mass transport process. The confidence in the simulated spa-
tial and temporal contaminant concentration values can be 
evaluated considering the variation and availability of the 
field HC values.

In order to properly quantify this fuzziness, the complex 
relationship between the fuzziness in transport predictions, 
and the variation and availability of HC measurements 
should be identified. In this process the followings items 
need to be addressed.

1. Number and spatial distribution of available field meas-
urements.

2. The HC field variability and spatial correlation between 
available measurements.

3. The flow field properties including boundary and initial 
conditions and properties of available sinks and sources.

4. The location, initial time, activity duration, and release 
concentrations of contaminant sources.

The flow and transport simulation modules are the appro-
priate tools for estimating the relation between fuzziness in 
estimated contaminant concentration values and the above 
mentioned four items. In contamination source identifica-
tion procedure, the characteristics of contaminant sources 
are unknown (item 4 in the above list). Therefore, a coupled 
procedure is required to simultaneously quantify the fuzzi-
ness in contaminant concentration prediction, and search for 
optimal source release histories.

Hydraulic conductivity realisations

The HC values are generally known at limited number of 
locations. An interpolation algorithm is required to calculate 
the spatial distribution of parameter values for the entire 

area. The geostatistical interpolation algorithms are compu-
tationally demanding, and also require statistical properties 
of the HC field. For example, Kriging (Goovaerts 1997) is a 
geostatistical interpolation method which needs a properly 
selected sample variogram and log-transformation of the 
data. This study focuses on situations where the available 
HC values are uncertain, therefore accurate estimation of 
statistical properties of data is not possible. Therefore, in 
this study, the Inverse Distance Weighting (IDW) interpola-
tion method is utilized. IDW is a deterministic method and 
performs multivariate interpolation for a known scattered 
set of points.

Using IDW, the value of HC at un-sampled location x0, 
HC∗(x0) , is estimated using parameter values at surrounding 
locations, HC(xi) , using Eq. (4):

where wi are the weights for each HC(xi) value and n is the 
number of the closest sampled data points used for the inter-
polation purpose. The wi is estimated using Eq. (5):

where di is the distance between the estimated and the sam-
ple point. Using IDW method, the quantity and spatial vari-
ability of available sample data are considered in the interpo-
lation method without any prejudgment about the statistical 
relation between sampled data. The value of n is selected 
considering the spatial correlation among available scattered 
set of points, or the decision maker judgment.

In the case of uncertainty, making decision on appropriate 
n value is difficult. Multiple realizations of HC field can be 
estimated and utilized from a given set of sampling locations 
using different n values.

Coefficient of confidence

In crisp (certain) contamination source identification model, 
the model parameters are known without any uncertainty 
(Sun 1994). Therefore all the estimated concentrations 
( Cestk

iob
 in Eq. 1) are assumed to be accurate and can have 

the same contribution to the estimation of the contamina-
tion source characteristics. Therefore, in the crisp source 
identification model �k

iob
 is always one. However, uncertain 

hydrogeological input values result in less accurate concen-
tration estimations. Therefore, when the hydrogeological 
parameter uncertainty exists, �k

iob
 is the COC. It represents 

(4)HC∗(x0) =

n∑

i=1

wi HC(xi),

(5)wi =
1∕d2

i
∑n

i=1
1∕d2

i

,
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the degree of confidence assigned to the simulated contami-
nant concentration.

For the purpose of COC estimation, multiple realizations 
of HC field are generated. The generation of field realiza-
tions involves utilizing the IDW interpolation with different 
number of closest neighbouring points (n). Then for each 
realisation (r), the HC field is utilised to estimate possible 
contaminant concentrations ( Cestk, r

iob
 ) using flow and trans-

port simulation models. The averaged estimated contaminant 
concentration is calculated as below:

where Cestk
iob, averaged

 , and Cestk,r
iob

 are the averaged estimated 

concentration and the estimated contaminant concentration 
using the r’th realisation for monitoring location iob and 
time k, respectively. The total number of realisations is 
called R. The fuzziness in simulated contaminant concentra-
tion Cestk

iob
 is estimated by Eq. (7):

where Cestk
iob

 is the simulated concentration at monitor-
ing location iob and time period k. This is the same value 
utilized in the objective function (Eq. 1) as the estimated 
concentration. nn is a specified very small number which 
prevents division by zero in Eq. (7). Fk

iob
 is the coefficient of 

fuzziness for monitoring location iob and time k. The larger 
the difference between HC realizations, the larger is the coef-
ficient of fuzziness.

When the coefficient of fuzziness is larger, there is less 
confidence in the estimated concentration for that specific 
monitoring data, as the result of HC uncertainty. Therefore, 
less weightage should be assigned to that specific monitor-
ing information in the objective function. This weightage is 
defined as COC by (8):

where �k
iob

 is the COC for estimated concentration at moni-
toring location iob and time t. U is a relaxation factor. When 
U is very small, the estimated COC values are always one or 
very near to one. Therefore, the objective function (Eq. 1) 
would be the same as the crisp situation and the effect of 
parameter uncertainty would not be properly considered. 
On the other hand, when U is large, the optimization algo-
rithm would try to find the source release concentrations 
which result in the larger coefficient of fuzziness values and 
smallest COC (more emphasis on fuzziness). In other words 
the priority of the optimization algorithm would not be the 

(6)Cestk
iob, averaged

=

R∑

r=1

Cest
k,r

iob
∕R,

(7)Fk
iob

=

|||
|||

Cestk
iob

− Cestk
iob, averaged

Cestk
iob

+ nn

|||
|||

,

(8)�k
iob

=

{
0.1 if (1 − U × Fk

iob
≤ 0.1)

1 − U × Fk
iob

else
,

matching of the estimated and observed concentrations. 
Thus the suitable value for U should be selected based on 
the range of estimated coefficients of fuzziness values and 
it is site specific. The process of selecting appropriate U is 
discussed in details in “Discussion”. Using U enables this 
methodology to be applicable to the sites with various levels 
of groundwater contamination.

If only one equation is used for the �k
iob

 estimation, the 
COC would be very small or negative when the fuzziness 
is very large, or the predicted concentration is very small. 
Since, it is useful to use all the available measurement data 
for the purpose of characterization of sources, in Eq. (8) the 
minimum possible COC is considered to be 0.1.

Performance evaluation

Performance evaluation is carried out using data from a 
contaminated experimental site set up in the Botany Sands 
Aquifer located to the south of Sydney CBD, New South 
Wales (NSW), Australia (Beck 2000).

Although the BSA is considered to be homogenous on a 
regional scale, on the microscopic scale the aquifer can be 
highly heterogonous. In contaminated sites, detailed HC and 
contaminant distribution information are vital to investigate sol-
ute movement (Fu et al. 2015). Heterogeneity becomes more 
important as the scale of the system reduces and more attention 
must be given to the microscale hydrogeological studies.

Various hydrological, hydrogeological and hydrochemi-
cal data were collected during an experimental study in a 
artificially contaminated aquifer site. The purpose of this 
experiment was to study the effect of heterogeneity on the 
solute transport (Jankowski and Beck 2000). The details of 
the study area and the tracer test experiment are described 
below. However, few inconsistencies in the recorded meas-
urement data were modified (in this study) before the raw 
data were used for this evaluation purpose.

Study area

The northern section of the BSA is located 3–5 km south 
of the Sydney’s CBD, Australia (Fig. 1). The BSA was the 
earliest groundwater resources used to supply water for Syd-
ney and has been utilized since the nineteenth century. In the 
early twentieth century commercial and industrial develop-
ments on the northern shore of the Botany Bay commenced. 
These developments which include oil storage and refinery 
facilities, airport and variety of chemical, industrial and 
commercial manufacturing and storage facilities, resulted 
in contamination of the groundwater from these industrial 
land use activities. As the result of present and past land uses 
and lack of effluent management, treatment, and disposal 
statutory controls (in early years after World War II), a long 
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history of contamination exists in this area. Since detection 
of groundwater contamination various investigation, man-
agement, remediation and groundwater consumption restric-
tions have been utilized to control the negative effects of 
contamination in this area.

The BSA is mainly formed of unconsolidated sands, 
clays and peaty sediments. The sediments thickness are 
from zero at the northern rim of the basin, in Centennial and 
Moore parks (Fig. 1), to approximately 80 m to the southern 
regions. HC values vary from 1.8 to 50 m/day. Hydraulic 
properties variations are related to lithological units includ-
ing quartz sand, silty/peaty sand, and sandy/peaty clay.

Experimental site

Heterogeneity in site physical parameters, especially HC, 
dominates the solute and contaminant transport processes. 
Therefore, numerical simulation, tracer tests and labora-
tory experiments are required to study the effect of the HC 
heterogeneity in microscopic scale. A tracer test was com-
pleted at the Eastlakes Experimental Site (EES), located next 
to the Lachlan Ponds in the northern part of the BSA, in 
Daceyville, NSW, Australia by Beck (2000). The site was 
first established in 1992 with a three-dimensional piezom-
eters network located on a 7 m × 11 m grid. The hydrogeo-
logical and chemical heterogeneity was measured at 815 
sampling locations (Evans 1993) with 1 m horizontal and 
150 mm–200 mm vertical spacing (Fig. 2).

The geological investigations of the ELE site were car-
ried out by two continuous sand cores. Using the geological 

information gathered during 1992–1993 by Evans (1993), 
the composite geological section through the ELE site was 
prepared. Figure 3 shows the composite geological forma-
tion (cross section) in line D (Fig. 2). Five distinct lithologi-
cal units were discovered as Sand, Waterloo Rock, Organic 
Silt and Sand Bands, Peat, and Silty Sand. Since the low 
permeable peat layer is located between 5 and 6 m Above 
Sea Level (asl), the ELE area is a confined aquifer. Existence 
of various soil types and grainsize distribution should result 
in variation in the HC. Moreover, the deposition environ-
ment also has significant influence over the HC distribution.

The aquifer is hydraulically connected to the pond (fixed 
head boundaries). The east (at injection wells) and west 
boundaries are fixed head and the north and south ones are 
variable head boundaries. The initial head distribution fol-
lows the contours in Fig. 2 with the regional hydraulic gradi-
ent of 1:240 (from east to west).

Rainfall is the main contributor to the recharge in the 
ELE site. The average annual rainfall at Centennial Park and 
Sydney Airport are 1236 mm and 1083 mm, respectively. 
Yu (1994) estimated the monthly average recharge for the 

Fig. 1  Location of Botany Sands Aquifer and ELE Site (Jankowski 
and Beck 2000)

Fig. 2  Location of piezometers, injection wells and sampling points 
in the Eastlakes Experimental Site (Jankowski and Beck 2000)
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northern part of the BSA between 1986 and 1993. These 
values vary between 0 mm and 515 mm/year with a mean 
average monthly recharge of 68.4 mm. Therefore, for the 
ELE site flow model the average recharge is considered to 
be 68.4 mm/month.

The variability of HC was measured by multilevel 
piezometers in lines C, D and E with vertical spacing of 
150 mm–200 mm (Evans 1993). HC was recorded at 455 
locations and the minimum, mean and maximum values are 
1.5 m/day, 14.6 m/day, and 50 m/day, respectively. The col-
lected data is not normally distributed and is skewed towards 
the lower conductivity values. Variation of more than 50 m/
day over less than 0.5 m, exist in some parts of the study 
area.

In order to find the spatial HC distribution in the study 
area, the IDW interpolation method is utilized. n (number 
of closest sampled data points) is selected using the spatial 
correlation of data. Moran’s I (Moran 1950) is an indicator 
of spatial auto-correlation which is applied to locations with 
continuous variable parameters (Eq. 9):

where Xi is the variable value at location i. Xj, X̄ and m are 
the variable value at location j, the mean of all available 
data, and total number of available data, respectively. Wi,j is 
the weight estimated using Eq. (10):

(9)I =
m
∑m

i=1

∑m

j=1
Wi,j(Xi − X̄) (Xj − X̄)

�∑m

i=1

∑m

j=1
Wi,j

��∑m

i=1
(Xi − X̄)

2
� ,

where di,j is the distance between locations i and j. Similar 
to correlation coefficient, the spatial auto-correlation varies 
between − 1.0 and + 1.0. If nearby areas are more alike, the 
spatial auto-correlation is positive. If nearby areas are dis-
similar, the spatial auto-correlation is negative, and random 
patterns exhibits zero spatial auto-correlation.

The Moran’s I coefficient for the available HC val-
ues from the ELE site is 0.021 which is small and close 
to zero. Therefore, although BSA is a homogenous in 
regional scale, the ELE site is a highly heterogeneous sys-
tem in the microscopic scale. The data are not spatially 
auto-correlated, thus n = 3 (Eq. 4) is selected for the IDW 
interpolation method. Figure 4 shows the HC distribution 
in the third layer of the ELE site. This distribution is esti-
mated using IDW method with n = 3.

Evans (1993) had measured the HC using constant head 
method at three locations within the ELE site. Comparing 
the averaged value measured by the multilevel piezom-
eters and the constant head method demonstrates that the 
multilevel piezometers underestimate the true HC as they 
were measured in non-equilibrium conditions. Therefore, 
the flow model was calibrated to better represent the flow 
field. The HC values shown in Fig. 4 are increased by 
20% for the calibration purposes. Note, in the calibration 
process all the HC values are increased uniformly without 
changing the heterogeneity pattern of the study area. The 

(10)Wi,j =

{
1 if i = j

1∕dij if i ≠ j
,

Fig. 3  Composite geologi-
cal cross-section along line D 
through the ELE site (Jankowski 
and Beck 2000)
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resulting HC field is used to estimate the head distribu-
tion, and ultimately simulate the solute concentrations at 
different monitoring bores and times ( Cestk

iob
 ). In Fig. 4 the 

heterogeneity is presented along lines C, D, and E, since 
the HC measurements were taken just along these lines 
and there is no HC measurement out of the central region 
of the site. Therefore, the distribution shown in Fig. 4 
may not be a good representative of the real field condi-
tions where no measurement is available. The background 
hydrochemical conditions of the natural groundwater prior 
to tracer injection was recorded using 88 groundwater 
samples collected in line D.

Tracer test

This section briefly outlines the details of the tracer test 
conducted in the experimental site. A total of 300 L of 
tracer solution was prepared which included Boron (B), 
Bromide (Br), Chloride (Cl), and lithium (Li) as the con-
servative tracers and Cadmium (Cd), Lead (Pb), Potassium 
(K), Copper (Cu), Nickle (Ni), and Zinc (Zn) as the reac-
tive solutes. Table 1 summarizes the injection concentra-
tions in the tracer solution.

Three injection wells (sources C, D, and E) were devel-
oped for 1 day using a combination of pumping, surging 
and recharging methods, to ensure that a good interaction 
between the wells and the aquifer was achieved. Five 20-L 
batches of solution were injected in each well over a half 
hour period starting at 13:00 on 2 July 1996. Care was 
taken to maintain low injection flow rates into the wells to 
ensure significant increases in the hydraulic heads of the 
injection wells did not occur. Excessive hydraulic heads in 
the injection wells would force some of the tracer up-gra-
dient of the injection wells and cause higher hydraulic gra-
dient than would occur under natural gradient conditions.

The contaminant concentrations sampling was started 
2 days after tracer injection (4 July 1996). This was fol-
lowed by sampling solute concentrations every 2 days after 
injection. The samples were collected in lines B, C, D, E 
and F (Fig. 2) at various elevations.

Bromide (Br) transport simulation model

In this study, the data related to Bromide (Br) are utilized 
to validate the proposed methodology. Br is a conservative 
solute and the relative consistency and accuracy of the col-
lected data deemed it to be appropriate for this evaluation 

study. However, the presented methodology is suitable to 
be used for any conservative contaminant.

The Br concentrations were analyzed using ion selec-
tive electrodes and ion chromatography (Beck 2000). Ana-
lyzing the chemical condition of the natural groundwater 
prior to tracer test, did not show any detectable back-
ground concentration of Br. Therefore, the background 
concentration was zero.

Br is classified as a conservative tracer. Therefore, the 
two important components of the transport simulation are 
advection and dispersion. The dispersion coefficient was 
estimated by Beck (2000) using graphical method based 
on the concentration versus time plots. In this study, an 
averaged value of 0.03 m is selected for longitudinal dis-
persivity and the horizontal transverse dispersivity to lon-
gitudinal dispersivity ratio, and vertical transverse disper-
sivity to longitudinal dispersivity ratio are 0.4, and 0.1, 
respectively. Layers 1–4 porosities are 0.39, 0.41, 0.36, 
and 0.41, respectively.

In the model conceptualization stage, the study area is 
divided into four layers. Layer one is between the ground-
water level and top of the silty sand layer (Fig. 3). Layer 
two is from the top of silty sand soil layer to 7.6 m asl. 
Layer three is between 7.6 and 7 m asl. Layer four is 
between 7 m asl and the study area bed which is specified 
by the peat layer. Figure 5 shows the three-dimensional 
view of the ELE site model. The three injection sources 
are located in layer three. Owing to the small scale of 
this study area, the parameter and numerical errors have 
noticeable negative effect on the accuracy of simulation 
results. In order to reduce these negative effects in this 
study, layer 3 is dedicated to the contaminant monitoring 
procedure. The injection sources are located within this 
layer and the observed concentrations located within this 
layer are utilized for the source identification procedure.

In MODFLOW the Layer Property Flow (LPF) package 
is utilized. Unlike the Block Center Flow (BCF) method, 
the LPF model calculate the conductance for a water table 
bearing cell based on the water table level instead of the 
cell center. Dynamically following the water table can sub-
stantially increase the accuracy of flow calculations (Clemo 
2003). The advection term in MT3DMS is solved using 
method of characteristics (MOC). The MOC method uses 
the particle tracking technique. MOC uses mixed Eule-
rian–Lagrangian method for solving the advection term, 
whilst finite difference method is used to solve the dispersion 
and sink/source mixing terms. MOC is free of numerical 
dispersion which is its main advantage. Other methods such 

Table 1  Injection concentration 
of the tracer solution solutes

Solute B Br Cd Cl Cu K Li Ni Pb Zn

Concentration (mg/L) 110.1 186.0 53.2 741.8 56.4 106.9 123.7 54.8 51.3 51.4
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as third-order total variation diminishing (TVD) method 
exhibits minimal numerical dispersion and minimal oscil-
lation in the contaminant plume fronts (Schlumberger Water 
Services 2011). As the result of the small scale of the ELE 
site, minimizing the numerical dispersion has substantial 
effect on the accuracy of estimated contaminant concentra-
tions in the site.

Recovering the contamination source histories

In this section the proposed method is used to find the 
injection concentration at contaminant sources using the Br 
observed concentrations collected 2, 4, 6, and 8 days after 
the tracer injection. In total 19 Br concentration measure-
ments are used for the performance evaluation. The 100 L 
of tracer is injected in each well over a half hour period. 

Therefore, in the flow model, the injection locations are 
specified as flow injection wells with 4.8 m3/day flow rate. 
Although, care was taken to maintain very low flow rate dur-
ing tracer injection, because of the small scale of the study 
area, still this flow rate changes the hydraulic field, and this 
change needs to be considered in the flow model. One can-
didate source location is added to the source identification 
model which is not actual (dummy), and is located along line 
G aligned with other three actual sources. Adding a dummy 
source location is to examine the performance of the meth-
odology to find the location of actual sources among avail-
able potential locations. The injection flow rate in the other 
three source locations changes the flow system; therefore for 
the dummy source smaller flow rate (1 m3/day) is specified 
in the MODFLOW. This will diminish the effect of non-
actual source on the hydraulic gradient of the study area. 

Fig. 4  Hydraulic conductivity 
distribution in ELE site, unit is 
m/day

Fig. 5  The discretized model 
and contaminant injection loca-
tions for the ELE site
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The decision variables in the source identification problem 
are the four Br injection rates at four potential locations, and 
the study period is 8 days. The upper and lower bounds for 
contaminant release concentrations, qmax and qmin in Eq. (3), 
are 1000 mg/L and 0 mg/L, respectively.

This experimental tracer test seems to be simple com-
paring the real contamination problems. However, since the 
study area is small (7 m × 11 m) and the study period is short 
(8 days), the HC uncertainty has a substantial negative effect 
on the accuracy of the contaminant source identification pro-
cedure. To demonstrate this, the crisp source identification 
procedure is used to retrieve the source release histories. In 
the crisp method, it is assumed that there is no uncertainty 
associated with the HC distribution. In the objective func-
tion, �k

iob
 is one for all the monitoring locations and periods. 

The retrieved Br injection concentrations are presented in 
Table 2.

In order to quantify the HC uncertainty, multiple realisa-
tions of the flow field is required. In this study, three more 
realisations (in total R = 4) are generated. The IDW method 
with n = 6, 9, and 12 is utilized to interpolate the available 
measured HC values and generate realisations. The number 
of realisations and corresponding n values are selected based 
on the nature of available uncertain hydrogeological param-
eter values and computational resources. In this study area, 
the spatial auto-correlation of measured HCs is small. The 
scale of the study area is small too. Therefore, the number 
of selected n values to generate realisations is small, com-
pared to the number of available HC measurements (455). 
For each realisation the transport simulation model needs to 
be executed to find the contaminant concentrations ( Cestk, r

iob
 ) 

in each optimization iteration. Thus, the selected number 
of realisations depends on the available computational 
resources and also the degree of heterogeneity and uncer-
tainty in the system. More realisations will result in better 
quantification of the available uncertainty while increasing 
computational time. The selected nn value (Eq. 7) is 0.001. 
The estimated Br injection rates at four potential source 
locations using fuzzy source identification methodology 
with different U values are presented in Table 2.

Discussion

The performance of the proposed methodology in recover-
ing accurate source injection histories is tested using Nor-
malized Absolute Error of Estimation (%NAEE). %NAEE is 
presented in Eq. (11):

where (qt
i
)est and (qt

i
)org are the estimated and original con-

taminant concentrations at potential source location i and 
stress period t, respectively. Smaller %NAEE values demon-
strate that the utilized source identification algorithm is able 
to recover source injection concentration histories with less 
associated error. The %NAEE values corresponding to each 
source identification method are presented in Table 2. With-
out considering the effect of HC uncertainty, the %NAEE 
associated with the crisp methodology is 54%. Therefore, the 
crisp method exhibits the largest error compared to the fuzzy 
models. This demonstrates the necessity of considering the 
effect of hydrogeological uncertainty for recovering source 
injection contaminant concentration.

In the fuzzy methodology, in order to compute the COC 
values Eq. (8) is utilized. In this equation the appropriate 
U value should be selected based on the simulated concen-
trations. Therefore, the fuzzy method with various U val-
ues is utilized to find source injection histories. In Table 2, 
the smallest estimated %NAEE values are associated with 
U = 0.3–1. Therefore, utilising the fuzzy source identifica-
tion methodology with appropriate U value results in 37% 
error and 32% improvement in accuracy compared with the 
crisp methodology. All methods were able to find the non-
actual (dummy) source location.

In this study, the actual injection location and injection 
histories ( (qt

i
)est ) are known and the estimated %NAEE val-

ues using Eq. 11 can be utilized to find the appropriate U 
value. However, in real field groundwater contamination 
problems, the source locations and the associated injec-
tion rates are unknown and it is not possible to estimate and 
use %NAEE values. In real fields, the suitable U value is 

(11)%NAEE =

∑N

i=1

∑T

t=1

���
(qt

i
)
est

− (qt
i
)
org

���
∑N

i=1

∑T

t=1
(qt

i
)
org

× 100,

Table 2  Retrieved Br injection 
concentration at potential source 
locations

Br injection concentration (mg/L)

Actual Crisp Fuzzy
U = 0.1

Fuzzy
U = 0.3

Fuzzy
U = 0.5

Fuzzy
U = 0.7

Fuzzy
U = 0.8

Fuzzy
U = 0.9

Fuzzy
U = 1

Fuzzy
U = 5

Fuzzy
U = 10

Source C 186 127 111 8.2 11 8 9 10 65 126 137
Source D 186 89 135 163 160 171 170 160 179 91 93
Source E 186 39 40 162 170 171 170 186 128 30 40
Source G 0 0 0 0 0 0 0 0 0.1 0 0
%NAEE – 54% 48% 40% 39% 37% 37% 36% 33% 55% 51%
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identified using estimated COC ( �k
iob

 ) values. Figure 6 pre-
sents the estimated COC associated with different U values. 
For each U, 19 COCs are estimated corresponding to 19 Br 
concentration measurements (monitoring data). The source 
injection concentrations, estimated as the optimal solutions 
of the fuzzy source identification procedure, presented in 
Table 2 are used to estimate COC using Eqs. (6–8). When 
U = 0.1, large number of COC values are close to 1. There-
fore, 0.1 seems too small for this study area. On the other 
hand, when U is large, in this study area U = 5 and 10, the 
optimization algorithm tries to find source histories which 
can minimize the estimated COCs. Therefore, in Fig. 6 for 
U = 5 and 10, large number of COC values are 0.1, which 
corresponds to the smallest possible value in Eq. (8). There-
fore, these U values are too large for the fuzzy quantification 
purposes.

U values between 0.3 and 1 result in relative non-biased 
estimation of COC which expects to improve the contami-
nant source identification process. Results presented in 
Table 2 shows 36–40% improvement in accuracy of the 
recovered source characteristics. Results prove the effective-
ness the selected U value and the fuzziness quantification 
in improveing the accuracy of the recovered contaminant 
source characteristics compared to the crisp methodology.

The Br injection histories for sources D, and E were 
recovered with high level of accuracy by the fuzzy source 
identification model. However, large error is associated with 
the Br release history estimated for source C. Moreover, the 
crisp method found better estimate of the injection con-
centration at this source location, compared with the fuzzy 
method. The reason could be related to the HC uncertainty. 
The difference between the average HC values of the three 
realizations and the HC values shown in Fig. 4, are presented 
in Fig. 7. Figure 7 is a representative of the HC uncertainty 

in this field. The counters show that there is some level of 
uncertainty associated with the area around source C. The 
contaminants move along the natural gradient which is 
from east to west, thus the uncertainty on the left side of the 
sources has effect on the simulation accuracy. As the result 
of this uncertainty, the COCs estimated for the monitoring 
locations along line C, are lower than other monitoring loca-
tions. Therefore, matching estimated and observed Br con-
centrations along lines D and E have higher contribution to 
the fuzzy source identification objective function.

The area surrounding source C is a high permeability area 
with large HC values (Fig. 4) compared with the neighbor-
ing areas. Therefore, in this area the number of closest sam-
ple data points used in the interpolation has noticeable effect 
on the estimated HC field. As fuzziness can be reduced with 
the acquisition of additional information (Oberkampf et al. 
2004; Ross 2005), additional HC measurements in this area 
can reduce the associated uncertainties.

Conclusions

This study presents a methodology to quantify the hydro-
geological parameter uncertainty to accurately estimate the 
contaminant release histories in polluted aquifers. Actual 
measurement data from an experimental contaminated aqui-
fer is utilized to test the performance of the presented meth-
odology. Characterization of contaminated aquifers requires 
accurate identification of the contamination source loca-
tions and their release histories. A set of potential source 
characteristics are evaluated using groundwater flow and 
pollutant transport simulation modules. Then the estimated 
concentrations are compared with the actual observed con-
centrations collected as monitored data. The linked simu-
lation–optimization framework is utilized to search for the 

Fig. 6  Estimated coefficients of 
confidence (COC)
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pollution sources which exhibit the best match between the 
estimated and observed contaminant concentrations in the 
site. The simulation models need to be provided with reli-
able hydrogeological parameter values to obtain reliable 
source characteristics. In real life, high level of uncertainty 
and variability is associated with the available hydrogeo-
logical parameter values. This study quantifies the effect 
of uncertainty in hydrogeological parameter values on the 
accuracy of flow and transport models’ estimates.

The proposed methodology provides insight in to the rela-
tion between the errors in groundwater simulation modules 
and variability and reliability in hydrogeological measure-
ments. Tracer test results at the EES, located in BSA, Aus-
tralia, are used to conduct the performance evaluation. In 
EES the hydrogeological heterogeneity in the microscopic 
scale, specifically the hydraulic conductivity, has substan-
tial effect on the transport of pollutants. Ten tracers were 
injected into the groundwater system. Their movement under 
natural gradient were monitored by measuring concentra-
tions in the groundwater at various locations and times after 
injection. Among available tracer information, Bromide is 
studies as a conservative element.

The adaptive simulated annealing linked simulation opti-
mization was utilised to characterise the pollution sources 
using concentrations measured after tracer injection. The 
solution results demonstrate that the proposed methodology 
recovered pollution source characteristics more accurately 
compared with the methodologies which do not consider the 
effect of hydrogeological parameter uncertainty.

The developed methodology enables the decision makers 
to incorporate the hydrogeological parameter value uncer-
tainty in identification of field contamination release his-
tories. Moreover, results can be used to find the locations 
where available field data does not sufficiently characterise 
the flow field. Therefore, this methodology can also help in 
identifying locations where additional hydrogeologic infor-
mation is required to be collected to reduce uncertainty in 
the flow and transport simulation models.
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