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Abstract
Blast-induced traumatic brain injury (bTBI) has been widely accepted as a “signature” wound affecting service members
in modern conflicts, yet the mechanisms that cause bTBI still remain poorly understood. One of the main reasons for such
poor understanding is the technical challenge of reproducing under controlled laboratory conditions the typical time-varying
loading cycles induced on brain tissue after a blast event. Blast events have a sub-millisecond onset of high pressure followed
by complex dynamics resulting from interaction between the blast wave and the complex anatomical structure of the human
head. To tackle these experimental challenges, our group developed a novel apparatus using a water-filled piston-cylinder
assembly driven by a piezoelectric actuator to generate complex and fast-varying pressure profiles. The versatility of our
apparatus in producing complex pressure profiles was demonstrated by generating a single pressure pulse with various pulse-
widths and magnitudes, an approximate Friedlander waveform, and a multi-modal waveform. A feedforward controller was
also designed for the apparatus enhancing its capabilities to generate custom, user-defined pressure profiles. The apparatus
successfully generated pressures up to 450 kPa at frequencies up to 5 kHz. The designed apparatus is compact, easily
portable, and highly controllable, making it well suited for biomedical applications. This apparatus can be used to conduct ex-
vivo and in-vitro experiments involving animal brain tissue specimens, cell cultures, and organoids to explore their response
to the complex pressure loadings observed during a bTBI event.

Keywords Blast-induced traumatic brain injury · Piezoelectric actuator · Complex pressure profiles · Blast loading ·
Feedforward controller

Introduction

Blast-induced traumatic brain injury is one of the major
health issues affecting soldiers in the battlefield. It has been
a leading cause of mortality and disability sustained by
armed forces and law enforcement personnel. The statistics
regarding casualties in U.S. military operations held in Iraq
and Afghanistan reported 253,300 traumatic brain injury
cases between 2000 and 2012 with over 75% of the cases
linked to mild-TBI [1]. Additionally, this issue has caused
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a financial burden of billions of dollars to the health care
system [2].

As stated in [3–5], injuries associated with blast exposure
follow four distinct categories: primary injuries are caused
by the interaction of the blast wave directly with the
brain tissue leading to a mechanical damage; secondary
injuries result from projectile (shrapnel) penetration into
the head; tertiary injuries are caused by blunt impacts as
a result of being propelled away by the explosion; and
quaternary injuries include other forms of injury such as
polytrauma, thermal, and chemical burns [6, 7]. Of all
these, primary injuries are the least understood and, thus,
have been the main focus of our research. Primary blast
injuries are hypothesized to be linked with diffuse axonal
injury, vascular tears, intracranial hemorrhage, and focal
cortical contusion [8]. Though brain soft-tissue damage
resulting from shear [9, 10], cavitation [10–12], traumatic
cell deaths, and disrupted cell structures [13, 14] have
been identified as possible injury mechanisms involved in
bTBI, the exact mechanisms associated with primary blast
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exposure and their neuropathological consequences still
remain ambiguous.

One of the major contributing factors for such ambiguity
is the difficulty in replicating intracranial pressure (ICP)
profiles observed during a blast exposure to induce
mechanical insults within brain tissue specimens or cell
cultures. The blast-wave generated from an improvised
explosive device (IED) explosion follows the characteristics
of a Friedlander waveform [15, 16]. When this blast wave
interacts with the skull and the intricate anatomical structure
inside the head, it generates complex and highly dynamic
ICP profiles [17, 18]. These complex ICP profiles are a
result of transmissions and reflections of the incident wave
from the multi-material structure of the head [19]. Unsteady
deformation of the skull also contributes to the complexity
of the ICP profiles [19–21]. In order to fully understand
the underlined pathological effect of mechanical insults
from complex ICP profiles on brain tissue specimens or
cell cultures, there is a need for an experimental apparatus
that can generate such pressure profiles under laboratory
conditions.

Previously, researchers have implemented experimental
techniques such as split-Hopkinson pressure bars (SHPB)
[13, 14, 22, 23], shock-tubes [24–30], and blast-tubes
[31–34] to generate pressure profiles mimicking a blast
loading. In the SHPB technique, a traveling stress wave
is generated in the incident bar from a striker impact.
This wave is then used to compress water and generate
impulsive pressures in the piston-cylinder assembly placed
at the end of the bar. Shock-tubes use a sudden release
of compressed gases to generate impulsive pressures. And
blast-tubes use confined explosive detonations to generate
impulsive pressures. These experimental setups generate
pressure profiles that have a single overpressure pulse either
sustained or similar to a Friedlander. Other researchers have
used microdetonics to generate blast loading [35, 36]. All of
the above-mentioned techniques have a limited control over
the pressure profiles that they can generate, are not easily
tunable to replicate the ICP dynamics, and are in general
very expensive, requiring significant technical expertise and
large laboratory spaces.

An ideal solution to these experimental challenges
would be to create a completely controllable, portable,
reproducible, and inexpensive method to generate arbitrarily
complex pressure cycles onto living tissue and cell cultures.
Building an apparatus that is easily shared between
laboratories would also accelerate bTBI research. Our
study demonstrates the design and control of such a
novel experimental apparatus that can generate tunable,
reproducible, and complex pressure loading cycles.

This paper is organized as follows. Section “Design”
discusses the working principle and the fabricated design of
the apparatus. A simplistic numerical model analyzing the

apparatus is also discussed in this section. Section “Control”
discusses the system identification methodology used to
characterize the input-output relation of the apparatus.
A feedforward controller designed based on the system
identification data to generate user-defined pressure profiles
is also detailed in this section. The results from experiments
conducted to generate various pressure profiles using the
apparatus are discussed in “Results and Discussion” section.
Lastly, “Conclusion” section concludes the discussion on
the experimental apparatus.

Design

Working Principle

Pressure is a surface loading that compresses a specimen
from all directions. In this study, a piston-cylinder assembly
filled with water (Fig. 1) was used as a variable-volume
confinement for generating pressure loading. Water is
considered a nearly incompressible fluid because of its very
high bulk modulus of 2.15 GPa [37]; hence, its pressure rises
sharply as a response to relatively small volume changes.

The change in pressure inside the cylinder, �P , can be
estimated using the Hooke’s law for volumetric loading [38,
39] given by the equation

�P = −K
�V

V0
, (1)

where K is the bulk modulus for water, V0 is the initial
volume of water inside the cylinder, and �V denotes the
change in volume of water. Assuming the cylinder walls
to be perfectly rigid and the cylinder having a uniform
cross-section, equation (1) can be further simplified to

�P = K
up

l0
. (2)

Here, l0 and up denote the initial length of the water
volume inside the cylinder and the displacement of the

l0

up Nearly Incompressible 
Liquid (Water)

Piston with O-rings

Cylinder

Fig. 1 A piston-cylinder assembly. l0: initial length of the water
volume inside the cylinder. up: displacement of the piston
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piston respectively as shown in Fig. 1. As the bulk modulus
of water is extremely high, even a piston displacement of a
few micrometers can generate a high pressure spike inside
the cylinder, equivalent to a blast event. A piezoelectric
stack actuator (Model P885.95 Physik Instrumente (PI)
GmbH & Co. KG, Karlsruhe, Germany) was used to
drive the piston in the piston-cylinder assembly as shown
in Fig. 2(a). The piezoelectric actuator expands when a
voltage signal is applied across its leads. By expanding,
the actuator displaces the piston, compressing the water
inside the cylinder and rising the pressure as a result.
The time scale of this actuation is of the order of a few
microseconds; this is fast enough to generate pressure
loadings similar to those of a blast event (typically
lasting for a few milliseconds). A high-frequency pressure
transducer (Model 113B27 PCB Piezotronics Inc., Depew,
NY, USA) measures the pressure inside the cylinder to give
feedback about the actual performance of the piezoelectric
actuator.

Device Fabrication

The pressure chamber was machined from an acrylic
rod (25.4mm diameter) by drilling a through-hole of
13.1mm diameter. A custom end-cap was designed and
machined from a medical-grade SAE 316L stainless-steel
rod (25.4mm diameter) to hold the pressure transducer as

well as seal one end of the chamber. The other end of the
chamber was sealed using a stainless steel piston with O-
rings. A venting channel, that is a 1.6mm diameter hole
drilled perpendicular to the pressure chamber axis, was
incorporated in the pressure chamber to remove air bubbles
and excess water while filling the chamber. The design of
the venting channel is similar to the one implemented in
[12]. A custom stainless steel holder was machined to house
the piezoelectric actuator. An acrylic tube (ID 25.4mm and
OD 31.75mm) was used to align the pressure chamber and
the actuator. The schematic and the fabricated design of
the apparatus are shown in Fig. 2(a) and 2(b) respectively.
A block with a V-shaped groove to support and align the
actuator/chamber system was designed and 3D-printed out
of polylactic acid (PLA) filament. The assembly was held
together using a fixture built from aluminum plates and steel
threaded rods as shown in Fig. 3(a). This fixture was also
used to pre-compress the assembly to remove any slack that
would prevent effective compression. The complete setup of
the apparatus including the fixture is shown in Fig. 3(b).

Instrumentation

The input to the apparatus was a 0− 10V signal. This input
signal was amplified to 0 − 100V using a power amplifier
(Model E504 Physik Instrumente (PI) GmbH & Co.) and
then fed to the piezoelectric actuator. The input voltage

Fig. 2 (a) Cross-sectional
schematic view and (b)
Fabricated design of the
experimental apparatus (150mm
ruler placed for size reference) Fi
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Fig. 3 (a) Apparatus fixture consisting of aluminum plates and steel
threaded rods along with the supporting V-block (b) Completed
assembly of the experimental apparatus

signal determined the displacement of the piston and altered
the pressure in the chamber, which was measured using the
pressure transducer. A signal conditioner (Model 482A21
PCB Piezotronics, Inc.) was used to amplify the pressure
signal measured by the transducer, which was finally
recorded using a data acquisition device (Model USB-
6341 National Instruments, Austin, TX, USA). The same
data acquisition device was also used to generate the input
voltage signal. A custom LabVIEW (National Instruments)
program was developed to perform and synchronize both
the signal generation and the data acquisition tasks at the
sampling frequency of 100k samples per second.

Numerical Model

A numerical model of the apparatus was developed to
further analyze the pressure generation mechanism and
estimate the theoretical limit of maximum pressure that
could be achieved. The pressure chamber, along with the
piston and the end-cap, was modeled as a one-dimensional

domain as shown in Fig. 4. This assembly was simulated by
solving the one-dimensional wave propagation equation,

∂2u

∂t2
= α2 ∂2u

∂x2
, (3)

which has one dependent variable u and two independent
variables t and x [40]. For a longitudinal stress wave
traveling through an elastic medium, u denotes the
displacement at location x and time t . The constant α in
equation (3) denotes the speed of the longitudinal stress
wave traveling in the elastic medium. This wave speed was
determined from the elastic modulus (E) and the density (ρ)
of the elastic material using the relation

α =
√

E

ρ
. (4)

Water was modeled as a linear elastic fluid [38]; and
since it was fully confined, its bulk modulus was used
as the elastic modulus. The steel parts were modeled
as linear elastic solids [39]; and since they experienced
uniaxial loading, Young’s modulus was used as the elastic
modulus for steel. The material properties (elastic moduli
and densities) used for water and steel are given in Table 1.
The acoustic impedance (Z) for the wave propagation in
each medium was calculated using the relation

Z = α × ρ. (5)

The interfaces between water and steel were modeled as
bonded interfaces sharing common nodes. The stress wave
interaction at the interface was modeled using the equations

σr = ZB − ZA

ZB + ZA
σi (6)

σt = 2ZB

ZB + ZA
σi, (7)

where σi denotes the incident stress wave traveling through
material A, which gets reflected from the interface as σr and
transmits into material B as σt [41–43].

Displacement ua(t) was specified as a boundary condi-
tion at the left end of the piston (Fig. 4). This boundary con-
dition physically represents the displacement provided by
the piezoelectric actuator. A fixed boundary condition was
specified at the right end of the end-cap (Fig. 4) to model
the support by the aluminum plates and threaded rods fix-
ture. The method of characteristics was implemented using
a MATLAB (MathWorks Inc., Natick, MA, USA) script to
numerically solve the one-dimensional wave propagation
equation (equation (3)) for each of these media [40].
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Fig. 4 One-dimensional domain
for the numerical model
simulating the pressure chamber
with white dots showing the
locations of the nodes used for
extracting pressure profiles
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As a test case, a sinusoidal profile having 7μm amplitude
and 2000Hz frequency was specified as a displacement
boundary condition. This boundary condition mimics the
displacement provided by the piezoelectric actuator at
2000Hz operating frequency. The apparatus was simulated
by numerically solving the governing equations and the
pressure profiles were extracted for two locations of
interest: first being the midpoint of the pressure chamber
and second was the location where the pressure transducer
was incorporated in the experimental setup. Figure 5
shows both the input displacement profile specified as the
boundary condition and the pressure profiles extracted for
the specified locations.

It is noticeable that the pressure profiles have the same
form as the actuator displacement profile. Moreover, the
two pressure profiles are almost coinciding, suggesting
a minimal variation in the pressure across different
locations inside the chamber. This observation supports
the simplification of a hydrostatic pressure distribution
inside the chamber as the piston speed is several orders
of magnitude smaller than the longitudinal wave speed in
water. Thus, the pressure generation can be directly linked
to the piston displacement as stated in equation (2).

This model of the pressure chamber is a simplistic
model that doesn’t account for the components with
non-linear response such as deformation of the o-rings
and the chamber, friction between the o-rings and the
pressure chamber walls, etc. Still, it is helpful in estimating
the shape and the maximum expected magnitude of the
generated pressure profiles. The effect of unaccounted
components in the numerical model on the performance of
the apparatus was further experimentally evaluated through

Table 1 Material properties for the numerical model

Material Elastic modulus Density

(GPa) (kg/m3)

Water 2.15 (Bulk Modulus) 998

Steel 200 (Young’s Modulus) 7850

system identification, and a control strategy was developed
to generate complex pressure profiles.

Control

To generate a user-defined, arbitrarily complex pressure
loading cycle in a consistent and reproducible manner, a
controller is needed for the pressure apparatus. Based on the
user-specified target pressure profile, the controller needs
to compute appropriate control input, i.e., an excitation
voltage profile driving the piezoelectric actuator, such that
the pressure profile generated by the apparatus closely
follows the target pressure profile. In control theory, this
control problem is termed as “output tracking problem”
[44]. To design such a controller for the apparatus,
first, the apparatus was characterized by correlating the
inputs given to the apparatus and the measured outputs.
This performance characterization is known as “system
identification”, and is detailed in “System Identification”.
MATLAB was used to generate the input signal, and
to process the output data measured from the device.
The results of processing this experimental data were
used to develop a feedforward control that is detailed in
“Feedforward Control”.

System Identification

The pressure apparatus is a single-input, single-output
(SISO) system. The input to the system is an excitation
voltage signal provided to the power amplifier driving the
piezoelectric actuator. The output of the system is the
pressure profile generated by the apparatus in response
to the actuation of the piezoelectric actuator. For system
identification, the response of the apparatus to various
sinusoidal excitations was measured. A chirp signal, i.e.,
a constant amplitude sinusoid with continuously varying
frequency, was given as input to the system to evaluate
its frequency response. As an illustration, a chirp signal is
shown in Fig. 6. This chirp signal has a starting frequency
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Fig. 5 Comparison between the
actuator displacement profile
(left y-axis) specified as the
input boundary condition to the
numerical model and the output
pressure profiles (right y-axis)
obtained from the numerical
simulation
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fo and end frequency fT , and the instantaneous frequency
f is linearly increased from fo to fT over the total duration
of the signal (T ) as given in equation

f (t) = f0 + (
fT − f0

T
) × t . (8)

The chirp function in MATLAB was used to generate this
signal profile.

To evaluate the frequency response of the system, the
system was excited with chirp input signals having f0 =
100Hz and fT = 5 kHz for a total duration of 100ms. This
frequency range was specifically chosen as the dominant
frequencies in the ICP profiles observed in a bTBI event
fall within this range [17, 18]. Multiple experiments were
performed to evaluate the system’s response to such chirp
inputs of various magnitudes. For each of the chirp signal,
an offset equal to the amplitude of the sinusoids was added
to make the chirp signal non-negative. The input parameters
for these sine-sweep experiments are given in Table 2.

Time

A
m

pl
itu

de

Fig. 6 A chirp signal

As a representative result, the chirp input signal having
6V amplitude is shown in Fig. 7(a), and the corresponding
output pressure profile generated by the apparatus is shown
in Fig. 7(b). There was a transport delay between the
input excitation and the pressure output profiles, which
corresponds to the response time of the system. This
transport delay was measured using the correlation-based
finddelay function in MATLAB and was found to be 80μs.
This transport delay was removed from further analysis by
defining a new start time for the pressure output profile.
It can be observed that even though the input signal had a
fairly constant amplitude for all the excitation frequencies,
the output pressure profile exhibits amplitude variation with
input frequencies. This amplitude variation of the sinusoids
constituting the input and the output profiles was quantified
by analyzing the profiles in the frequency domain.

The amplitude variation was characterized by computing
the gain, i.e., the ratio of output amplitude to input
amplitude for a particular frequency. The DC gain was
also determined by computing the ratio between the output
and input amplitudes for the zero frequency. Additionally,
the phase difference between the sinusoids constituting
the input and the output profiles was computed from the
frequency-domain data. The gains and the phase differences
for the sinusoids were determined for all the system
identification experiments. These gains and the phase
differences computed from the input-output data for each
of the 10 experiments are shown in Fig. 8(a) and 8(b)
respectively.

The gain and the phase difference curves determined
from the experimental data are consistent over all the
experiments. The gain curves clearly capture the local
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Table 2 Input parameters of the sine-sweep system identification experiments

Start frequency End frequency Duration Input amplitude Number of experiments

(Hz) (kHz) (ms) (V)

100 5 100 2 2

100 5 100 4 2

100 5 100 6 2

100 5 100 8 2

100 5 100 10 2

resonances present in the system even though the exact
factors causing the resonances are hard to isolate or
predict analytically. The average gain and the average phase
difference curve are also shown in the above Fig. 8(a) and
8(b). Thus, by using these average gain and the average
phase difference curves, the system output can be predicted
for a sinusoidal input having a frequency between 100Hz to
5 kHz.

By knowing how the amplitudes and phases of sinusoids
change from input to output and modeling the system as a
linear time-invariant system [45], the response of the system
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Fig. 7 (a) Chirp voltage profile given as an input to the pressure
apparatus for a system identification experiment (b) Output pressure
profile generated as a response to the chirp excitation

can be predicted for an arbitrarily complex input profile
composed of the sinusoids of these frequencies. Finally, the
system identification curves, the average gain curve and
the average phase difference curve, were used to design a
feedforward controller for the output tracking problem.

Feedforward Control

For the output tracking problem, the target output profile
to be tracked is provided as an input to the controller. A
feedforward controller was designed to compute a control
input profile such that the output generated by the system
tracks the target output profile. The feedforward controller
used the system identification curves, the average gain curve
and the average phase difference curve, to compute the
control input profile.

First, the target output profile was transformed into
its frequency-domain representation to determine the
amplitudes and the phases of the sinusoids of which it is
composed. Then, the amplitudes of the sinusoids for the
control input signal were determined by dividing the output
amplitudes with corresponding gains. Also, the phases of
the sinusoids for the control input signal were calculated
by incorporating the phase shift from the average phase
difference curve into the phases of corresponding sinusoids
in the target output profile. Once the amplitudes and phases
of the sinusoids were determined for the control input
signal, its time-domain representation was reconstructed.
This control input signal was then provided to the system
and the actual experimental output profile was measured.
Lastly, the target output profile and the experimental output
profile were compared to evaluate the performance of
the feedforward controller. The implementation and the
performance of this controller were tested by tracking a
multi-modal pressure profile as detailed in “Multi-modal
Waveform”.

Results and Discussion

To assess the capabilities and the performance of the appara-
tus, we designed a series of experiments to generate various
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Fig. 8 (a) Gain curves and (b)
phase difference curves
determined from system
identification experiments
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pressure waveforms. Initially, we test the capability of the
device to generate two simple waveforms without using the
feedforward control. We demonstrate a single pulse wave-
form in “Single Pulse Waveform”, and an approxi-
mate Friedlander waveform in “Friedlander Waveform”.
Subsequently, we demonstrate the implementation of the
feedforward control to generate a multi-modal waveform in
“Multi-modal Waveform”.

Single PulseWaveform

In order to generate a single pressure pulse, a single
sinusoidal voltage pulse was given as an input to the
apparatus. Three such voltage excitation pulses having
different pulse widths and amplitudes were constructed as
detailed in Table 3. The excitation voltage vs time graph
for these pulses is shown in Fig. 9(a). The corresponding
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Table 3 Input excitation pulses constructed for generating pressure
pulses

Excitation Pulse No. Pulse width Pulse amplitude

(ms) (V)

1 0.50 8

2 1.75 10

3 6.00 7

pressure pulses generated as a result of these input voltage
pulses are shown in Fig. 9(b).

It can be observed that the pressure pulses closely
follow the temporal and magnitude characteristics of the
input voltage pulse. Thus, by changing pulse widths and
amplitudes of the input voltage pulses, pressure pulses
with various pulse widths and amplitudes can be easily
generated using this apparatus. Important characteristics of
the pressure pulses such as maximum loading rate (kPa/ms)
and total impulse, which is the area under the pressure-
time curve, can also be controlled by manipulating input
voltage pulse profiles. Molecular dynamics simulations

suggest parameters like peak pressure, pulse duration,
maximum loading rate, and total impulse have a significant
effect on cell membrane deformation [46]. Thus, having
an experimental apparatus that could generate various
pressure loadings spanning this parameter space facilitates
to experimentally test the numerical findings.

The comparison between the pressure profile generated
using a modified SHPB setup [14] and this apparatus is
also shown in Fig. 10. The input excitation pulse 2 was
designed in such a way that the pressure pulse generated
by the apparatus has a similar pulse width and magnitude
compared to the pressure waveform obtained from the
SHPB experiment. Our apparatus could not only replicate
the pressure generation capabilities of an SHPB setup but
also exceed them in terms of generating tunable pressure
profiles.

At the end of each excitation pulse, the input to the
actuator was set to 0V as shown in Fig. 9(a). Thus,
the excitation input to the actuator was stopped, allowing
the actuator to discharge. The actuator and the piston
were allowed to come to rest on their own. Part of the
pressure profiles, since the actuation was stopped, shows

Fig. 9 (a) Sinusoidal excitation
pulses given as inputs to the
apparatus. (b) Output pressure
pulses generated by the
apparatus for corresponding
input pulses
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Fig. 10 Comparison between the pressure pulse generated by our
apparatus and the pressure profile obtained from SHPB experiment
[14]

this transient response of the apparatus and eventually
pressure decays to zero as seen in Fig. 9(b). The amplitude of
this transient pressure was always found to be less than 10%
percent of the pressure amplitude during the loading cycle.

Friedlander Waveform

A Friedlander waveform consists of an instantaneous rise
in pressure followed by an exponential decay and lastly, a
negative pressure phase [15]. The time duration for which
the pressure is above the atmospheric pressure is known
as the positive phase duration of the waveform. As an
illustration, a Friedlander waveform having a maximum
pressure of 450 kPa and positive phase duration of 10ms
is shown in Fig. 11. In order to generate a Friedlander
waveform, the input voltage signal was constructed to
have a sharp rise followed by an exponential decay. The
negative phase feature of the Friedlander waveform was
not incorporated in the input voltage signal because of the
actuator limitation that it could only be operated within
a 0 − 10V range to generate compression, not tension.
The input voltage signal starts with an instantaneous rise
to the top voltage, followed by a hold time of 1ms, and
an exponential decay that lasts 10ms. This input excitation
and the resulting output pressure profiles are shown in
Fig. 12. The two pressure profiles were obtained when the
same input voltage profile was fed to the actuator. These
two pressure profiles replicate each other very closely,
confirming the repeatability of the apparatus.

Even though the input excitation can have an instanta-
neous rise, the response time of the system is finite. The
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Fig. 11 A Friedlander waveform with 450 kPa maximum pressure and
10ms positive phase duration

response time of the system depends primarily on the oper-
ational frequency-bandwidth of the piezoelectric actuator. If
the input pulse had a sharp peak like a Friedlander wave,
instead of the flat-top shown in Fig. 12, the system would
not have had enough time to respond and would not have
generated a pressure peak.

After this initial characterization, we determined that the
maximum pressure that could be generated with the current
implementation of our apparatus is 450 kPa, which is limited
by the geometry of the confinement and the maximum
displacement range of the piezoelectric actuator. The
maximum operating frequency of this particular actuator
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Fig. 12 Comparison between a Friedlander like input excitation
waveform given to the apparatus (left y-axis) and the output pressure
profiles (right y-axis) generated by the apparatus
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Table 4 Sinusoidal components of multi-modal target pressure profile

Frequency Amplitude Phase Offset

(Hz) (kPa) (rad) (kPa)

500 75 1.5π 75

1000 75 1.5π 75

2000 75 1.5π 75

is 5 kHz, which also imposes limits to the shortest rise
time for pressure generation and high-frequency spectral
components of the loading cycle.

Multi-modal Waveform

The implementation of the feedforward controller was
demonstrated by solving the output tracking problem for a
multi-modal target output profile. As a test case, a multi-
modal pressure profile was constructed by adding three sine
waves of frequencies 500Hz, 1000Hz, and 2000Hz. The
amplitudes and the phases of the sinusoids used to construct
the target pressure profile are detailed in Table 4. Also,
offsets equal to the amplitudes of sinusoids were added to
make the target profile non-negative. The multi-modal target
pressure profile constructed for the output tracking problem
is shown in Fig. 13.

The designed feedforward controller was used to
determine the control input profile. The control input
profile generated by the controller for this output tracking
problem is shown in Fig. 14. It is noticeable that the
control input profile exhibits the amplitude and phase
modulation characteristics of the system. This control input
profile was then fed to the amplifier that powered the

piezoelectric actuator. The output pressure profile generated
by the apparatus in response to the control input profile
was recorded. This experiment was repeated twice and the
measured pressure profiles for both the experiments are
shown in Fig. 15 along with the target pressure profile.

The experimental pressure profiles were found to be
in good agreement with the target pressure profile. The
two experimental pressure profiles were almost identical,
indicating the repeatability of the experimental results. The
experimental pressure profiles provided an over 96% fit to
the target pressure profile based on the normalized mean
squared error (NMSE) calculation. Thus, this proposed
feedforward control strategy can be used to fairly track a
complex pressure profile composed of the sinusoids having
frequencies between 100Hz to 5 kHz.

Conclusion

A novel apparatus was designed to generate complex
pressure profiles by using a piston-cylinder assembly filled
with water. A piezoelectric actuator was used to displace the
piston. The displacement of the piston driven by the actuator
was controlled through the voltage excitation input given
to the actuator. This displaced piston further compressed
the water inside the cylinder that generated pressure
profiles replicating the dynamics of the input voltage
excitation profiles. To test the capabilities of the apparatus,
the piezoelectric actuator was excited with various input
voltage profiles that included single sinusoidal pulses and a
Friedlander-like waveform. The pressure profiles obtained
for these input excitation profiles followed the temporal
and magnitude characteristics of their respective input

Fig. 13 Multi-modal target
pressure profile constructed for
an output tracking problem
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Fig. 14 Control input profile
determined by the feedforward
controller
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profile. Moreover, a feedforward controller was designed
and implemented, which enabled the apparatus to generate
complex user-defined pressure profiles.

Split-Hopkinson Pressure Bars, shock-tubes, and blast-
tubes are relatively complex systems with inherent hazards
such as high pressure, shock, impact, and loud noise.
In consequence, their safe operation requires rigorous
technical training. Also, they lack portability due to their
typically large footprint (∼ 10m2 or more) and anchoring
requirements (e.g., vibration isolation); and are in general

not tunable in the sense that their ability to produce arbitrary
loading cycles is very limited. Our apparatus overcomes
all of these limitations due to its very small footprint
(∼ 4 × 10−2 m2), no special anchoring requirements, no
inherent safety concerns, technical simplicity, and its ability
to produce virtually any arbitrary loading cycle within its
pressure and frequency bounds. In addition, our apparatus
fits inside any fume hood due to its compactness, increasing
its suitability for biomedical applications. Depending on
the choice of piezoelectric actuator, an apparatus like the

Fig. 15 Comparison between
the target pressure profile and
the experimental pressure
profiles obtained using the
feedforward controller
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one presented herein is suitable for applications that require
resonant frequencies in the range 5 kHz – 16 kHz, and peak
pressures of up to 450 kPa.

Typical ex-vivo and in-vitro experiments on living
tissue, organoids, or cell cultures are performed in nearly
incompressible media such as artificial cerebrospinal fluid
or other aqueous solutions [13, 14, 23, 47], enabling our
apparatus for studies of the effect of dynamical loading on
these kinds of biological systems.

The inner diameter of the tube is based on the diameter
of the piezoelectric actuator (11.2 mm). Its inner volume
was optimized for the operational characteristics of the
piezo actuator. In principle, the inner diameter of the
confinement could be increased, but it would require some
additional design optimization beyond just a change in scale
to offer similar operational characteristics as with the basic
design. The same idea goes for any attempt to increase the
maximum pressure, or the maximum achievable frequency:
the resonant frequency, stroke, and maximum force of the
piezo actuator define the limitations to each new design.

The current implementation of this apparatus does not
include volumetric expansion of the confinement chamber,
limiting its operation to positive gauge pressures. With the
intention to expand our studies to the effect of cavitation
[10–12, 24, 25], future implementations will include the
ability of exerting volumetric expansions.
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