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Abstract
Digital Image Correlation (DIC) is a well-established, non-contact diagnostic technique used to measure shape, displacement
and strain of a solid specimen subjected to loading or deformation. However, measurements using standard DIC can have
significant errors or be completely infeasible in challenging experiments, such as explosive, combustion, or fluid-structure
interaction applications, where beam-steering due to index of refraction variation biases measurements or where the sample
is engulfed in flames or soot. To address these challenges, we propose using X-ray imaging instead of visible light imaging
for stereo-DIC, since refraction of X-rays is negligible in many situations, and X-rays can penetrate occluding material. Two
methods of creating an appropriate pattern for X-ray DIC are presented, both based on adding a dense material in a random
speckle pattern on top of a less-dense specimen. A standard dot-calibration target is adapted for X-ray imaging, allowing the
common bundle-adjustment calibration process in commercial stereo-DIC software to be used. High-quality X-ray images
with sufficient signal-to-noise ratios for DIC are obtained for aluminum specimens with thickness up to 22.2 mm, with a
speckle pattern thickness of only 80 μm of tantalum. The accuracy and precision of X-ray DIC measurements are verified
through simultaneous optical and X-ray stereo-DIC measurements during rigid in-plane and out-of-plane translations, where
errors in the X-ray DIC displacements were approximately 2–10 μm for applied displacements up to 20 mm. Finally, a vast
reduction in measurement error—5–20 times reduction of displacement error and 2–3 times reduction of strain error—is
demonstrated, by comparing X-ray and optical DIC when a hot plate induced a heterogeneous index of refraction field in
the air between the specimen and the imaging systems. Collectively, these results show the feasibility of using X-ray-based
stereo-DIC for non-contact measurements in exacting experimental conditions, where optical DIC cannot be used.
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Introduction

Digital Image Correlation (DIC) is a powerful, image-based
diagnostic tool for measuring the shape, displacement and
deformation of an object [1]. A pattern on the surface of
the specimen is imaged periodically while the specimen
is subjected to some type of loading. The pattern consists
of random light and dark features, and can be either the
natural object surface, or can be applied using techniques
such as incomplete layers of white and black spray paint.
Using the principle of optical flow, DIC tracks the motion of
the pattern through consecutive images. Two-dimensional
DIC (2D-DIC) is the simplest category of DIC, in which
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a single camera is mounted perpendicular to a planar
object. The displacement and deformation of the object are
restricted to a plane perpendicular to the optical axis, and
only in-plane displacements are measured. An extension
of 2D-DIC is stereo-DIC (S-DIC), in which two cameras
are mounted at a stereo angle viewing the same region
of interest on the object. By using a priori knowledge
of the geometry of the stereo-rig (obtained through the
stereo-system calibration routine), S-DIC provides three-
dimensional shape and deformation measurements of the
surface of the object. Compared to 2D-DIC, S-DIC is
generally preferred, since it eliminates the planar restriction
and perspective error for objects moving towards or away
from the cameras.

Since the initial presentation of 2D-DIC in the early
1980s [2], DIC has matured significantly and is now a
well-established diagnostic technique. The International
Digital Image Correlation Society (iDICs) has even begun
the process of standardizing DIC for simple applications,
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such as mechanical characterization of materials in a
standard laboratory environment [3]. As DIC becomes more
common, however, researchers are pushing DIC into more
complex test environments that add significant challenges
to making precise and accurate DIC measurements. For
example, in explosive or combustion research, the sample
may be engulfed in flames or smoke and be visually
occluded, making optical-based measurements difficult or
impossible [4]. Another formidable challenge, which is the
focus of the current work, involves index of refraction
variations (either spatial or temporal) of the medium
through which the object is imaged. This situation can occur
in many different experiments, such as: (1) The object is
heated, and temperature- and density-gradients develop in
the air between the object and the camera [5–7]; (2) The
object is in an explosive environment and shock waves pass
between the object and the camera [8–11]; (3) The object
is in a wind tunnel or shock tube and is imaged through a
complex fluid flow [12, 13]. In all of these situations, visible
light is refracted through density gradients in the medium(s)
between the object and the camera, leading to beam-steering
effects which manifest as false displacements and strains in
DIC measurements. The magnitude of the errors depends
on the optical setup, but can be on the order of 0.5 pixels
or 220 μm of false displacements and 5000 μm m−1 of
false strains induced by heat waves [5], and 10–50 μm of
false displacements induced by a shock wave [11]. These
errors are much larger than the resolution expected of DIC
measurements in a well-controlled environment.

To address these issues, we propose using X-ray imaging
in place of optical imaging for S-DIC. Compared to visible
light, diffraction of X-rays through the density gradients of
interest are negligible [14–16], and X-rays can penetrate
occluding material. The concept of X-ray based stereo-DIC
(XS-DIC) is a straight-forward extension of optical S-DIC.
Instead of two cameras that image visible light reflected
from the surface of the specimen, two X-ray detectors
capture X-ray photons that pass through the object. The
intensity or grey-level values of the X-ray images represent
the local radiodensity of the object, integrated over the total
path length, with dark and light pixels corresponding to
areas with greater or lower X-ray attenuation, respectively.
The amount of X-ray energy that is absorbed by a material
depends on the X-ray energy, mass absorption coefficient
of the material, the density of the material, and the object
thickness [17]. Thus, one approach for creating a pattern
for XS-DIC is to apply a thin layer of a dense material in
a random pattern onto the surface of a less-dense object.
This is analogous to applying white and black paint speckles
to the surface of an object to create a pattern for optical
DIC. Unique to XS-DIC, though, is that the pattern can be
applied on a surface that is not optically visible, e.g. on
an interior surface of a component of an assembly. Similar

to optical DIC, this pattern is imaged periodically while
the object is loaded, and successive images are correlated
to produce full-field shape, displacement and deformation
measurements in three dimensions of the patterned surface.

Previously, 2D-DIC has been performed with X-ray
based images, which we refer to here as X2D-DIC.1

Russell and Sutton [18] measured the in-plane strain of a
glass-epoxy composite. They created a pattern for X2D-
DIC by applying stainless-steel metal powder onto the
surface of the composite with a lacquer binder. They only
reported strains on the visible surface, but proposed that
internal strain fields could also be investigated by seeding
steel particles in between the composite layers during
manufacturing. A group of researchers from the University
of Cambridge, including Grantham, Goldrein, Proud, and
Field among others, have applied X2D-DIC to numerous
applications [19–21]. In all of these cases, the test object
was seeded on an internal plane with high-density, X-ray
opaque particles to create a speckle pattern. X-ray images
were captured before and after deformation, and a cross-
correlation matching criterion was used to measure 2D
displacements of the seeded plane. Rae et al. [22] seeded
a plane with two types of lead particles, sandwiched in the
middle of a cylindrical mock explosive, and used a flash x-
ray system to image the test object at one instance in time
while it was penetrated by a projectile at approximately
500 m s−1. They evaluated three different correlation
algorithms and found that for all three algorithms, the
sub-optimal speckle pattern necessitated large subset sizes
(approximately 101 × 101 pixels2), which decreased the
spatial resolution and data density of the measurements.
As an alternative to seeding a specific plane, Louis et
al. [23] and Bay [24] used radiographs of heterogeneous
samples as a pattern for DIC. The dark and light regions
of the pattern were functions of the total X-ray absorption
through the entire thickness of the specimen. In these cases,
the 2D displacement and strain fields they computed were
averages through the thickness of the object. Additionally,
Bay compared the strain fields from X2D-DIC with strain
fields computed from particle tracking on the surface of
the specimen, and showed that when the resolutions of
the two techniques were matched, the measurements were
quantitatively and qualitatively similar. Finally, Synnergren
et al. [25] performed XS-DIC on a polyester specimen
seeded on an internal plane with lead particles, where two
X-ray heads and detectors each viewed the specimen from
a different angle. They used cross-correlation between the
reference and deformed images for each X-ray system to
obtain apparent 2D displacements in each system. The
computation of 3D displacements from the apparent 2D

1In the literature, X2D-DIC has also been called “digital speckle
photography”, “digital speckle radiography”, or “texture correlation”.
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displacements required careful measurement with a ruler to
determine the geometry of the two systems.

Volumetric-DIC, also called Digital Volume Correlation
(DVC), is another related diagnostic that is also based
on X-ray imaging [1, 26]. However, there are several key
differences that distinguish XS-DIC from DVC. First, DVC
provides measurements throughout the entire volume of
the object, while XS-DIC provides measurements only
on the surface of the object that is patterned. In this
respect, DVC is advantageous over XS-DIC. Second, DVC
requires a pattern throughout the entire volume of the
object, while XS-DIC requires a pattern only on a single
surface. For homogeneous specimens, creating a pattern
for DVC requires an invasive alteration of the object, e.g.
the addition of particles of a dense material to a less-
dense polymer, which typically results in radically different
material properties. Therefore, the test object for DVC is
typically restricted to naturally heterogeneous composites
or porous materials [27], and sub-optimal natural patterns
or patterns that degrade during deformation can lead to
decorrelation and/or measurement errors [28]. Applying a
pattern on a single surface for XS-DIC, though, is less
invasive, and thus XS-DIC is applicable to homogeneous
objects. Third, DVC is applicable only to static tests where
loading is applied in isolated steps, since some form of
time-intensive volumetric imaging of the object is required
at each load step (e.g. collection of a series of 2D images
at varying rotational angles around the object). In contrast,
XS-DIC can be used in dynamic tests, since only a single
pair of X-ray images is required for each instance in time.

In this paper, we describe a novel approach for XS-
DIC, and provide a thorough comparison to optical S-
DIC. First, we detail several techniques for creating
an appropriate pattern for XS-DIC, including a unique
method using thermal spray coating to create a thin and
unobtrusive pattern. Next, we describe how the common
bundle-adjustment calibration routine for optical S-DIC
can be adapted for XS-DIC, making our approach more
streamlined and compatible with commercial DIC software
compared to previous works. Next, we evaluate the X-
ray image quality for different patterns and different
thicknesses of samples. Using simple translation tests, we
compare the accuracy and precision of XS-DIC to standard
optical S-DIC, by performing both XS-DIC and S-DIC
simultaneously. Finally, we induce a heterogeneous index of
refraction field by placing a hot plate between the sample
and the imaging systems, and show a vast reduction in false
displacements and strains with the X-ray system compared
to the optical system.

The viability of XS-DIC is demonstrated here with
a simplified experimental setup, where beam steering is
caused by a hot plate, quasi-static image acquisition rates of
5 Hz or less are used, and the surface of interest of the test

piece is on the exterior and optically visible. However, our
target application for XS-DIC is to measure the response
(i.e. displacement, velocity, and strain measured directly
with DIC, as well as full-field mode shape, mode amplitude,
and damping derived from the DIC measurements) of a
jointed structure subjected to fluid loading in a shock tube
[11]. In this target application, beam steering is caused by
imaging through a shock front and turbulent fluid flow,
dynamic image acquisition rates of 10–20 kHz are required,
and the surface of interest is in the interior of an assembly.
The current work lays the foundation for using XS-DIC
in this complicated fluid-structure interaction application,
and more generally for non-contact measurements of
shape, displacement and strain in challenging experiments,
where optical access is not possible or where index of
refraction variations add significant bias to optical S-DIC
measurements.

Experimental Methods

Speckle Patterning Techniques

There are three main requirements of a speckle pattern for
DIC [3]:

• The pattern must adhere to the specimen so that
deformation of the pattern reflects deformation of the
underlying material of interest.

• The pattern must have significant contrast in intensity.
• The pattern must be sufficiently unique (e.g. random

and non-periodic) so that one subset or facet can be
correlated from one image to the next.

In optical-based DIC, speckle patterns are created in a
variety of ways, depending on the length scale of interest.
One of the most common speckling techniques is a base
layer of white paint followed by some sort of black speckles,
such as an incomplete layer of black spray paint, black
paint applied through a mask with specific sized holes, an
ink applied with a stamp, Sharpie marker applied by hand,
carbon powder sprinkled onto the wet white paint, etc. The
key to all of these variations is that the white background
and black speckles create good intensity contrast in the
images of the speckle pattern.

For X-ray-based DIC, intensity contrast in the images
depends on the local X-ray attenuation, integrated over the
total path length or specimen thickness. X-ray attenuation,
in turn, is a function of X-ray energy, mass absorption
coefficient of the material(s), and the density of the
material(s) [17]. When designing a pattern for DIC, one
goal is to minimize the impact the pattern has on the
specimen response. Given aluminum specimens, we sought
to create thin speckles using dense metals, such as tungsten
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Fig. 1 (Left) Four
different-sized wire meshes
through which a mixture of
tungsten powder and paint was
applied to create an X-ray DIC
speckle pattern on an aluminum
specimen. (Right) X-ray image
of the resulting DIC pattern on
the specimen

or tantalum. In this way, the X-rays are attenuated more
in the dense speckles than in the background aluminum
specimen, and the speckles appear darker than the rest of the
specimen.

We explored two different speckling techniques. First,
we mixed tungsten powder in paint, and then applied
the mixture to the aluminum specimens (140 × 140 mm,
3.18 mm thick) in a variety of ways, including flicking a
paint brush saturated with the mixture, painting through
wire meshes of different sizes, painting through a mask
of holes drilled in random locations, and hand-painting
individual speckles with a fine-point paint brush. Figure 1
shows an example of four different-sized meshes we painted
through and the resulting speckle patterns. In general, there
is decent contrast, but the speckle size and contrast are
not consistent, and all of the different application methods
are cumbersome. However, we believe some variation of
the application method could be refined, and that tungsten
powder mixed in paint could be a viable, inexpensive
speckling technique.

Instead of focusing on refining the tungsten powder in
paint technique, we pursued a second option for creating
a speckle pattern of a dense metal using thermal spray
coating. In brief, the principle of thermal spray coating [29,
30] is to pass a powder of the coating material through a
heat source in order to soften or melt it. The softened or
molten material is then propelled by process gases towards
the base material. Upon impact, the particles rapidly quench
and solidify, forming pancake-like structures, often called
“splats”. Over time, a nominally solid coating is built that
has a complex micro-structure, including porosity, micro-
cracks, oxidation from entrained air, and varying structures
of the coating material arising from unmelted, partially-
melted, and fully melted splats. Adhesion between the
coating and the base material is mechanical (opposed to
chemical), and adhesion between layers of the coating is
based on mechanical interlocking of the splats.

To use thermal spray to create an X-ray DIC speckle
pattern, we first created a mask of randomly-located holes
milled into an aluminum blank (1.59 mm thick), as shown

Fig. 2 (Left) Mask of
randomly-located holes used for
the thermal spray patterning.
(Right) Optical image of the
pattern created by thermal spray
of Ta powder on an Al specimen
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in Fig. 2. We chose four different hole sizes, nominally
0.5 mm, 1 mm, 2 mm and 3 mm diameter, in order to
evaluate the efficacy of the process to create different sized
speckles. The locations of the holes were generated using
the “Speckle Generator” program provided by Correlated
Solutions, and the holes were milled using computer-
numerical-control (CNC) machining. The density of the
holes (and thus the speckles) was chosen to be sparse, so
that the diameter and thickness of individual speckles could
be measured to evaluate the fidelity of the final speckle size
with respect to the initial mask hole size.

The exemplar specimen was an aluminum blank (140 ×
140 mm, 3.18 mm thick), which was sandblasted to promote
adhesion between the aluminum and the applied coating.
The mask was offset from the specimen using shims by
either 3.18 mm (specimen 1) or 0.38 mm (specimen 2).
Tantalum powder was then thermally sprayed through the
mask onto the aluminum specimen, using the parameters
shown in Table 1. Afterward, the specimens were cleaned
using ethanol to remove loose Ta powder that was not
adhered to the specimen. Figure 2 shows an optical image of
the final specimen with the Ta-based DIC speckle pattern.

The thickness of the coating was measured using an
optical profilometer (Keyence, VR3200, 40X magnifica-
tion, fine scan), which provided a 2D, full-field map of the
height of the specimen. Two regions (ca. 7.6 × 5.7 mm) of
each quadrant were scanned, and the speckles were iden-
tified either manually (Specimen 1) or by thresholding the
height data (Specimen 2). The heights of the speckles were
then averaged and subtracted from the mean height of the
background to estimate the thickness of the coating. The
diameters of the speckles were estimated using a “blob
analysis” of X-ray images of the specimens [31]. Both the
thickness and diameter results for each quadrant of each of
the two specimens are shown in Table 2.

Table 1 Parameters used in the thermal spray coating

Parameter Value

Powder H.C. Starck Amperit 150.074

Tantalum

Torch Triplex 210 Pro

Nozzle size 11 mm

Powder injector size 2 mm

Powder injector ring angle 105◦

Injector Ring annular position 40◦

Air cooling Silvent, 40 bar

Powder carrier gas Argon, 3 liter/minute

Plasma gas (primary) Argon, 48 liter/minute

Plasma gas (adjunct) Helium, 12 liter/minute

Current 475 amps

Powder feed rate 20 gram/minute

Table 2 Properties of X-ray speckle made via thermal spray coating

Mask Hole Speckle Diameter (mm) Speckle Thickness (μm)

Size (mm) Specimen 1 Specimen 2 Specimen 1 Specimen 2

0.5 0.7 +/− 0.1 0.6 +/− 0.1 8.0 79.7

1.0 1.0 +/− 0.2 0.9 +/− 0.2 12.9 88.2

2.0 1.7 +/− 0.4 1.7 +/− 0.2 15.8 89.8

3.0 1.9 +/− 0.7 2.1 +/− 0.3 15.1 85.1

While the specimens consisted of four quadrants with
different sized speckles in each quadrant, we focused only
on the smallest speckles, nominally 0.5 mm diameter. The
effect of the ratio of Ta to Al thickness on the X-ray images
was explored by stacking various numbers of blank Al
plates behind the specimens, making the total thickness of
Al through which the X-rays had to pass either 3.2 mm (no
extra plates), 12.7 mm (3 extra plates), or 22.2 mm (6 extra
plates). The specimen designations are detailed in Table 3.

For the optical DIC system, a digital file (Portable
Document Format or PDF) was created as the inverse of
the hole pattern that was used to generate the mask for
the thermal spray coating. This PDF speckle pattern was
printed on adhesive label paper using a laser printer2 and
adhered to the front of the specimen, directly on top of the
Ta X-ray pattern. The two patterns were aligned manually.
The thin paper and ink for the optical speckle pattern was
completely transparent to the X-rays and did not affect the
X-ray images. Thus, optical images of the printed speckle
pattern could be captured simultaneously with X-ray images
of the Ta thermal spray pattern, as described in “Stereo
Imaging Systems”.

Stereo Imaging Systems

In order to evaluate X-ray-based DIC, we set up a system to
perform simultaneous optical imaging and X-ray imaging of
the same specimen, as shown in Fig. 3. Table 4 summarizes
the equipment. Two X-ray machines were mounted at a
stereo angle in front of the specimen, and two X-ray
detectors were placed behind the specimen. Two optical
cameras were mounted above the X-ray machines, pointing
down at the specimen at a stereo angle. The specimen was

2Laser-printed patterns on paper can suffer from dithering, where
the borders of the speckles are polluted by small droplets of ink. In
some situations, this can cause spatial aliasing in digital images of
the speckle pattern. However, these spurious features were measured
with a high-magnification, high-resolution image to be approximately
85 μm or smaller. Additionally, the lens system resolution was
measured to be 7 lp/mm, which translates to a smallest resolvable
feature of 70 μm. Therefore, the lens acts as an analog filter, filtering
the small features on the edges of the speckles, leading to unaliased
speckles in the images used for optical DIC.
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Table 3 Specimen configurations

Specimen Ta coating Aluminum Ta/Al thickness

name thickness thickness ratio

(μm) (mm) (·10−3)

A 79.7 3.2 25.1

B 79.7 12.7 6.3

C 79.7 22.2 3.6

D 8.0 3.2 2.5

E 8.0 12.7 0.6

illuminated for optical images with halogen lights placed
behind and above the cameras. Both imaging systems were
set to have approximately the same field of view, centered
on the quadrant with the smallest speckles (nominally
0.5 mm diameter). Because the Ta speckles created with the
thermal spray system were slightly larger than the nominal
hole diameter of the mask (Table 2), and because the image
scale was slightly larger in the X-ray system, the speckles
were slightly larger in the X-ray images compared to the
optical images. This effected the subset size as described
in “DIC Processing Parameters”. Images from all four
systems (two X-ray detectors and two optical cameras)
were synchronized manually, which was sufficient for static
testing.

Camera Calibration

An essential component to stereo-DIC is determining the
intrinsic parameters of the imaging system (i.e. focal length,
center of sensor, skew) and extrinsic parameters of the stereo
system (i.e. translation and rotation of each imaging system
to the world coordinates). For standard, optical-based DIC,
the user captures images of the surface of a calibration
target as the target is rotated and translated within the
volume of interest. Typically, the calibration targets are
planar or bi-level, and have some features, such as an array
of dots, that are at known locations on the surface of the
target. Commercial DIC software is then used to extract
the location of the features in each image and triangulate

in order to determine the location of the features in 3D
space. Finally, a bundle adjustment optimization process
is used to determine the intrinsic and extrinsic parameters
simultaneously [1].

To calibrate a stereo X-ray system, two methods were
proposed and evaluated by Miller and Quintana [32]. The
first method involved capturing a single pair of images
(one image from each X-ray system) of a three-dimensional
calibration target. The second method mimicked the
approach used by commercial (optical) DIC software, by
capturing many pairs of images as a planar calibration target
was rotated and translated within the volume of interest.

For this work, we followed the second approach. A
dot-grid calibration target suitable for both X-ray and
optical imaging was fabricated using printed circuit-board
processes, where gold dots of 2.5 mm diameter were etched
in a 9 × 9 array with 5 mm spacing on the printed circuit
board substrate. On top of the gold dots, white plastic dots
were printed with black plastic filling in the background.
In the X-ray images, the dense gold dots appeared dark
while the plastic provided a light background. In the
optical images, the contrast is reversed, with the white
plastic dots appearing light against a dark background.
Thus, a single calibration target was imaged simultaneously
with both the X-ray and the optical stereo DIC systems
(Fig. 4). While the images for the two stereo systems
were captured simultaneously, the calibration process (i.e.
determination of the intrinsic and extrinsic parameters) was
done independently for each system.

The calibration target was mounted on a 3-axis motorized
translation stage and a 1-axis motorized rotation stage,
both of which could be operated remotely, as well as a
1-axis manual tilt stage. The target was initially mounted
perpendicular to the X-ray system at the center of the depth
of field, and it was first rotated about the vertical axis in
5◦ increments to ±35◦. Then it was returned to center and
translated vertically and horizontally in 10 mm increments
so that it filled the field of view of all four cameras.
Next, it was plunged out-of-plane in 5 mm increments to
±20 mm. Finally, the target was tilted back so that it was
approximately perpendicular to the optical cameras, and the

Fig. 3 Experimental setup used
for simultaneous optical and
X-ray imaging
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Table 4 Experimental
equipment for X-ray and
optical imaging

Optical DIC X-ray DIC

X-ray Machine N/A Kevex PXS10-65W

Camera or Detector 2.3 MP PointGrey Grasshopper Varex 2520DX, CsI

Lens 35 mm (Schneider) N/A

Stereo-Angle (approximate) 33 deg. 28 deg.

Accelerating Voltage N/A 130 kV

Current N/A 0.5 mA

Spot Size N/A 100 μm

Exposure or Integration Time 25 ms 200 ms

Field-of-View (approximate) 55 × 55 mm2 55 × 55 mm2

Image Resolution 1920 × 1200 px2 1536 × 1920 px2

Image Scale (approximate) 12.1 px/mm 16.4 px/mm

Speckle Diameter (approximate) 0.5 mm / 6 px 0.7 mm / 11 px

above rotations and translations were repeated, though with
larger increments.

The optical images were captured as 8-bit images, and
no further post-processing was done. The X-ray images
were initially captured as 16-bit raw images, and then
a flat-field image correction was applied. For the X-ray
image acquisition, the detector was operated at 5 frames per
second, and a 16-frame average was used to achieve a higher
signal-to-noise ratio. A histogram equalization was then
applied, and the images were scaled to 8-bit images. Finally,
the two stereo-DIC systems were independently calibrated
using Vic-3D (Correlated Solutions), with a standard pin-
hole camera model and a third-order radial lens distortion
model.

We stress that this calibration procedure is compatible
with commercial DIC software, and thus no modifications
or custom software are necessary to use X-ray images
in lieu of optical images. This is in contrast to previous
works, such as [25], which required a manual measurement

of the position of the X-ray sources and detectors for
calibration. By using procedures that interface seamlessly
with commercial DIC software, our method of XS-DIC is
more easily realized.

Translation Tests

The first test we used to evaluate the precision and accuracy
of XS-DIC was a specimen undergoing rigid translations.
The specimen was mounted to a motorized, nano-precision
translation stage (Aerotech, ANT130-XY). Using the stage,
the specimen was translated first horizontally in steps of
10 μm up to a total displacement of 50 μm, then in steps
of 4 mm up to a total displacement of 16 mm (Motion
1). The stage was then returned to its home position
(Motion 2). Next, the specimen was translated away from
the optical cameras and X-ray machines in increments of
4 mm up to a total displacement of −20 mm (Motion
3), returned to home (Motion 4), translated towards the

Fig. 4 Calibration target used
for both the X-ray and the
optical stereo DIC systems.
(Left) Example image of the
calibration target captured by the
optical system. (Right) Example
image of the calibration target
captured by the X-ray system
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Table 5 DIC settings used for
optical and X-ray images DIC Software Correlated Solutions, Vic-3D

Image Pre-Filtering Default low-pass filter

Subset Size 35 × 35 px2 (Optical) / 43 × 43 px2 (X-ray)

Step Size 10 px

Interpolant 8-tap

Subset Shape Function Affine

Correlation Criterion Zero-normalized sum of squared differences (ZNSSD)

Strain Formulation Green-Lagrange

Strain Window 5 data points

Virtual Strain Gauge Sizea 75 px or 6.2 mm (Optical) / 83 px or 5.1 mm (X-ray)

aThe VSG size is approximated as LV SG = (Lwindow − 1)Lstep + Lsubset , where LV SG is the VSG size in
pixels, Lwindow is the strain window in data points, Lstep is the step size in pixels, and Lsubset is the subset
size in pixels [3]

cameras in increments of 4 mm up to a total displacement of
20 mm (Motion 5), and finally returned home again (Motion
6). At each position, the specimen was kept stationary
while an image was captured in both the X-ray and the
optical systems. These translations were performed for each
specimen configuration listed in Table 3.

Similar to the images of the calibration target (Camera
Calibration), the optical images were captured as 8-bit
images, and no further post-processing was done. The
X-ray images were captured as 16-bit raw images, a flat-
field image correction was applied, and 16 frames were
averaged together. However, no histogram equalization was
performed, and the images were retained as 16-bit images.

Hot Plate Tests

As mentioned previously, the main motivation for devel-
oping X-ray based DIC was to be able to use DIC in
harsh environments, in which density gradients in the atmo-
sphere refract visible light and severely distort optical DIC
measurements. While the actual application of interest is
high-speed flows such as in a shock tube or wind tunnel,
we induced density gradients in the air in the current mock
experiment by placing a hot plate between the specimen and
the optical cameras and X-ray machines, as shown in Fig. 3.

The center of the hot plate (Sybron Thermolyne Model
HP-A1915B) was located approximately 46 cm from
the optical cameras and approximately 7.5 cm from the
specimen, and the top of the hot plate was approximately
aligned with the bottom of the quadrant of interest of
the specimen. The top surface of the hot plate was
approximately 15 × 15 cm, but two aluminum plates were
placed on top of it in order to increase the effective width
of the heated area to approximately 28 cm. This was done
to ensure that the FOV of each imaging system was looking
through the region of air affected by heat waves above the
hot plate.

The temperature of the hot plate was increased until the
optical images were visually shimmering due to the heat
waves. Both optical and X-ray images of the specimen were
captured at approximately 5 Hz over a 40 s period. A flat-
field image correction was applied to the X-ray images, but
no frame averaging was performed. The specimen remained
stationary during this time, so any DIC measurements from
these images are false displacements and strains caused by
refraction through the heat waves.

DIC Processing Parameters

The optical and the X-ray DIC images were processed using
the settings in Table 5 to compute full-field displacements
and strains. The subset size was selected based on having
at least three speckles per subset, as recommended by the
Good Practices Guide for Digital Image Correlation [3].
Figure 5 shows a representative subset for the optical images
and for Specimen A of the X-ray images. This criterion led
to a slightly larger subset for the X-ray system (43×43 px2)
compared to the optical system (35 × 35 px2) because the
speckles were larger in the X-ray images compared to the

Fig. 5 Representative subsets for the optical images and the X-ray
images (Specimen A)
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optical images (Table 4). Additionally, the subsets for both
systems were relatively large because the density of the
speckles was low. The speckle density was purposefully
designed to be sparse for the current work, because we
wanted to evaluate the fidelity of the final speckle size
with respect to the hole size in the mask when using the
thermal spray coating technique. However, moving forward,
a mask with a higher hole density pattern could easily
be fabricated, resulting in a DIC speckle pattern with
closer to the recommended 50% speckle coverage [3]. A
denser pattern would be critical for measurements with
high spatial gradients in the displacements and strains [22].
Alternatively, a higher-order subset shape function (e.g.
quadratic instead of affine) could be used if larger subsets
are required [3]. However, for the rigid translation tests used
in this work, with no spatial gradients in displacements or
strains, large subsets with an affine shape function were
acceptable. Smaller subsets—27 × 27 px2 for the optical
system and 33×33 px2 for the X-ray system—produced the
same mean displacements but with slightly higher noise.

For the rigid translation tests, one reference image was
used for the set of in-plane translations (Motions 1–2), and
a second reference image was used for the set of out-of-
plane translations (Motions 3–6). For the hot plate tests,
a single reference image collected at the beginning of the
image series was used.

Results and Discussion

X-ray Image Quality

Figure 6 shows X-ray images of the different specimen
configurations, with different thicknesses of Ta and Al
(Table 3). For comparison, an optical image of the printed
speckle pattern adhered on top of the X-ray pattern is also
shown. The left column shows the actual image intensities
on a reduced range of the 16-bit X-ray images; for the
right column, the image intensities were rescaled so that
they ranged from 0–255 on an 8-bit scale, thus leading to
constant contrast for each image. The successive addition
of more aluminum between specimens A, B, and C caused
the image to darken and the contrast to be reduced; a
similar trend was observed between specimens D and E. The
thinner Ta speckle pattern of specimens D and E was less
sharp and had much less contrast and more noise than the
thicker Ta speckle pattern of specimens A, B, and C.

The mean intensity, image contrast, and image noise
are shown in Fig. 7 as a function of the ratio of Ta to
Al thicknesses. Image contrast is defined as the difference
between the maximum and minimum intensity. Image
noise was calculated by subtracting two images of a static
specimen from a third reference image, taking the standard
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Fig. 6 Images of a portion of the speckle pattern used for optical DIC
and X-ray DIC. The left column shows the actual image intensities, on
a reduced range of the 16-bit scale for the X-ray images (3000–22,000
counts), and on the full range of the 8-bit scale for the optical image (0–
255 counts). The right column shows the rescaled intensities, such that
each image ranges from 0–255 and has constant contrast. Specimen
configurations are listed in Table 3
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Fig. 7 Image quality metrics for
each of the X-ray specimens.
Labels A–E refer to the
specimen names, designated in
Table 3. (a) Mean intensity,
maximum contrast, and image
noise, on a 16-bit scale. (b)
Magnified region of (a), to show
the image noise. (c) Image noise
as a percentage of image
contrast. The dashed line
represents the optical images,
for comparison purposes
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deviation of the difference, and averaging the standard
deviation over two images.

The mean image intensity is driven by the amount of
Al the X-rays passed through, where the mean intensity
decreases with increasing Al, regardless of the thickness of
the Ta speckles. Image contrast is a function of both the
thickness of the Ta and the Al, where contrast decreases
as the Ta thickness decreases or the Al thickness increases.
Image noise, in absolute counts on a 16-bit scale, shows the
same trend as the mean intensity, decreasing with increasing
Al thickness. Image noise, as a percentage of the contrast,
follows the Ta/Al thickness ratio, with noise increasing as
the Ta/Al ratio decreases. For comparison, the image noise
as a percentage of image contrast was also computed for
the optical system, and found to be 0.8%. X-ray specimens
A and B have similar or lower noise (0.6% and 1.0%,
respectively) compared to the optical system, while the
other X-ray specimens have higher noise as a percentage of
contrast. The effects of these different image properties on
the DIC results are discussed in “Translation Tests”.

Translation Tests

The images acquired during rigid in-plane and out-
of-plane translations of the specimens were correlated

using the DIC parameters described in “DIC Processing
Parameters”. The average epipolar error was approximately
0.10 px for the optical images and 0.04 px for the
X-ray images, indicating that the calibrations for both
imaging systems were satisfactory. The precision and
accuracy of the displacements were evaluated as described
in “Displacement precision” and “Displacement accuracy”.

Displacement precision

To compute the precision, or noise-floor, for the DIC
displacements, we first removed rigid body motion using
the average transformation for each image. Then, we
computed the displacement magnitude, D, as the Euclidean
distance based on the three displacement components,
U , V , and W , as shown in equation (1). By using
the displacement magnitude instead of the individual
displacement components, we were able to account for any
mismatch between the coordinate axes of the optical DIC
data, the X-ray DIC data, and the translation stage.

D =
√(

U2 + V 2 + W 2
)

(1)

Figure 8 presents a contour plot of the displacement
magnitude, with rigid body motion removed, for the extreme

Fig. 8 Contours of the noise
residual of the displacement
magnitude, D, with rigid body
motion removed, for the extreme
in-plane (D = 16 mm) and
out-of-plane (D = 20 mm)
translations for Specimen C
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Fig. 9 Displacement noise floor as a function of image noise
(Fig. 7(c)). Labels A–E refer to the specimen names, designated in
Table 3

in-plane and out-of-plane translations for Specimen C. With
rigid body motion removed, the remaining displacement
represents the measurement resolution or noise. The noise
pattern is completely random, and there are no obvious
spatial bias patterns. This result indicates that the stereo-
camera calibration procedure with a pin-hole camera model
(Camera Calibration) is able to adequately describe the
stereo X-ray imaging system. Compared to other non-
optical imaging techniques used for DIC, such as scanning
electron microscopy or atomic force microscopy [33–36],
there are no spatial or temporal bias errors that must be
corrected. We note, however, that these results could be
dependent on the X-ray detector or scintillator that is used;
if there are spatial non-uniformities in the detector or
scintillator, the images may need to be corrected prior to
performing image correlation.

Finally, we computed the standard deviation of D over
the region-of-interest for each image, and then averaged
these standard deviations together over all translation steps.
This noise-floor analysis takes into account effects of
camera noise and also tests the camera calibration and lens
distortion correction, since images were taken throughout
the entire volume of interest. This is a more complete noise-
floor evaluation than if only static images were used, but
still represents a minimum noise-floor.

Figure 9 presents the displacement noise-floor as a
function of the image noise (Fig. 7c) for the X-ray
specimens A–E, as well as for the optical images, for
both the in-plane and the out-of-plane translations. There
was no significant difference between the noise floor for
the in-plane translations compared to that for the out-of-
plane translations. The noise-floor for the optical images
ranged between 0.7–1.0 μm for the five different tests.
Since these five tests all had the same nominal optical
image quality, with image noise being approximately 0.8%
of the contrast, only the average noise-floor is presented in
Fig. 9. Given an image scale of 12.1 px/mm, this noise-
floor corresponded to approximately 0.01 px, which is
well within the normal noise-floor associated with standard
optical DIC measurements.

The noise-floor for the X-ray images varied depending
on the specimen, between 0.8–7.5 μm, which corresponded
to approximately 0.01–0.12 px with an image scale of
16.4 px/mm. The noise-floor for the different specimens
mostly followed the image noise, where specimen A had
the lowest image noise (as a percentage of contrast) and
the lowest displacement noise-floor, while specimen E had
the highest image noise and the highest displacement noise-
floor. The jump in the noise floor moving from specimen
C to D, even though the image noise remained constant, is

Fig. 10 Displacement
magnitude, D, from the optical
and X-ray DIC results for
Specimen C, plotted as a
function of applied translation
stage displacement. The insets
magnify the small displacements
of 50 μm. The black line
represents a theoretical 1:1
correspondence. The gray
arrows and numbers refer to the
motion steps described in
“Translation Tests”
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Table 6 Average error between the DIC displacement magnitude and
the translation stage

Specimen Displacement Error (μm)

In-Plane Disp. Out-of-Plane Disp.

Optical X-ray Optical X-ray

A 3.5 3.2 8.0 3.4
B 3.7 1.4 8.9 5.3
C 3.7 1.5 8.3 6.5
D 3.6 1.7 8.3 3.8
E 4.4 3.3 9.5 4.6

explained by the sharpness of the speckles. Specimen C had
80 μm thick Ta speckles, which had sharper edges, while
Specimen D had 8 μm thick Ta speckles with fuzzier edges,
as shown in Fig. 6. The sharpness of the speckles affected
the DIC correlation algorithm, even though both specimens
had approximately the same Ta/Al ratio and image noise.

We emphasize that the DIC algorithm is agnostic to
the method used to generate the images, e.g. optical
imaging versus X-ray imaging. Thus, the X-ray images
that had similar image quality and speckle quality as the
optical images—specifically specimens A and B—also had
comparable displacement resolutions.

Displacement accuracy

To evaluate the displacement accuracy of the DIC results,
we again computed the displacement magnitude according
to equation (1). Here, though, we did not remove rigid
body motion. The displacement magnitude was averaged
over the region-of-interest for each image, and Fig. 10
plots the displacement magnitude from the DIC results as
a function of the applied translation stage displacement.
Overall, there is very good agreement between the optical
DIC measurements, X-ray DIC measurements, and the
translation stage, both for small translation steps of less than
50 μm, as well as for large displacements of 20 mm.

The mean errors between the DIC measurements com-
pared to the translation stage displacement (as measured
from the optical encoder in the stage), are presented in
Table 6. The error of the X-ray DIC measurements is
comparable or even lower than the error of the optical
DIC measurements for the in-plane displacements. For the
out-of-plane displacements, the error for optical DIC was
slightly higher (8–9 μm) than the error for X-ray DIC (3–
7 μm). The cause of this difference is unknown, but since
the difference is only a few microns for displacements up
to ±20 mm, we did not investigate further. Thus we con-
clude that the X-ray DIC measurements have comparable

Fig. 11 Contour plots of the
in-plane displacement, U (top
row), and out-of-plane
displacement, W (bottom row),
for both the optical DIC system
(left column) and the X-ray DIC
system (right column) for
Specimen A, when a hot plate
induced heat waves and density
gradients in the air between the
cameras and the specimen
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Fig. 12 Displacements of the
center subset of the region of
interest for Specimen A, when a
hot plate induced heat waves
and density gradients in the air
between the cameras and the
specimen
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accuracy as the optical DIC measurements for the case of
rigid translations investigated in this work.

Hot Plate Tests

Although it is important to ensure that X-ray DIC does not
add significant noise or bias in comparison to optical DIC
in standard experimental setups, the primary goal of this
work was to evaluate X-ray DIC in the presence of strong
air density gradients. To do this, we compared optical DIC
with X-ray DIC when a hot plate was situated between

the cameras (and X-ray machines) and the specimen (see
Fig. 3). Natural convection developed in the vicinity of the
hot plate, creating a volume of air with temperature (and
thus density) gradients. Density gradients in the air between
the specimen and the optical cameras refract optical light
and bias optical DIC measurements [5]; X-rays, however,
are not refracted through density gradients in air [14–16].

Figure 11 presents contours of the DIC displacements
for Specimen A (Table 3), measured using either the opti-
cal system or the X-ray system, when the hot plate was
present. Since the specimen was motionless, all measured

Fig. 13 Contour plots of the
horizontal strain, εxx (top row),
and vertical strain, εyy (bottom
row), for both the optical DIC
system (left column) and the
X-ray DIC system (right
column) for Specimen A, when
a hot plate induced heat waves
and density gradients in the air
between the cameras and the
specimen
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Fig. 14 Normal strains of the
center subset of the region of
interest for Specimen A, when a
hot plate induced heat waves
and density gradients in the air
between the cameras and the
specimen
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displacements are errors. The contour plots from the optical
system exhibit a large magnitude of displacements as well as
the characteristic spatial distribution associated with imag-
ing through heat waves [5]. In contrast, the contour plots
from the X-ray system have a lower magnitude of displace-
ments and a distribution characteristic of random noise.

Figure 12 presents the displacements of a single subset
in the center of the region of interest as a function of time.
Again, we observe that the false displacements in the optical
system are significantly larger than the displacements in the
X-ray system.

The spatial gradients in the displacements directly
induced similar errors in the strain measurements. Figure 13
shows contour plots of the two normal strain components,
εxx and εyy , at the end of the image series, and Fig. 14
shows the strains of the center subset as a function of time.

Table 7 Spatial and temporal standard deviations of the DIC
displacements when a hot plate induced heat waves and density
gradients in the air between the cameras and the specimen

Optical DIC X-ray DIC Optical/X-ray ratio

Spatial Standard Deviation of Image 100

U 6.3 μm 1.2 μm 5x

V 9.9 μm 1.1 μm 9x

W 19.9 μm 3.9 μm 5x

εxx 960 μm/m 640 μm/m 1.5x

εyy 1320 μm/m 490 μm/m 2.7x

εxy 820 μm/m 400 μm/m 2.1x

Temporal Standard Deviation of Center Subset

U 12.2 μm 0.8 μm 15x

V 15.0 μm 0.8 μm 18x

W 34.6 μm 2.9 μm 12x

εxx 1140 μm/m 370 μm/m 3.1x

εyy 1040 μm/m 310 μm/m 3.4x

εxy 940 μm/m 270 μm/m 3.5x

Just as with the displacements, the X-ray DIC strains have
significantly less error than the optical DIC strains. Similar
considerations attend the shear strain, εxy , as well.

To further quantify the error caused by imaging through
heat waves, we computed the spatial standard deviation
of the displacements and strains of the contour plots in
Figs. 11 and 13. Additionally, we computed the temporal
standard deviation of the displacements and strains of the
line plots in Figs. 12 and 14. These statistics are presented
in Table 7, and are typical results for all time steps and all
subsets in the region of interest. The error of the optical
DIC displacements was 5–18 times higher than the error of
the X-ray DIC measurements, and the error of the optical
strains was about 2–3 times higher. These results again show
that X-ray-based DIC offers a unique solution to situations
where optical-based DIC measurements have significant
bias due to refraction.

Conclusions

In this paper, we presented a novel experimental technique
using X-ray imaging for stereo-DIC measurements (XS-
DIC). Several methods for generating an appropriate pattern
for XS-DIC were evaluated, including applying a mixture
of tantalum or tungsten particles on the surface of the
specimen by hand, or using thermal spray coating. Thermal
spray coating provided the most consistent thickness and
controlled location of the speckles, though the manual
methods could be refined for situations where thermal
spray coating is not available. Relatively thin speckles
of tantalum—only 10–80 μm thick—were sufficient to
generate high-contrast images, with aluminum specimens
up to 22.2 mm thick.

In previous work, we adapted a standard dot-grid
calibration target for X-ray imaging. This allowed us to use
a standard bundle adjustment process to calibrate the stereo
X-ray system. By streamlining the calibration process to
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interface directly with commercial DIC software, a major
hurdle to using X-ray images for DIC measurements was
eliminated.

The noise-floor of XS-DIC displacements ranged from
0.8–7.5 μm, depending on the thickness of the aluminum
sample, which compared favorably with the optical S-
DIC noise floor of approximately 0.7–1.0 μm. The X-ray
image quality and XS-DIC noise-floor are dependent on
the specimen material and thickness, and the X-ray source
and detector parameters (e.g. accelerating voltage, current,
integration time), and would need to be evaluated for each
experimental setup. The accuracy and precision of XS-DIC
displacements were evaluated from in-plane and out-of-
plane rigid translations. The XS-DIC displacements agreed
with both the nano-precision stage and simultaneous optical
S-DIC displacements, with an average error of only 2–
10 μm for applied displacements up to 20 mm.

A hot plate was placed between the specimen and
the imaging systems, to induce a heterogeneous index
of refraction field, and both optical S-DIC and XS-
DIC were used to measure apparent displacements and
strains of a static specimen. Optical S-DIC produced false
displacements up to 30 μm, while the XS-DIC had errors
of only 1–2 μm, leading to a 5–18 times reduction. These
spatially-varying false displacements led to strain errors
up to 1300 μm/m for optical S-DIC, but strain errors for
XS-DIC were approximately 2–3 times lower.

These results show the power of the X-ray DIC
system to provide accurate results of specimen motion and
deformation in harsh environments. The focus of the current
work was to evaluate XS-DIC in an experimental setup
where density gradients in the atmosphere cause significant
errors in traditional, optical-based DIC measurements. Our
target application is fluid-structure interactions in a shock
tube, where imaging through a shock front and turbulent
fluid flow induces bias errors in optical DIC of 10–
50 μm, the same order of magnitude of the signal of
interest. Other situations where density gradients cause
beam steering include, for instance, when a specimen is
at high-temperature, in a shock or explosive environment,
or subjected to complex fluid loading in a wind tunnel.
The same XS-DIC technique presented here could also
be applied to combustion applications, when the specimen
is engulfed in flames or soot and is optically occluded.
Additionally, XS-DIC could be leveraged in situations when
the specimen of interest is in the interior of an assembly
with no optical access. While the current work demonstrated
XS-DIC in quasi-static conditions with image acquisition
rates of 5 Hz or less, efforts are on-going to extend the
technique to high rates of 10–20 kHz. This ability to
do high-rate imaging with a continuous X-ray source is
critical for dynamic tests, such as in a shock tube, wind
tunnel, or explosive environment. Overall, X-ray DIC is a

versatile, non-contact diagnostic, with comparable accuracy
and precision as optical DIC, but with unique advantages in
situations where optical DIC has significant error or is not
feasible.
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