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Abstract
Question classification is an essential task in question answering (QA) systems. An effective and efficient question clas-
sification model can not only restrict the search space for answers, but also guide the QA system in selecting the optimal
knowledge base and search strategy. In recent years, self-attention mechanism has been widely used in question classification
for its strength of capturing global dependencies. However, it models all signals with weighted averaging, which is prone to
overlooking the relation of neighboring signals. Furthermore, recent research has revealed that part-of-speech (POS) informa-
tion can be used to determine and reinforce the semantics in sentence representation. In this paper, we propose a POS-aware
adjacent relation attention network (POS-ARAN) for question classification, which enhance context representations with POS
information and neighboring signals. To consider the local context, we propose an adjacent relation attention mechanism,
which incorporates a Gaussian bias via a dynamic window to revise the vanilla self-attention mechanism. Thus, it can capture
both the long-term dependency and local representation of semantic relations among words in different sentences. In addi-
tion, a POS-aware embedding layer is proposed, which helps to locate the appropriate headwords by syntactic information.
Extensive experiments are conducted on Experimental Data for Question Classification (EDQC) dataset and Yahoo! Answers
Comprehensive Questions and Answers 1.0, the results demonstrate that our model significantly outperforms the existing
methods, achieving 95.59% in coarse-grained level accuracy and 92.91% in fine-grained level accuracy, respectively.

Keywords Question classification · Self-attention mechanism · Adjacent relation · Part-of-speech · Context representation

Introduction

Question classification is an essential task in the natural lan-
guage understanding module of question answering (QA),
which aims to classify questions into certain pre-defined
intent categories. Previous studies [1–3] indicate that an effi-
cient question classificationmodule contributes to restricting
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the search space for finding answers, thus reducing search
costs. A typical example is “What’s the capital of China?”.
The real intent of this question is “locations”. Therefore, the
candidate of answers is the “locations” pronoun related to
“China” and “capital”,which is amuch smaller space than the
entire search. Moreover, an efficient question classification
module also can guide the QA system to select the optimum
knowledge base and search strategy. For example, “Who is
the CEO of Facebook”, focusing more on the relation among
different entities, is well suited for searching answers in a
knowledge graph. While if the question is “Why Facebook
will never charge you?”, whose intent is “reasons”, the best
choice is to search for answers in a web knowledge base.

In the early stage, many rule-based methods [4, 5] tried
to match questions with hand crafted templates to deter-
mine the category of question. However, plenty of rules need
to manually pre-defined for different cases, which is time-
consuming and labor-intensive. With the rapid development
of deep learning and lexical embedding techniques, neural
networks have made great breakthroughs in natural lan-
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guage processing, especially convolutional neural networks
(CNN) [6, 7] and recurrent neural networks (RNN) [8–
10]. RNN-based models view text as a sequence of words,
which are intended to capture word dependencies in text.
Bai et al. [11] proposed a positional RNNmodel that consid-
ers aspect word position information for text classification.
Therasa et al. [12] introduced an adaptive RNN model with
feature optimization to learn question representation with
faster convergence and avoid the local optima. Both of them
have achieved a great improvement in results. CNN-based
models are trained to identify textual patterns, such as key
phrases and text structure. Soni et al. [13] presented a CNN-
based architecture that applies two-dimensional multi-scale
convolutional procedures to extract intra- and inter-sentence
features from input text data. Tan et al. [14] proposed an
adaptive CNN model that adaptively generated convolu-
tional filters to project word embeddings into the same
subspace. In addition, hybrid models [15] combining CNNs
and RNNs are also proposed. Ma et al. [16] put forward
a hierarchical convolutional recurrent neural network for
Chinese question classification, which combines TextCNN
and Bi-LSTM to learn human-understandable concepts in
a hierarchical structure. However, RNNs are susceptible to
gradient disappearance or explosion and have high time com-
plexity due to their recursive nature, While CNNs do not
consider sequence order and fail to capture long-range depen-
dencies. In the recent years, self-attention mechanism [17,
18] has been widely used in question classification for its
strength of capturing global dependencies. Liu et al. [19]
proposed a multi-stage attention model based on temporal
CNN, capturing contextual-related features at word and con-
cept levels. Zheng et al. [20] constructed a deep learning
model combining RNNs and attention mechanism, in which
RNNs generated the semantic features, and the obtained
featureswereweighed in accordancewith the attentionmech-
anism. However, vanilla self-attention mechanism models
all signals with weighted averaging, which is prone to over-
looking the relation of neighboring signals [21]. Moreover,
recent studies [22, 23] have demonstrated that fully utilizing
part-of-speech (POS) information would result in additional
semantic improvements in sentence representations.

Accordingly, in this paper, we propose a POS-aware adja-
cent relation attention network (POS-ARAN) for question
classification, which enhance context representations with
POS information and neighboring signals. Specifically, we
propose an adjacent relation attention mechanism (ARAM),
which revise the vanilla self-attention mechanism by incor-
porating aGaussianbias via a dynamicnon-symmetricalwin-
dow. In this way, additional contextual information between
neighboring words can be captured, while long-term depen-
dencies are not affected. In addition, a POS-aware embedding
layer is proposed, which helps to locate the appropriate head-
words by syntactic information. Extensive experiments are

conducted on Experimental Data for Question Classification
(EDQC) dataset and Yahoo! Answers Comprehensive Ques-
tions andAnswers 1.0, the results demonstrate that ourmodel
significantly improves the performance, achieving 95.59%
in coarse-grained level accuracy and 92.91% in fine-grained
level accuracy, respectively.

Our contributions are summarized as follows:

– We propose an adjacent relation attention mechanism
(ARAM). The ARAM revises the original self-attention
mechanism by integrating a learnable Gaussian bias
within a dynamic window, which enables it to capture
additional contextual information between neighboring
words.

– We propose a POS-aware embedding layer, which helps
to locate the appropriate headwords by syntactic infor-
mation for textual content understanding.

– We conduct our experiments on the widely used question
classification datasets, and the experimental results show
that our proposedmodels can achieve better performance
than previous state-of-the-art models.

The remaining of this article is structured as follows: In
Sect. “Related work”, relevant studies about this task are
presented. In Sect. “Method”, we formalize the definition of
question classification. Moreover, the method and architec-
ture of POS-ARAN are completely described in this section.
In Sects. “Experiments” and “Discussion”, we present the
results of the comparison experiments and ablation experi-
ments to prove that our model is competitive and provide a
brief analysis. Finally, in Section. “Conclusion”, some con-
clusions are summarized.

Related work

Question Answering (QA) is a vital task in natural language
processing (NLP) [24, 25]. The goal is to build systems that
can automatically answer questions raised by human in a nat-
ural language [26]. Question classification is a key sub-task
to QA systems, which aims to map the question into a certain
category. Various techniques have emerged to solve question
classification issues. These techniques can be divided into
three groups: rule-based techniques, machine learning tech-
niques, and deep learning techniques.

Rule-based approaches

Initially, most question classifiers followed rule-based strate-
gies, such as the Webclopedia QA Typology [27], including
276 hand-written rules corresponding to the 180 answer
types. Dragomir et al. [28] employ Ripper and a heuristic
rule-based algorithm to identify the question type. Kwok et
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al. [29] introducedMULDER that can determine the question
type just by looking at the questions interrogative pronoun.
Silva et al. [30] evaluated a rule-based question classifier,
either it directly matched the question classification or it
identified the headword of questions and mapped it into the
question category by WordNet. Although rule-based meth-
ods can achieve good results in specific domains without
the need for large amounts of training data, they have been
phased out as different expressions can significantly increase
the number of rule templates and consume a lot of resources
and time.

Machine-learning-based approaches

With the development of machine learning, approaches
applied in question classification have gradually changed
away from manual and expert rules. Most of these methods
are based on supervised statistical machine learning. Huang
et al. [31] used the support vector machine (SVM) with lin-
ear kernel to classify questions and achieved the accuracy of
89.2% on Text REtrieval Conference (TREC) dataset. Zhang
et al. [32] designed a kind of SVM with a tree-like custom
kernel, which enabled their model to achieve the accuracy
of 90.0% on TREC dataset. In addition to the SVM model,
researchers also employed the maximum entropy model in
question classification. Kocik et al. [33] proposed a maxi-
mum entropy model on TREC and achieved the accuracy of
89.8%. Le Nguyen et al. [34] put forward a subtree mining
algorithm that uses subtrees of parse trees as features and
combines a maximum entropy model to classify questions.
Furthermore, the Sparse Network (SNoW) is also an alter-
native, which trains an independent linear function for each
class by updating the rules. Li et al. [35] introduced a hierar-
chical classifier and firstly allocated crude tags to questions.
These tags and other features are then entered into the subse-
quent hierarchy for classification. They attained an accuracy
of 89.3% on the TREC dataset.

Deep-learning-based approaches

Compared with traditional machine learning, one of the
improvements of deep learning lies in the word embedding.
Traditional word embedding models like the N-GRAM are
prone to data smoothing due to sparse data. Furthermore,
the word vector obtained from such a model can reflect nei-
ther the diversity of words nor the connection between the
words. In contrast, distributed representation methods like
word2vec utilize low-dimensional, dense vectors to represent
the semantic information of words, effectively solving the
above problem. Yilmaz et al. [36]used word2vec on different
deep learning architectures to study an agglutinative lan-

guage, achievingbetter performance than traditionalmethods
on multiple datasets. Although some studies still used n-
gram features, they tried to employ CNNs to compensate
for the shortcomings. Kim et al. [37] proposed a CNN-based
classification model to capture the n-grams features of text.
This model is simple and consists of only five layers. Soni et
al. [13] presented a CNN-based architecture that applies two-
dimensional multi-scale convolutional procedures to extract
intra- and inter-sentence features from input text data. Tan
et al. [14] proposed an adaptive CNN model that adaptively
generated convolutional filters to project word embeddings
into the same subspace. RNN is also a widely used approach
to captureword dependencies in text. Zhou et al. [38] used 2D
convolution and 2D pooling layer to obtain the representa-
tion of output from Bi-LSTM. In this way, their model could
capture more sequence features and vector features simulta-
neously. Similarly, Wu et al. [39] introduced two Bi-LSTM
to generate hidden state representations of the question and
answer text respectively. Cai et al. [40] proposed a classifi-
cation model based on CNN-LSTM network, which focused
on themedical field. The experimental results onHealth Care
Quality Indicators (HCQI) dataset proved the efficiency of
their model. RNN model that considers aspect word posi-
tion information for text classification. Therasa et al. [12]
introduced an adaptive RNN model with feature optimiza-
tion to learn question representation with faster convergence
and avoid the local optima. With the occurrence of Trans-
former, the self-attention mechanism has become a matter
of concern. It can generate the weights of different con-
nections dynamically, enabling it to handle the long-term
dependency in sentences. Liang et al. [41] proposed a novel
SVA-CNN deep learning architecture, which leveraged a
multi-view representation of text to learn high-level features.
Simultaneously, spatial attention and view attention mecha-
nismswere proposed to preserve the latent interaction among
different-granularity semantic groups. Liu et al. [19] pro-
posed amulti-stage attentionmodel based on temporal CNN,
capturing contextual-related features at word and concept
levels. Zheng et al. [20] constructed a deep learning model
combining RNNs and attention mechanism, in which RNNs
generated the semantic features, and the obtained features
were weighed in accordance with the attention mechanism.

However, since the conventional self-attention models
consider all words in a sequence, so that the relation among
neighboring words is weakened in the weighted averaging.
As we all know, neighboring words frequently include a
wealth of information about the words that are close to them,
which is crucial for models to understand the semantics of
natural language. To solve this problem, POS-ARAN, which
incorporates POS information and enhances the model’s
comprehension of local context, is suggested in this paper.
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Method

Problem definition

Question classification can be defined as follows. The initial
input is a question Q

Q = {q1, q2, ..., qm} , (1)

where m denotes the number of words in the input question.
Then, POS-ARAN performs a nonlinear transformation on
Q and gains the result R

R = {r1, r2, ...rn} , (2)

where n denotes the number of intent categories. R can
be regarded as the predicted scores for n intent categories.
Finally, POS-ARAN selects the category with the highest
score ri as the outputted intent category

ri = max {r1, r2, ...rn} , i ∈ [1, 2, ..., n] . (3)

Overall architecture

In this section, we introduce the overall architecture of our
POS-ARAN model which is shown in Fig. 1. The model
first receives an input question and transforms the sequence
into a word vector matrix. The POS-aware embedding layer
presented in this paper is based onGloVe,which has beenpre-
trained on Wikipedia 2014 and Gigaword 5, containing over
6 billion tokens. By calculating the similarity of the original
word to the rest of the words in the sentence, the align-
ment probabilities as attention values are generated. Among
them, the word having the maximum alignment probability
is defined as the headword. Then, the word vector matrix
is sent to the ARAM module, which is the main module in
POS-ARAN. It applies revised self-attention to capture the
long-term dependency of the headword. During this process,
the adjacent relation of each word is encoded to improve the
short-term dependency of the headword. Finally, the encoded
matrix is passed to a softmax layer and obtains the final prob-
ability of categories.

Adjacent relation attentionmechanism

As shown in Fig. 2, the original distribution of attention treats
the same words at various distances almost equally, which is
inconsistentwith human’s cognition of natural language texts
that the neighboring words of headword could provide more
richer semantic information. Namely, we hope the original
word xi can keep highly relevant to the neighboring words
of the headword x j when xi is aligned with x j . In this way,

the long-term dependency and local information can be kept
at the same time.

The conventional self-attention takes all of the words in
the sentence into consideration, so that the weighted averag-
ingweakens the short-term dependency between the adjacent
words. Hence, we introduce the idea that revising the original
attention distribution to take into account the expected local
information. In addition, the ideal distribution should only
correct the distribution of some necessary positions, which
could avoid unnecessary interference on the original distri-
bution.

In this paper, we hypothesize that the semantic contribu-
tion to headword from tokens at different distance obeys a
normal distribution. The reason to choose normal distribu-
tion is that it is hard to statistically measure the semantic
importance of a word according to another one. Compared
with different decaying mechanisms, e.g., linear decaying
according to distance [42], or other distributions such as
Zipf Distribution, studies demonstrate that the Gaussian [43]
assumption works better. Specifically, we learn a couple of
Gaussian biases with a non-symmetrical window instead of
the symmetrical window, and add these biases to the attention
distribution. As shown in Fig. 2, when self-attention aligns
“Where” with “capital”, it should not only focus on “capital”
but also on the words adjacent to “capital”. Figure2a applies
the traditional symmetrical window whose center is “capi-
tal”. However, not all words in the window are related to the
headword. For example, “is” and “the” nearly have nothing
to do with “capital” and should not receive much attention.
Directly using a symmetrical window may pay attention to
some irrelevant words. As shown in Fig. 2b, POS-ARAN
applies the non-symmetrical window to correct the distribu-
tion. It is obvious that more attention is paid to “of” and
“China", which is more reasonable.

Given an input sequence X={x1, x2, ..., xn}, self-attention
will map it to a target sequence H={h1, h2, ..., hn}, where
X ∈ R

d×n , H ∈ R
d×n . d and n are the dimension of

hidden layers and length of sequence. To implement our non-
symmetrical window strategy, we split the whole window D
into DLef t and DRight , which represent the windows on both
sides of headword x j . In most case, DLef t is different from
DRight , and the extra distribution can be defined as Eq. (4)

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

θi, j =
∣
∣
∣
Cov|(Pi , j)|

σi ·σ j

∣
∣
∣ − 0.5

GLi, j = max
(
0, θi, j

) 2θi, j ( j−Pi )2

D2
Le f t

GRi, j = max
(
0, θi, j

) 2θi, j ( j−Pi )2

D2
Right

,

(4)

where Pi is the position of predicted words adjacent to
xi . Since the prediction of each headword depends on its
corresponding scalar pi , it can be calculated by Eq. (5).
θi, j ∈ [−0.5, 0.5] is a coefficient that controls the extent of
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Fig. 1 The whole architecture of the proposed POS-ARAN model

Fig. 2 Distribution correction of symmetrical window and non-symmetrical window

correction. When θi, j > 0, the attention of the correspond-
ing position should be correct. GLi, j and GRi, j denote the
Gaussian distribution based on the left window and rightwin-
dow of the headword. Traditionally, D is set as a constant
[44], which means that we can just improve the adjacent
relation in a fixed range around the headword. However, this
would be hindered by two problems. First, the value of D is
hard to determine. If D is too big, the improvement of the
adjacent relation is pointless, and if D is too small, some
important words may be overlooked. Second, the window
size of headwords differs fromeach other. In otherwords, this

value should be determined dynamically. Therefore, ARAM
itself learns a transition matrix Wd to calculate D for each
headword dynamically, as shown in Eq. (6)

Pi =
⌈
R/

[
1 + exp

(
−UT

p tanh (Wi xi )
)]⌉

(5)

DLeft/Right =
⌈
λR/

[
1 + exp

(
−UT

d tanh (Wdxi )
)]⌉

, (6)
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where UT
d is a set of linear projection vector. Wd ∈ Rd×d

denotes the transition matrix learned dynamically during
training. R is a scaled factor that rescale the range of window,
and λ is a fine-tuned weight. Then, the process of the revised
self-attention in our POS-ARAN model can be formalized
as Eq. (9)

ei j =
(
xi · WQ

)
·
(
x j · WK + r Ki j

)
/
√
d (7)

ai j = exp
(
ei j + GLi j + GRi j

)

n∑

k=1
exp (e ik + GLik + GRik

)
(8)

hi =
n∑

j=1

ai j ·
(
x j · WV + rVi j

)
, (9)

where WQ , WK ,WV ∈ R
dx×dh are the transition matri-

ces of vector Query, Key, and Value. In Eq. (8), GLi, j and
GRi, j are added to the original distribution linearly. Equation
(7) applies the scaled dot product of self-attention model to
define the scoring function of ei j . This method adds a scaled
factor on the basis of the traditional dot product, which can
avoid the low learning efficiency caused by small gradient. To
scale the result to an appropriate range, we set the scaled fac-
tor as 1/

√
d . Moreover, during training process, we assume

that when the distance between two elements in the same
sequence exceeds a certain threshold value k, then the infor-
mation of these two elements is less important. In Eqs. (7)
and (9), we add a bias ri j to describe the adjacent relation
between xi and x j . ri j is transferred from PPE, which is a
novel positional encodingmethod introduced in the next sub-
section. Thereby, the calculation of rVi j and r

K
i j can essentially

be attributed to training two relative position sequences WV

and WK

{
WV = {

wV
−k, · · · , wV

k

}
, wV

i ∈ Rdh , i ∈ [−k, k]

WK = {
wK−k, · · · , wK

k

}
, wK

i ∈ Rdh , i ∈ [−k, k]
(10)

⎧
⎨

⎩

rVi j = PPE · WV
max(−k,min( j−i,k))

r Ki j = PPE · WK
max(−k,min( j−i,k))

⎫
⎬

⎭
. (11)

As illustrated in Fig. 3, the ARAM module consists of
three “Adjacent Relation Promotion” blocks, one “Concate-
nate” layer, one “Multi-Head Attention” layer. and one “Add
& Norm” layer, which is the structure verified by experi-
ments. First, we pass the input word vector matrix through
“Adjacent Relation Promotion” blocks simultaneously to
learn the features of sequence in different subspaces. Then,
we concatenate three outputs and use the self-attention layer
to capture the dependency of context. Finally, we use the
layer normalization [45] which could perform well in the
sequence problems of NLP.

In addition, we try to cascade the ARAMmodule N times
tomake the network deeper for better performance.However,
deeper networks are also difficult to train due to the problem
of vanishing gradient. To avoid this problem, we apply the
residual connection which is denoted by the blue arrow in
Fig 3. The experimental results shown in Section “Experi-
ments” have proved its effectiveness.

POS-aware embedding layer

Inspired by [46], we find that the part-of-speech (POS) of
word is also an available feature that can guide the origi-
nal words to locate the appropriate headwords. As shown in
Fig. 4, “what” is much more related to “abbreviation” and
“AIDs”, less related to “stand” and “for” and barely related
to “does” and “the”. In this case, we can find that the words
with tags “WP”, “NN”, and “NNP” have stronger relation.
This is not a particular case. By analyzing plenty of samples,
a strong semantic relationship can be inferred via the words
with a given POS (e.g., pronoun and noun in a question usu-
ally have a strong relevance). Generally, the conventional
word embedding is to transform a word into the vector
representation, which does not contain POS information.
Accordingly, we introduce a POS-aware embedding layer
as an alternative to the word embedding layer. As depicted
in Fig. 5, our model employs GloVe [47] to implement the
word embedding process, which could generate a matrixWR

with a shape of m × n. m and n denote the dimension of
word vector and sequence length, respectively. Similar to
the self-attention, given the POS tag of the inputting sen-
tence Y = {y1, y2, ..., yn} ∈ R

n×1 and a learnable parameter
WS ∈ R

n×m , the POS vector S ∈ R
m×1 can be defined as

S =
(
WS

)T
Y . (12)

Then, to integrate the original word representation with
the POS information, the POS vector S ∈ R

m×1 is extended

to a matrix S
′ ∈ R

m×n . The final word representation
(
WR

)′

can be illustrated as

WR
′ = WR · S′

, (13)

where · denotes dot product and the final word representation
consists of essential word embedding and the POS of each
word.

Different from other POS-based solutions [48, 49], we
combine the POS embedding with positional encoding. In
self-attention network, positional encoding is indispensable,
because self-attention network processes all words in sen-
tence simultaneously, rather than one by one as in RNNs.

In other words, previous self-attention networks did not
utilize position information. Vaswani et al. [50] proposed
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Fig. 3 The structure ofARAMmodule. “AdjacentRelation Promotion”
improves the adjacent relation ofwords,which utilizes theGaussian bias
to correct the distribution of self-attention. “Concatenate” concatenates

the vector matrices from the previous layer. “Multi-Head Attention” is
the self-attention layer. “Add & Norm” represents the layer normaliza-
tion

Fig. 4 The relation between semantic relevance and POS. The abbreviations for the part-of-speech tags correspond as follows: WP: pronoun,
V B(V BZ ): verb, DT : determiner, NN (NN P): noun, I N : preposition
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Fig. 5 The detailed process of
revised self-attention

positional encoding to embed positional information into
self-attention network. Their method is defined as Eqs. (14)
and (15)

PE (p,2i) = sin
(
p/100002i/dmodel

)
(14)

PE (p,2i+1) = cos
(
p/100002i/dmodel

)
, (15)

where p denotes the position of word in sentence, i repre-
sents the ith element of the positional vector, and dmodel is
the dimension of word vector. We consider that the effect of
the same POS on the attention distribution may vary from
one position to another. Also, positional encoding does not
require any training parameters and the output can be directly
normalized to [-1,1] by trigonometric functions. Thence,

we combine POS embedding with positional encoding. The
detailed process is formalized in Eq. (16)

PPE(POS,p,t)

=

⎧
⎪⎪⎨

⎪⎪⎩

sin

(

p · e−4tlog 10
dmodel

+POS·t
)

, t = 0, 2, 4, ...

cos

(

p · e−4(t−1)log 10
dmodel

+POS·t
)

, t = 1, 3, 5, ...

⎫
⎪⎪⎬

⎪⎪⎭

,

(16)

where POS is the POS feature of words. PPE denotes the
POS-aware embedding with positional encoding, which is a
matrix with a shape of m × n. m and n denote the dimension
of word vector and sequence length, respectively. PPE(p+k)

can be represented by the linear function of PPE( p) accord-
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Table 1 Experimental environment

Name Setting

CPU E5-2630@2.40GHz

RAM 64GB

GPU GTX2080Ti

OS Ubuntu 16.04

Programming language Python3.6

IDE Pycharm

Framework Keras 2.2.4

Table 2 Coarse-grained data
distribution

Category Quantity

ABBR 241

NUM 2480

ENTY 3626

HUM 3422

LOC 2375

DESC 3303

ing to Eqs. (17) and (18). It means that we can judge the
positional relation between two words by the value of k

sin (α + β) = sin αcosβ + cosαsin β (17)

cos (α + β) = cosαcosβ − sin αsin β. (18)

As the POS features are embedded in the PPE, its influence
can varywith relative position.Additionally, the computation
process nearly has no training parameters, which will not
incur much extra cost.

Then, we split the word representation into h heads and
utilize several transition matrices to calculate the Q/K/V
matrices for attention Zi . Zi is calculated by Eq. (19)

Zi = so f tmax

(
QT

i Ki√
dk

)

V , i ∈ [0, h − 1] . (19)

Finally, all Zi are concatenated together and multiplied
with a transition matrix to calculate the final Z . Z has the
same dimension with the initial word representation.

Experiments

Experimental environment

The experimental environments are listed in Table 1. We
choose Pycharm and Keras to implement our experiments on
aLinuxphysicalmachinewith 64GBRAM,E5-2630@2.40GHz
CPU and GTX2080Ti GPU.

Datasets

Wehave evaluated our POS-ARANon two different question
classification datasets: (i) Experimental Data for Question
Classification (EDQC) and (ii) Yahoo! Answers Compre-
hensive Questions and Answers 1.0.

EDQC dataset is a public question classification dataset
[51], which can be obtained from https://cogcomp.seas.
upenn.edu/Data/QA/QC/. The dataset contains 15,447 ques-
tions in total and all questions are labeled according to
coarse grain and fine grain, respectively. On the coarse-
grained level, the intent of all questions can be divided into
6 categories: ”ENTY” (entity), “LOC” (location), “NUM”
(number), “DESC” (description), “HUM” (human), and
“ABBR” (abbreviation). Moreover, all questions are also
labeled with 47 fine-grained categories. The category infor-
mation and data distribution are listed in Tables 2 and 3.

The Yahoo! Answers topic classification dataset is con-
structed using 10 largest main categories, published by
Cornell University, including Society & Culture, Science
& Mathematics, Health, Education & Reference, Comput-
ers & Internet, Sports, Business & Finance, Entertainment
& Music, Family & Relationships and Politics & Govern-
ment. Each class is comprised of 140,000 training samples
and 5000 testing samples. The dataset is a corpus of answers
by the end of October 25, 2007 at Yahoo, which includes all
questions and their corresponding answers. In the question
classification experiments, we only used the question and the
main category information.

Evaluationmetrics

Multiple performance and evaluation criteria are used to eval-
uate the performance of proposed model. Following prior
work, we adapt Accuracy, Precision(P),Recall(R) and F1
score. The formulas are stated in Eqs. (20)–(22)

Acc = T P + T N

T P + T N + FP + FN
(20)

F1 = 2 × P × R

P + R
(21)

P = T P

T P + FP
, R = T P

T P + T N
, (22)

where TP represents the number of samples correctly pre-
dicted as positive class, FP represents the number of samples
incorrectly predicted as positive class, TN is the number of
samples correctly predicted as negative class, and FN is the
number of samples incorrectly predicted as negative class.
The same is true for multiple classifications, as long as all
other categories that do not belong to the current category
are considered as negative cases. Higher values denote better
performance for all metrics.
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Table 3 Fine-grained data
distribution

Category Quantity Category Quantity Category Quantity Category Quantity

Speed 36 Period 197 Food 266 Word 71

Currency 5 Dist 86 Date 650 Gr 529

Temp 15 Letter 30 Symbol 31 Substance 124

Code 22 Exp 195 Count 985 Def 1220

Other 2088 Body 54 Desc 911 Abb 46

Sport 165 Religion 9 Country 425 State 201

Techmeth 111 Ord 15 Mount 67 Product 130

Lang 45 Dismed 291 Perc 82 Weight 23

City 376 Veh 68 Plant 38 Instru 37

Title 67 Animal 365 Volsize 32 Cremat 595

Termeq 271 Manner 766 Event 173 Reason 543

Color 119 Ind 2689 Money 183

Table 4 Hyperparameter configuration

Hyperparameter Setting

Input Layer Seq_length=50

Embedding Layer Dimension=100

POS-ARAN Layer I Heads=4, dimension=64

POS-ARAN Layer II Heads=4, dimension=32

Dropout 0.5

Dense Layer Dimension=class_numbers

Optimizer ADAM

Loss Function Categorical cross-entropy

Batch_size 64

Validation_split 0.3

Learning_rate 0.001

Epoch 200

Parameter configuration

The hyperparameters in POS-ARAN are listed in Table 4.
We assume that the length of input sequence does not exceed
50. If the sequence length is shorter than 50, we will pad it
to 50. After word embedding, the shape of input sequence
will be n×100, where n is the sequence length. To avoid
overfitting, we set the dropout rate as 0.5. The final layer of
POS-ARAN is a dense layer, whose dimension is consistent
with the number of categories. We select categorical cross-
entropy as our loss function, which is formulated in Eq. (20)

c = −1

n

∑

x

yln a + (1 − y) ln (1 − a). (23)

To update parameters effectively, we use ADAM algo-
rithm to optimize POS-ARAN model. As for the hyperpa-
rameters of ADAM, we set β1 = 0.9, β1 = 0.999, ε = 10−8.
70% of the data is divided into training set and the remaining

30% is divided into validation set. We set the learning rate as
0.001 and train the model for 200 epochs. After observation,
the performance of POS-ARAN model keeps stable after 50
epochs.

Experimental results and analysis

In this section, a detailed experimental result and analy-
sis are presented. As depicted in Fig. 6, the accuracy of
coarse-grained and fine-grained classification task is 95.59%
and 92.91%. It is obvious that POS-ARAN performs bet-
ter on coarse-grained classification tasks. The main reason
is that fine-grained categories are much more than coarse-
grained categories, so that the number of samples in every
fine-grained category is not enough. As a result, the dif-
ficulty of fine-grained classification is greatly increased,
which makes the difference of validation accuracy reason-
able. Correspondingly, the training loss of coarse-grained
classification task is lower than that of fine-grained classifica-
tion task. In addition, comparedwith the result of fine-grained
classification task, the training accuracy of coarse-grained
classification task converges more quickly. The experimen-
tal results show that POS-ARAN can successfully converge
in 200 epochs and achieves satisfactory performance both on
coarse-grained classification task and fine-grained classifica-
tion task.

To understand how the ARAM module assigns its atten-
tion, we visualize the weights distribution of attention in
Fig. 7. As presented in Fig. 7, an attention weight matrix is
constructed to demonstrate the correlation between any two
words in the sentence. The darker the elements in the matrix
are, the more contributions the relative words have when cal-
culating the attentionweights. In thisway, neighboringwords
can have the same contribution as headwords. The mecha-
nism is beneficial to capture the local semantic information
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Fig. 6 Visualization of the
training accuracy

in sentences, which contributes to correctly judge the intent
of questions.

As shown in Fig. 8, the visualization results of ARAM
are composed of Query q Key k and element-wise q × k,
which gives us a clear picture of the intermediate results
of queries and keys. It helps to demonstrate the robustness
of the POS-ARAN model in more detail. According to the
result output by Softmax layer, ”what” is more related to
“term”, and meanwhile keeps a certain relevance with “is”,
“the”, “young”, and “fox”. It is believed that our POS-ARAN

model can capture the short-term and long-term dependency
simultaneously by capturing the adjacent relation.

Comparison results and ablation studies

In this section, we compare our POS-ARAN model with the
traditional machine learning methods and other mainstream
deep learning networks on EDQC and Yahoo! Answers. The
comparison results are shown in Table 5. In our experiments,
SNoW [53] is an improved hierarchical classification model.
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Table 5 Comparison of the
proposed POS-ARAN against
State-of-the-Art Benchmark
Algorithms

Dataset Model Metrics (%)

Acc F1 P R

EDQC (Coarse grain) SNoW 89.3 88.76 90.32 87.26

Maximum Entropy 89.8 89.61 88.78 90.46

Linear_SVM 91.2 89.92 91.34 88.54

GRU 93.54 92.72 92.55 92.89

TextCNN 91.56 88.35 91.65 85.27

TextRNN 94.79 93.66 93.68 93.99

CNN+LSTM 94.2 91.04 90.26 91.83

Bi-LSTM 95.08 95.46 96.06 94.86

Word2vec+CNN 92.75 89.67 92.23 87.31

Word2vec+RNN 94.81 93.83 93.91 93.36

MGF 91.97 88.24 87.74 88.69

BERT 95.25 95.02 94.36 95.68

ALBERT 95.48 95.94 96.8 95.1

POS-ARAN 95.59 96.45 96.62 96.28

EDQC (Fine grain) SNoW 84.2 84.19 85.23 83.18

Maximum Entropy 85.4 85.3 84.24 86.38

Linear_SVM 84.23 83.54 85.37 81.78

GRU 87.51 86.68 86.49 86.87

TextCNN 85.04 83.91 85.24 82.63

TextRNN 89.66 88.83 88.68 88.98

CNN+LSTM 91.37 89.96 89.35 90.57

Bi-LSTM 91.97 91.48 92.95 90.06

Word2vec+CNN 87.42 85.65 87.23 84.81

Word2vec+RNN 91.31 89.83 89.71 90.27

MGF 89.97 87.36 87.64 86.49

BERT 92.46 92.14 91.44 92.86

ALBERT 92.76 92.97 93.78 92.18

POS-ARAN 92.91 92.42 91.76 93.08

Yahoo Answers! SNow 57.35 57.33 58.39 56.31

Maximum Entropy 58.7 58.79 57.77 59.85

Linear_SVM 59.75 58.87 59.93 57.85

GRU 60.55 59.79 59.65 59.93

TextCNN 58.64 57.59 58.86 56.38

TextRNN 60.58 59.76 59.64 59.88

CNN+LSTM 61.78 60.88 60.48 61.26

Bi-LSTM 62.06 62.9 63.95 61.89

Word2vec+CNN 60.31 60.55 60.53 61.18

Word2vec+RNN 62.71 62.83 62.71 62.27

MGF 61.97 61.33 60.64 61.49

BERT 63.46 63.71 62.44 63.96

ALBERT 64.28 64.65 64.92 64.38

POS-ARAN 65.73 65.54 65.78 65.31
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Fig. 7 The association of each
word in the sentence

Fig. 8 The visualized result of the improved self-attention. “[CLS]” and “[SEP]” are two delimiters mentioned in [52] and have no semantic
information

Maximum entropy model is the one proposed by Kocik [33]
et al. SVM is the support vector machine with linear kernel
proposed by Huang [31] et al. TextCNN [37] and TextRNN
[54] are the common models applied to sequence problems.
GRU [55] andBi-LSTM[56] are two special variants ofRNN
which performwell in NLP task.Word2vec pre-trained word
embeddings [36] are introduced on deep learning architec-
tures for experiments includingCNNandRNN.Bidirectional
Encoder Representations from Transformers (BERT) [57]
achieve state-of-the-art performance, since it can provide
better representation through capturing bi-directional con-
text using Transformers. ALBERT [58] is an extension study
on BERT, which improves parameter-efficiency of BERT by

incorporating two parameter reduction techniques. A multi-
granularity fusion neural network (MGF) [59] is used for
comparison, which has recently achieved optimal results in
medical question classification. More intuitive results can be
observed according to Fig. 9. Especially, since POS-ARAN
model is essentially a deep learning model, we also com-
pare the accuracy trend of our POS-ARAN with other deep
learning methods, as shown in Fig. 10.

According to Fig. 9 and Table 5, it is obvious that deep
learning methods are generally better than the traditional
machine learning methods. Specifically, our POS-ARAN
model performs well no matter in coarse-grained task or
fine-grained. Although the accuracy of GRU and Bi-LSTM
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Fig. 9 The comparison results
of various models

Table 6 Results of coarse-grained category in EDQC of POS-ARAN

Coarse-grained category

ABBR DESC ENTY HUM LOC NUM

Precision 0.974 0.942 0.942 0.974 0.959 0.988

Recall 0.755 0.965 0.945 0.966 0.966 0.97

F1 0.851 0.954 0.944 0.97 0.97 0.979

is similar in accuracy to POS-ARAN on coarse-grained task,
POS-ARAN still outperforms them on fine-grained task.
Compared to the Bert, the current state-of-the-art approach
for NLP tasks, our POS-ARAN still achieves a competi-
tive performance. As shown in Tables 6 and 7, our proposed
model POS-ARAN can classify well the NUM category in
EDQC and Sports category in Yahoo! Answers. Meanwhile,
we find that the recall of ABBR category is lower than other
categories, which may be related to the insufficient sample
size.

Since the architecture of GRU and Bi-LSTM is essentially
RNN, it means that they are trained serially. As shown in
Fig. 10, we can observe that RNN-based models take a long
time to train and converge more slowly than POS-ARAN.
Figure11 illustrates the training procedure for various mod-
els and demonstrates the variance in training duration. As
can be seen from Fig. 11, TextCNN is the fastest, followed
by POS-ARAN. GRU and TextRNN take nearly three times

longer than POS-ARAN and yet Bi-LSTM is the worst, with
a time expenditure of around six times that of POS-ARAN.
Thus, although the accuracy of GRU and Bi-LSTM is on
par with our POS-ARAN model, POS-ARAN still has a sig-
nificant advantage in terms of training speed. In contrast,
TextCNN, although faster than POS-ARAN, is far less accu-
rate. In brief, POS-ARANachieves optimal results compared
to other methods across multiple evaluation metrics.

Moreover, to obtain the best performance, we try sev-
eral different combinations of parameters and compare them
on EDQC, as shown in Table 8, and Figs. 12 and 13. The
result shows that the performance of POS-ARAN model
increases continuously as the increasing of ARAM layers,
attention heads, and attention dimension. In the meantime,
we also need to take the number of parameters into consid-
eration. Blindly increasing parameters will lead to excessive
computational expenditure. Finally, we obtain the best archi-
tecture of POS-ARAN model in our experiments, which has
2 ARAM layers, 4 attention heads, and attention dimension
of 64.

Discussion

According to the final qualitative result, we find that almost
all coarse-grained categories are correctly classified; how-
ever, some questions are misclassified in fine-grained tasks.
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Table 7 Results of POS-ARAN on Yahoo! Answers

Yahoo! Answers

Bussiness Computers Education Entertainment Family Health Politics Science Society Sports

Precision 0.441 0.776 0.447 0.663 0.599 0.663 0.679 0.653 0.598 0.824

Recall 0.485 0.8 0.475 0.591 0.71 0.702 0.692 0.629 0.448 0.774

F1 0.462 0.787 0.46 0.625 0.65 0.682 0.685 0.641 0.513 0.798

Fig. 10 The coarse-grained and
fine-grained accuracy trend
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Fig. 11 The difference of
various models’ time
expenditure

Fig. 12 Heatmap of accuracy (%) on EDQC of different configurations

Table 8 Accuracy of POS-ARAN model with different configura-
tions.”ARAM layers” represents the number of layers of ARAM.
”Attention heads” (Attr-H) is the number of head in self-attentionmech-
anism. ”Attention dimension” (Attr-D) denotes the dimension of the
hidden layer in attention network

Model Configuration Accuracy

ARAM Layers Atrr-H Atrr-D C F

Model I 1 1 16 88.49% 84.12%

Model II 1 2 16 89.78% 85.93%

Model III 1 2 32 91.52% 87.68%

Model IV 2 4 32 94.38% 90.79%

Model V 2 4 64 95.59% 92.91%

We conclude that there are two possible reasons for this.
On the one hand, the number of fine-grained categories is
around eight times more than that of coarse-grained cate-
gories, which leads to more complex situation. On the other
hand, the sample size of each fine-grained category is unbal-
anced, which causes significant differences in the accuracy
of each category. Therefore, although we select categorical
cross-entropy as the loss function, it is still necessary for us to
balance the sample size of each fine-grained category during
the training process. Nevertheless, such a data preprocessing
approach is only theoretically feasible. This is because the
question quantity gap between each category is extremely
diverse in the existing datasets. Removing questions from
certain categories to balance the data would result in inaccu-
rate classification. POS-ARAN is also satisfactory from the
point of view of generalization capability, as its accuracy in
real scenarios is almost identical to its accuracy on the test
set.
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Fig. 13 Results on EDQC with
different Atrr-H and Atrr-D

Conclusion

In this paper, we propose a POS-aware adjacent relation
attention network (POS-ARAN) for question classification,
which can capture both the long-term dependency and local
representations in the text. To enhance the local representa-
tion of adjacent relations amongwords in different sentences,
we introduce a learnable Gaussian bias which can obtain an
adaptive self-attention distribution via a dynamic window
to revise the original attention distribution. Furthermore, a
novel POS-aware embedding layer is proposed, which helps

to locate the appropriate headwords by syntactic information.
ThePOS-ARANapplies an revised self-attentionmechanism
to classify questions and addresses the problem that the rela-
tion of neighboring words is weakened when calculating the
weighted average of attention. The experiments on EDQC
demonstrate that our POS-ARANmodel exceeds most tradi-
tional and deep learning models in terms of performance and
time. POS-ARAN achieves the coarse-grained accuracy of
95.59% and fine-grained accuracy of 92.91%, which proves
that the POS-ARAN model is the more advanced model in
question classification.
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In the future, we plan to extend our research in the fol-
lowing aspects: (i) introducing SOTA language models into
question classification to boost the overall performance with
adequate contextual representation; (ii) integratingmore syn-
tactic cues into the question component extraction task to
better capture semantic information; and (iii) investigating
multi-task learning for question classification to apply to
more complex situations.
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