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Abstract

The purpose of this paper is to study the multi-attribute decision-making problem under the fuzzy picture environment. First,
a method to compare the pros and cons of picture fuzzy numbers (PFNs) is introduced in this paper. Second, the correlation
coefficient and standard deviation (CCSD) method is used to determine the attribute weight information under the picture fuzzy
environment regardless of whether the attribute weight information is partially unknown or completely unknown. Third, the
ARAS and VIKOR methods are extended to the picture fuzzy environment, and the proposed PFNs comparison rules are also
applied in the PFS-ARAS and PFS-VIKOR methods. Fourth, the problem of green supplier selection in a picture-ambiguous
environment is solved by the method proposed in this paper. Finally, the method proposed in this paper is compared with

some methods and the results are analyzed.

Keywords Picture fuzzy set (PFS) - ARAS - VIKOR - The correlation coefficient and standard deviation (CCSD) method -
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Introduction

With the continuous development of modern science, uncer-
tain and vague information is often encountered in the field
of decision-making, which is difficult to handle with the
traditional accurate numbers. In order to deal with this situa-
tion, Zadeh [1] proposed the fuzzy set (FS) theory, which is
characterized by the membership degree. In FS theory, mem-
bership usually represents a real number and cannot solve the
problem of uncertain membership values. Thus, Zadeh [2]
proposed the theory of type-2 fuzzy sets on the basis of the
FS. Type-2 fuzzy sets can handle the situation of uncertain
membership value well. There are many scholars who have
studied type-2 fuzzy sets. Tolga [3] proposed the interval-
valued Type-2 Gaussian fuzzy sets with finite ranges, and it
is combined with the TODIM method to solve a practical
problem of medical device selection. Based on the interval
type-2 fuzzy, Zhang [4] investigates the fault detection filter
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design problem for a class of nonhomogeneous higher level
Markov jump systems with uncertain transition probabilities.

Then, on basis of the FS, Atanassov [5, 6] further pro-
posed the intuitionistic fuzzy set (IFS) theory, which includes
the degree of membership, the degree of non-membership,
and the degree of hesitation. Compared with the FS, the IFS
can handle more vague and uncertain information. Although
the IFS has a huge advantage in dealing with uncertainty
and ambiguity, as the reality becomes more and more com-
plex, some situations are also difficult to handle with IFS.
Cuong and Kreinovich [7] noticed this situation, an exam-
ple of voting in real life, the voting results may have four
situations: vote for, abstain, vote against, and refusal of the
voting. Therefore, Cuong and Kreinovich [7] proposed the
picture fuzzy set (PFS). Compared with IFS, PES can handle
more uncertain and fuzzy information.

PFS has become a hot topic of multi-attribute decision-
making (MADM) once it was put forward, and it has aroused
many scholars to discuss it. First, Cuong and Kreinovich [7]
defined some intersection and union operations of PFS, and
the formulas of standard Euclidean distance and standard
Hamming distance between picture fuzzy numbers (PFNs).
Later, to improve the logical operation of PFS, some logical
operation operators of PFS are introduced, such as t-norm
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(Cuong and Pham [8]). For picture fuzzy measures, Wei [9]
proposed the picture fuzzy cross entropy and applied it to
the MADM. Son [10, 11] proposed a generalized distance
measurement for the PFS and extend the basic measure in
the PFS to the new measures called the new generalized pic-
ture distance measures and picture association measures. To
improve the information aggregation operation of PFS, Wei
[12] developed some picture fuzzy aggregation operators,
such as picture fuzzy weighted average (PFWA) operator,
picture fuzzy weighted geometric (PFWGQG) operator, picture
fuzzy ordered weighted average (PFOWA) operator, and pic-
ture fuzzy ordered weighted geometric (PFOWG) operator.
After that, Wei [13] presented some novel Dice similarity
measures of PFS and the generalized Dice similarity mea-
sures of the PFS. Also, Wei [14] proposed some novel process
to measure the similarity between PFSs and their applica-
tion. Later, Muhammad [15] introduced a generalized picture
fuzzy soft set and applied it in the decision support sys-
tem, and Zuo [16] introduced the idea of the picture fuzzy
graph based on the picture fuzzy relation and proposed some
types of picture fuzzy graph. On this basis, Khalil [17] intro-
duced an interval-valued picture fuzzy set and the notion
of the interval-valued picture fuzzy soft set theory. Inspired
by Pythagorean fuzzy sets (PyFS) (Yager [18]) and g-rung
orthopair fuzzy sets (q-ROFS) (Yager [19]), Mahmood [20]
extended the PFSs and proposed the spherical fuzzy set (SFS)
and T-spherical fuzzy set (T-SFS). Many scholars have pro-
posed some multi-attribute decision-making methods under
the fuzzy picture environment to solve some problems, such
as Lin [21] combined the MULTIMOORA method with PESs
and used it to solve the problem of site selection of car shar-
ing station and Simic [22] extended the WASPAS method to
the PFS environment and applied it to a specific case. Simic
[23] extended the combinative distance-based assessment
(CODAS) method to the PFS environment and used it to solve
the multi-criteria vehicle shredding facility location problem.
Arya [24] combined the TODIM with VIKOR and extended
it to the PFS environment, and used the entropy method
to determine the attribute weight. Si [25] combined the
Dempster—Shafer evidence theory, grey relation analysis, and
PFS, and used it to solve the COVID-19 medicine selection
problem. Jiang [26] proposed a new picture fuzzy multi-
attribute group decision-making method based on cumulative
prospect theory (CPT) and TODIM, and applied it to food
enterprise quality credit evaluation. Many scholars have also
extended and supplemented the aggregation operation, sim-
ilarity measurement, and application scenarios of PFS, such
as Mahmood [27] combined the PFS with hesitant fuzzy
sets, and proposes some operators such as the picture hes-
itant fuzzy Bonferroni mean operator. Kamaci [28] proposed
some dynamic aggregation operators and Einstein aggrega-
tion operators for interval-valued picture hesitant fuzzy sets,
and applied them to multi-period decision-making problems.
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Khan [29] proposed a bi-parameter similarity and distance
metric under the PFS environment and applied it in med-
ical diagnosis. Kumar [30] proposed a new picture fuzzy
entropy measure and proved that the proposed measure sat-
isfies the axiomatic definition of entropy measures for picture
fuzzy sets. Singh [31] proposed some new similarity for
PFSs which can distinguish highly similar but different PFSs,
and applied it in pattern recognition, cluster analysis, and
MADM. Fatma [32] introduced a new hybrid model based
on the PFSs and linear assignment, and applied it to a public
transport development problem. Ganie [33, 34] proposed a
novel picture fuzzy similarity and introduced a new MADM
method and introduced an innovative picture fuzzy distance
measure. Lu [35] presented a new type of generalized picture
fuzzy soft set and applied it to the MADM problems. Tolga
[36] evaluated technology selection for three vertical farm
alternatives via MCDM methods, and Weighted Euclidean
Distance Based Approximation (WEDBA) and Measuring
Attractiveness by a Categorical-Based Evaluation Technique
(MACBETH) methods were used to evaluate alternatives.
Fetanat [37] takes into consideration the applicability of a
novel decision support system, namely, a picture fuzzy set
(PFS)-based combined compromise solution, and used this
method to choose the right technology considering the prin-
ciples related to sustainability and circularity pillars. Kaya
[38] proposed a new picture fuzzy two-stage group decision-
making method, and used the proposed method to solve the
problem of circular supplier selection. Akram [39] defined
an LR flat picture fuzzy number, which is a generalization of
trapezoidal picture fuzzy numbers. Almulhim [40] proposed
a Multi-criteria Group Decision-Making for prioritizing a set
of COVID-19 vaccination alternatives, under a picture fuzzy
environment, where the weights for Decisions Experts and
criteria are unknown.

Since the beginning of the twenty-first century, with
the continuous consumption of fossil energy, the ecologi-
cal environment has been greatly tested. People began to
pay attention to the protection of the ecological environ-
ment. Recently, green supply chain management (GSCM)
has caused many scholars and managers to study it to reduce
the impact on the ecological environment. The green supplier
selection (GSS) is the strategic decision of GSCM. From the
very beginning, the green supply chain must pay attention
to protecting the environment and reducing environmental
pollution (Dutta [41]). However, choosing the best green sup-
plier is a big challenge for companies. Khan [42] discussed
the GSS problem under the interval-valued g-rung orthopair
fuzzy environment. Celik [43] discussed the GSS problem
under the environment of interval type-2 fuzzy sets, and
solved a specific case with the BWM-TODIM method. Cui
[44] analyzed the innovation strategies for the green supply
chain management with QFD (quality function deployment)
multidimensionally. Kumar [45] applied fuzzy TOPSIS and
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fuzzy VIKOR to the problem of selecting green suppliers
for sponge iron and steel manufacturing. Tian [46] used the
TODIM method to solve the problem of green supplier selec-
tion under the g-rung orthopair fuzzy set environment. There
is still a lack of research on the selection of green suppliers
under the picture fuzzy environment.

The current research on PFS mainly proposes some
improved multi-attribute decision-making (MADM) meth-
ods, which can be applied in many fuzzy and uncertain
scenarios. There are also many methods that are used to
determine attribute weight information in different situations.
However, there are still many problems that cannot be solved
by the existing methods, or have some defects. For exam-
ple, some of the proposed multi-attribute decision-making
methods are too complex to apply to practice. Therefore, the
improved PFS-ARAS and PFS-VIKOR methods in this paper
are proposed to solve some multi-attribute decision-making
(MADM) problems.

Compared with the existing literature, the main contribu-
tions of this paper are as follows: First, the CCSD method
is extended to the picture fuzzy environment and is used to
determine attribute weight information. Second, a method to
compare the pros and cons of PFNs is introduced. Third, the
ARAS and VIKOR methods are extended to the picture fuzzy
environment, and the proposed PFNs comparison rules are
also applied in the PFS-ARAS and PFS-VIKOR methods.
Fourth, the method proposed in this paper is used to solve
the problem of green supplier selection in a picture fuzzy
environment. Finally, the method proposed in this paper is
compared with some methods to illustrate the effectiveness
and reliability of the proposed method.

The method proposed in this article has the following
advantages: First, the CCSD method is an attribute weight
determination method proposed by Wang and Luo [47].
This method calculates the weight information of attributes
according to the correlation coefficient and standard devia-
tion of the decision matrix, and can handle the situation where
the attribute weight information is completely unknown or
partially unknown. This method is very effective in deal-
ing with uncertain information and has broad application
prospects. Second, the method proposed in this paper to com-
pare the advantages and disadvantages of PFNs draws on
the idea of positive and negative ideal solutions. By com-
paring the distance between PFNs and positive and negative
ideal solutions, the advantages and disadvantages of PFNs
are obtained. This method is simple to calculate, and there
is no need to calculate the score function and accuracy func-
tion of PENS. Third, the proposed PFS-ARAS method is well
suited for quantitative measurements. The criteria for max-
imum and minimum values are taken into account in the
standardization of the decision matrix, and any unit of mea-
surement can be removed. There is a strong compensation
ability between standards, and simple calculations do not

require complex calculation processes. Finally, the proposed
PFS-VIKOR method allows the use of variables with dif-
ferent units of measurement and different types of criteria.
The proposed approach ranks the alternatives by taking into
account the degree to which each criterion is met.

The rest of the paper is organized as follows: In the section
“Preliminaries”, some basic concepts of PFS are introduced.
In the section “The correlation coefficient and standard devi-
ation (CCSD) method”, the main idea and main steps of the
CCSD method are introduced. In the section “A new method
for comparing the pros and cons of PFNs”, a method to com-
pare the pros and cons of picture fuzzy numbers (PFNs)
is introduced. In the section “The combination of PFS and
some multi-attribute decision-making methods”, the ARAS
and VIKOR methods are extended to the picture fuzzy envi-
ronment, and the proposed PFNs’ comparison rules are also
applied in the PFS-ARAS and PFS-VIKOR methods. In the
section “The application”, the problem of green supplier
selection in a picture fuzzy environment is solved by the
method proposed in this paper. In the section “Comparative
analysis”, the method proposed in this paper is compared
with some methods. In the section “Conclusion”, we make
some conclusions of this article.

Preliminaries

Definition 1. For any universal set X, the picture fuzzy set
(PFS) is of the form (Cuong and Kreinovich [7])

A ={(x, alx), yx), p(x)lx € X},

where a(x), y(x), B(x): X — [0, 1][0, 1] are the mem-
bership, the degree of neutral, and the non-membership,
respectively, with the condition 0 < a(x)+y(x)+B(x) < 1.
And the degree of refusal x in X is the r(x) = 1 — (a(x) +
y(x)+ B(x)). The triplet (¢, y, B) is called the picture fuzzy
numbers (PFNSs).

Definition 2. Let A and B be two PFSs in X = {x|, x,
.-.s Xm}. The normalized picture fuzzy Hamming distances
between A and B can be defined as follows (Cuong and
Kreinovich [7]):

1 m
dy(A, B)=— 3 (loaxi) — ()l +ya(xi)

i=1

— ye(x)|+Balxi) — Bp(xi))). (D

Definition 3. Let a = («, y, B) be a PFS. The score func-
tion and accuracy function can be defined as (Cuong and
Kreinovich [7]): S(a) =a — B, H@) = a +y + B.
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Definition 4. There are two PFNs (¢ = (a1, 1, f1)and b =
(o2, ¥2, B2)). We can compare them by the score function
and accuracy function (Cuong and Kreinovich [7])

(1) If S(a) > S(b),thena > b.
2) If S(a) = S(b), then:

If H(a) > H(b),thena > b.
If H(a) = H(b), thena ~ b.

Definition 5. Let a = («y, y1, f1) and b = (a2, v2, B2)
be two PFNs. The operation rules of PFNs are defined as
follows (Wei [12]):

a®b= (o +ay —ajaz, y1y2, B1B2)
a®b=(aron, y1+y2—y1v2, B1 + B2 — B1B2)

ra=(1—-1—aph yl, .

Definition 6. Let a; = («j, vj, Bj) (j =1, ..., n) be a
collection of PENs and w = [wq, wa, ..., wn]T is the weight
vector of a; with the condition w; > 0 and 27:1 w; = 1.
Then, the picture fuzzy weighted averaging (PFWA) operator
is defined as (Wei [12])

n
PFWAy(ay, az, ..., ap) = _691(wjaj)
j:

= (1= =aap)™, [T, T Bap™
j=1 j=1 j=1
)

Definition 7. [48] Let a = («, y, B) be a PEN. A defuzzi-
fication method (Son [48]) to obtain a crisp value is

Step 1: Distribute the neutral degree to the membership
and non-membership degrees as follows:

14
=a+=, B =8+=. 3
o =« 5 B =8 2 3)
Step 2: Calculate the crisp value by
, l+a —p
y=a + r=1—(x+y+5). @)

—’/"
2

The correlation coefficient and standard
deviation (CCSD) method

The determination of attribute weight information is a
very important part of the multi-attribute decision-making
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problem. In the decision-making process, if the weight infor-
mation of the attribute is not known, the decision cannot
proceed further, and certain technical means need to be used
to determine the weight information of the attribute. The
CCSD is the method of determining criteria weight pro-
posed by Wang and Luo [47], concerning standard deviation
between the criteria and their correlation coefficients with
the global evaluation of alternatives. The CCSD method can
be used to determine the criteria weight information when
the criteria weight information is completely unknown or
partially unknown.

Suppose there is such a multi-attribute decision-making
problem. Suppose there are m alternatives (A = {ay, az, ...,
ap}) and n criteria (C = {cy, ¢3, ..., ¢y}). And the weight
information of the criteria is represented by w = [wy, wa,
..y wy]T with the condition w; > 0 (j = 1, ..., n) and
> i—iwj = 1. The initial decision matrix is denoted by
R = [kij]an @=1,..,m; j=1,.., n)and the kij
represents the evaluation information of alternative i under
criteria j.

The following are the main principles and steps of the
CCSD method.

Step 1: Obtain the initial decision matrix from relevant
experts.

Step 2: Normalize the initial decision matrix.

ki — kmin
ij j . .
0jj = —————,i=1,.,m; for benefit criteria
Jmax __ gmin
j J
max ..
kj - klj . . .
dij = i =1, ., m; forcostcriteria. (5)

—
Jmax _ jmin
J J

After normalizing the initial decision matrix, we get the
decision matrix R = [0jjlmxn ( =1, ..., m; j =1, ..., n).

Step 3: Calculate the global evaluation value (¢;) of alter-
natives under multiple criteria

n
0 =Zaijw,-, i=1,..,m. (6)
j=1

Step 4: Now, we remove criteria ¢; from the evaluation
criteria (C = {c1, ¢2, ..., ¢y}) and consider the influence
of criteria c; on the whole decision-making process. When
criteria ¢; is removed, the global evaluation value (¢;;) of
the alternatives under the remaining evaluation criteria

n
bij = Z dinwp, i=1,..,m. @)

h=1,h#j

d;n represents the element value in the decision matrix
R, and wy, represents the weight value of the corresponding
attribute.
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‘We then consider the correlation coefficient between the
removed criteria c¢; and the global evaluation value of the
alternatives

S @B — 0))(¢ij — ;)

§i = — , j=1,.,n
\/Z;nzl (@ — 3% 2oL, (dij —9,)°
(3)
_ 1 &
9 = " Zaij, j=1,..n, 9)
i=1
1 m
9= P Z‘ﬁij, j=1,..n, (10)
i=1
n
bij = Z dinwp, =1, .., m. (11)

h=1,h#j

¢ represents the correlation coefficient value. 9;; rep-
resents the element value in the decision matrix R. ¢;;
represents the global evaluation value of the alternatives
under the remaining evaluation criteria. 3 j and @ ; are arith-
metic averages.

If the correlation coefficient is closer to 1, it means that
criteria c; have little influence on the overall evaluation score
of the alternative, and should be given a smaller weight; oth-
erwise, criteria ¢; should be given a larger weight.

Step 5: Based on the previous analysis, we can use the
following formula to determine the weight information of
attributes:

wi— OV ZG
! Z?:l or/1 — {t,

w ; represents the weight value of the corresponding attribute.
o represents the value of the standard deviation of the cor-
responding attribute, which can be calculated according to
Eq. (13).

The o} is the standard deviation (SD) of the values of
criteria ¢; defined by

j=1, .. n. (12)

1 « =
o= |- Y@ -3 j=1,..n (13)
i=1

Step 6: Construct a nonlinear optimization model

n 1 C 2
. 9jv =8
MinG = Wi — = —
;( Z;N%vl_{q)
m
s.t.Zw_,— =1L w;>0, j=1,..,m; g=1, ..,n.
j=1

M-1)

X

Fig. 1 Projection diagram

This nonlinear programming model can be solved by
Lingo and MATLAB software. The above nonlinear pro-
gramming model is under the condition that the criteria
weight information is completely unknown. When the cri-
teria weight information is partially unknown, we only need
to add the known weight information to the constraints of
the above nonlinear programming model to solve. For exam-
ple, we know that 0.1 < w, < 0.2,0.2 < wp < 0.3. At
this time, the constraints of the above nonlinear program-
ming model become: s.z. ZT:1 wj=1,w; >0,0.1 < w,
<02,02<wp<03,j=1, .., m.

A new method for comparing the pros
and cons of PFNs

In this section, a method to compare the pros and cons of
PFNss is introduced. According to this method, the best and
worst of a set of PFNs can be selected. It is well known
that PFNs express uncertain and ambiguous information,
considering membership, neutrality, and non-membership.
Therefore, for any PFNs, the membership degree of 1 is
the most ideal situation, which means that the element com-
pletely belongs to this domain. The non-membership degree
of 1 is the least ideal situation, which means that this ele-
ment does not belong to this domain at all. The O™ is used
to denote the most ideal case (Ot = (1, 0, 0)) and the O~ is
used to denote the least ideal case (O~ = (0, 0, 1)). When
comparing the pros and cons of a set of PFNs, as long as the
compared PFNs are closer to O*, and farther from O, it
means that the PFN is better. Conversely, the farther a PFN is
from O™ and the closer it is to O, the worse the PFN is. For
ease of understanding, we can project the three parameters
of PFS into a spatial coordinate axis.

As shown in Fig. 1, the information represented by mem-
bership is projected on the x-axis, the information represented
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by neutrality is projected on the y-axis, and the information
represented by non-membership is projected on the z-axis.
Since the value ranges of membership, neutrality, and non-
membership are all [0,1], a space composed of points A, B,
C, and D is formed. Among them, the most ideal situation is
represented by point A, and the least ideal situation is rep-
resented by point B. Any PFNs can be projected into this
space, as long as it is closer to point A, and farther away
from point B, it means that the PFN is better. Conversely, the
farther away from point A and the closer to point B, the worse
the PFN. In some multi-attribute decision-making methods,
the positive and negative ideal solutions need to be obtained
from the decision matrix, and we can operate according to
this method.

Suppose, there are two PFNs (¢ = («1, y1, f1) and b =
(a2, y2, B2)). The O™ is used to denote the most ideal case
(0t = (1, 0, 0)) and the O~ is used to denote the least ideal
case (O~ = (0, 0, 1)). PFNs can be compared according to
the methods presented in this chapter.

(1) dpam(a, O < dpam(b, O), thena > b.
(2 If dpam(a, 0+) = dham (b, 0+)a then

If dyam(a, O7) > dpam(b, O7), thena > b.
If dyam(a, O7) = dpam(b, O7), thena ~ b.

Here, dpam(a, O%), dpam(b, OF) denote the standard
Hamming distance between PFN (a, b) and O* = (1, 0, 0),
and dpgm(a, O7), dpam (b, O7) denote the standard Ham-
ming distance between PFN (a, b) and O~ = (0, 0, 1).

For example, there are two PENS (u1 = (0.2, 0.3, 0.4),
u2 = (0.3, 0.3, 0.2)). First, compare the pros and cons of
these two PFNs in terms of score function and accuracy func-
tion. Because s(i1) = —0.2, s(uz) = 0.1, s(u2) > s(uy),
so 1y > 1. In the following, the comparison method pro-
posed in this chapter is used to compare the pros and cons of
these two PFNs. Because dpam(t1, O) = 0.75, dpam (12,
0%) = 0.6,dpam(n2, OF) < dpam(pr, O%), s0 po > wi.
This shows that the method proposed in the article to com-
pare PFNGs is feasible.

The combination of PFS and some
multi-attribute decision-making methods

PFS-ARAS

Phase 1: Determine criteria weight.

The CCSD method is used to determine the criteria weight
information when the criteria weight information is com-
pletely unknown or partially unknown.

@ Springer

Step 1: Obtain the initial picture decision matrix Ry =
[xijlmxn@ =1, ...,m; j=1, .., n).

Step 2: Defuzzification of the initial decision matrix is
done according to Definition 7. After the defuzzification pro-
cess, the decision matrix Ro=[k;;]uxx is obtained.

Step 3: Standardize the decision matrix R», the processing
rules are as follows. After normalization, the decision matrix
R3 = [0;j]mxn is obtained:

ki — kmin
Y J . L.
dij = emax _min® LT 1, .., m; for benefit criteria
i N
max L.
k Fi kij o
3ij = i=1,.,m; for cost criteria.

max __ 7min’
ki = kj

Step 4: The following nonlinear programming model can
be constructed:

n / 2
' ZZ:I ogy/1 =&

m
S.Z‘.ij =1L w; >0, j=1,...,m; g=1, ..., n.
j=1

According to the above nonlinear programming fuzzy, the
weight information of the criteria can be obtained.

Phase 2: Sort alternatives.

Step I: Obtain the initial picture decision matrix R; =
[Xijlmxn G =1, ..,m; j=1, .., n).

Step 2: Normalize the initial picture decision matrix (R1).
The normalization rules are as follows:

xij = (aij, Vij, Bij); for benefit attribute

Xij = xl-”j = (Bij, vij> @ij); for cost attribute.

After normalizing the initial picture decision matrix, the
picture decision matrix R4 = [7;j]mxn» is obtained.

Step 3: A major feature of the ARAS method is to obtain
the optimal solution in the decision matrix. The acquisition
rules are as follows:

First, calculate the standard Hamming distance between
elements r;; and ot = (1, 0, 0), and the standard Ham-
ming distance between elements r;; and O~ = (0, 0, 1).
Then, according to the dyam(rij, oY), dham(rij, O7), the
positive ideal solution of the decision matrix can be obtained.
Here, the positive ideal solution of the decision matrix is rep-
resented by rp;. The standard Hamming distance between
elements r;; and ot = (1, 0, 0) is denoted by dpam(¥ij,
0™"), and the standard Hamming distance between elements
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rijand O~ = (0, 0, 1) is denoted by dpam(rij, O7).

roj = (a0, ¥0j» Boj) = {rij where min
l

< dpam(rij, OONi=1, .om}; j=1, .., n

Step 4: Aggregate the picture fuzzy information (L; ) under
multiple criteria in the alternative (i). The evaluation infor-
mation of each alternative solution will be aggregated into a
PFN. The aggregation operation rules are as follows:

L; = (i, vi, Bi) = PFWA;(riy, ria,

cees rin)

= @ (wjrij)
j=1

n n n
= (1 —TTa—=aip™, TTen™, 1‘[(&,-)"}-/') i=0,1,..m.
j=1 j=1 j=1

(14)

Step 5: Calculate the performance score (sc;) of alternative
@

sci=o; —Bi; i=0,1, .., m.

Step 6: Calculate the utility value (k;) of alternative (i)

sci
ki=—; i=1,.. m.
Vo
Vo is the score function value of the positive ideal solution
r()j
Step 7: Sort them in descending order according to the
value of k;.

PFS-VIKOR

Phase 1: Determine attribute weight.

The operation steps here are the same as those in the pre-
vious PFS-ARAS, and will not be described here.

Phase 2: Sort alternatives.

Step I: Obtain the initial picture decision matrix (R; =
[xijlmxn@ =1, ..., m; j =1, ..., n)).Itis the same as the
PFS-ARAS.

Step 2: Standardize the decision matrix, and the normal-
ization rules are as follows. It is the same as the PFS-ARAS.
After normalizing the initial picture decision matrix, the pic-
ture decision matrix R4 = [7;;]xn is obtained

xij = (@j, Vij, Bij); for benefit attribute

xij = x{; = (Bij, vij» @ij);  for cost attribute.
Step 3: The VIKOR method needs to obtain the positive

ideal solution and the negative ideal solution from the picture
decision matrix (R4 = [7j1mxn)-

First, calculate the standard Hamming distance between
elements r;; and O* = (1, 0, 0), and the standard Hamming
distance between elements r;; and O~ = (0, 0, 1). Then,
according to the dpam(7ij, oY Aham(rij, O7), the positive
ideal solution and the negative ideal solution of the decision
matrix can be obtained. Here, the positive ideal solution of
the decision matrix is represented by A* and the negative
ideal solution of the decision matrix is represented by A™.
The standard Hamming distance between elements 7;; and
O0* = (1, 0, 0) is denoted by dpam(rij, O), and the standard
Hamming distance between elements r;; and O~ = (0, 0,
1) is denoted by djgm(rij, O7)

At = {r,-j where min; (dpam(¥ij, oNi=1, ..

A~ = {r;j where min; (dpam(rij, O )i =1, ..

A* can be represented by r; = (a;f, y j+, ,8;7) and A~ can
be represented by rj_ = (aj_, yj_, ﬂj_).

Step 4: VIKOR needs to calculate two initial measures S;
and R;. The PFS-based measures can be calculated by the
following formula:

n .. +
S; = ijM, i=1,..m, j=1,..,n
dham(rj > rj)

=1
(15)
dham(rij, r;— .
Ri =max{wj—————},i=1..m;j=1 ..n
J dham(rj ’rj)
(16)

Step 5: Calculate the value of Q; can be obtained by the
following formula:

S;i — 8™ R; — R™

—t+ (1l —v)— . 17
— +( U)R+ = (17

Here, S~ = min §;, S* = max S;, R~

1 L L
max R;. v and 1 — v are the weight distribution of S; and R;,
1

= minR;, Rt =

respectively. Here, we take the v equal to 0.5.

Step 6: Sort them in ascending order according to the val-
ues of S;, R; and Q;. When the following two conditions are
met, the compromise solution has the minimum Q; value.

T1. Acceptable advantage: Q(Agecond) — Q(Afirst) = ﬁ,
where Agecond and Afirg: are the second position and the first
position in the ranking list by Q;, and m is the number of the
alternatives.

T2. Acceptable Stability: The compromise solution must
be ranked best in the ranking list of S; and R; values. If
either of the two conditions is not met, a set of compromise
solutions will be obtained.
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a. If only T1 is not satisfied, then both A f;.5; and Asecond
are compromise solutions.

b. If only T2 is not satisfied, then the compromise solution
setis: Afirst, Aseconds - - -» AL, Where L satisfies the relation-
ship O(AL) — Q(Afirst) < ﬁ Ay is the Lth position
in the ranking list by Q;.

The application

With the continuous development of modern society and the
continuous consumption of fossil energy, people are fac-
ing more and more problems. Among them, the choice of
green suppliers is a very important and hot topic. Green
supplier selection is essentially a multi-attribute decision-
making problem, involving multiple evaluation attributes,
and then based on the evaluation of alternative methods under
multiple attributes to select alternative solutions. In this part,
we apply the improved PFS-ARAS and PFS-VIKOR meth-
ods to a green supplier selection problem. Let us consider
such a realistic scenario, there are six alternatives (A;(i = 1,
..., 0)) green suppliers. To select the best green suppliers, an
expert was invited to evaluate these candidate green suppli-
ers under some evaluation attributes. At present, all countries
in the world are paying attention to the deterioration of
the earth’s environment. Each country has set its own goal
of peaking carbon for its own economic development to
improve the planet’s environment. The automotive industry
has also begun to develop in the direction of new energy, and
the research and development of traditional gasoline mod-
els has gradually weakened. At present, all fields of society
are pursuing green and sustainable development. The same
goes for supplier selection. Therefore, the resource consump-
tion (cy1), the carbon emission (¢ ), the green production (c3),
and the green technology (c4) are very important indicators
to evaluate the development of green suppliers. These four
indicators are very appropriate to evaluate suppliers from the
aspects of resource consumption, carbon emissions, green
production, and green technology. Obviously, ¢i and ¢, are
cost attributes, and c¢3 and c4 are benefit attributes. We have
no information about attribute weights. The picture fuzzy
information evaluation matrix given by the expert is shown
in Table 1. Next, we use improved PFS-ARAS and PFS-
VIKOR methods to deal with this green supplier selection
problem.

PFS-ARAS

Phase 1: Determine attribute weight.

Step 1. Defuzzification of the initial decision matrix
according to the Definition 7, and the results are shown in
Table 2.

@ Springer

Step 2: Standardize Table 2 according to the following
rules, and the results are shown in Table 3:

ki — kmin
ij j . .
aij = W, 1 = 1, e, M, for benefit criteria
i T
max .
k i kij . o
0jj i =1, .,m; for cost criteria.

= T max _ 7min’
ki =k

Step 3: Construct a nonlinear programming model based
on the data in Eq. (5) and Table 3 to obtain attribute weights.
The weight information we get by the CCSD method is w =
[0.328, 0.07, 0.274, 0.328]7.

Phase 2: Sort alternatives.

Step I: The initial picture decision matrix information is
shown in Table 1.

Step 2: Standardize the initial picture decision matrix in
Table 1, and the results are shown in Table 4.

Step 3: Obtain the positive ideal solution from the decision
matrix in Table 4.

Firstly, calculate the Hamming distance between the Ry =
[rijlox4 and (1,0,0), (0,0,1). The results are shown in Tables 5
and 6.

From Table 5, we can know that the minimum values of 7; 1,
ri2, ri3, and ri4 are 0.395, 0.365, 0.51, 0.52. The 0.395 corre-
sponds to r11, 0.365 corresponds to rq2, 0.51 corresponds to
ro3 and rg3, and 0.52 corresponds to r14. Because 0.51 cor-
responds to the two values of r23 and rg3, we then compare
the Hamming distance between ry3, rg3 and (0,0,1). From
Table 6, we can know that the Hamming distances between
r3, re3 and (0,0,1) are 0.72 and 0.75, respectively. Since
0.75 is greater than 0.72, rg3 is the positive ideal solution
of r3j. From the above analysis, we can know that the pos-
itive ideal solution of Table 4 is: ro; = [(0.60, 0.29, 0.10),
(0.61, 0.27, 0.07), (0.45, 0.26, 0.21), (0.43, 0.32, 0.15)].

Step 4: Aggregate the picture fuzzy information (L;) under
multiple attributes in the alternative (i) according to Eq. (14).
The results are shown in Table 7.

Step 5: Calculate the performance score (sc; ) of alternative
(i). The results are shown in Table 7.

Step 6: Calculate the utility value (k;) of alternative (7).
The results are shown in Table 7.

Step 7: Sort them in descending order according to the
value of k;. The results are shown in Table 7.

From Table 7 we can know that the final alternatives are
ranked as follows: A1 > Ay > Agq > Ag > As > Aj.

PFS-VIKOR

Phase 1: Determine attribute weight.

The steps are the same as PFS-ARAS, which will not be
described here. The weight informationis: w = [0.328, 0.07,
0.274, 0.328]7.
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Table 1 The picture fuzzy

decision matrix R

Table 2 Decision matrix after
defuzzification Ry = [k;jloxa

Table 3 Standardized decision

matrix Rz = [3,‘_,‘](»(4

Table 4 Standardized decision

matrix Ry = [rijJexa

Table 5 The Hamming distance
between r;; and (1, 0, 0)

C1

2

3

c4

Ay <0.10, 0.29, 0.60 > <0.07,0.27,0.61 > <0.35,0.26,0.27 > <0.43,0.32,0.15 >
Ar <0.09,0.29,0.52 > <0.22,0.21,0.55 > <0.43,0.23,0.22 > <0.21,0.22,0.46 >
Aj <0.34,0.35,0.24 > <0.71,0.18,0.05 > <0.27,0.25,0.47 > <0.19,0.43,0.31 >
Ay <0.23,0.32,0.42 > <0.26,0.32,0.37 > <0.47,0.26,0.25 > <0.32,0.33,0.28 >
As <0.19,0.35,0.28 > <0.46,0.26,0.16 > <0.30,0.24, 0.40 > <0.28,0.33,0.35>
Ag <0.43,0.32,0.20 > <0.34,0.34,0.27 > <0.45,0.26,0.21 > <0.44,0.25,0.19 >
c () c3 c4
Ay 0.248 0.217 0.545 0.654
Ar 0.264 0.332 0.618 0.361
Az 0.554 0.850 0.399 0.436
Ay 0.402 0.442 0.612 0.520
As 0.447 0.668 0.447 0.464
Ag 0.621 0.537 0.63 0.640
c c c3 c4
Ay 1 1 0.632 1
Ay 0.957 0.818 0.948 0
Az 0.180 0 0 0.256
Ay 0.587 0.645 0.922 0.543
As 0.466 0.288 0.208 0.352
Ag 0 0.494 1 0.952
c 1) c3 c4
Ay <0.60, 0.29, 0.10 > <0.61,0.27,0.07 > <0.35,0.26, 0.27 > <0.43,0.32,0.15>
Ar <0.52,0.29, 0.09 > <0.55,0.21,0.22 > <0.43,0.23,0.22 > <0.21,0.22,0.46 >
A3 <0.24,0.35,0.34 > <0.05,0.18,0.71 > <0.27,0.25,0.47 > <0.19,0.43,0.31 >
Ay <0.42,0.32,0.23 > <0.37,0.32,0.26 > <0.47,0.26,0.25 > <0.32,0.33,0.28 >
As <0.28,0.35,0.19 > <0.16,0.26, 0.46 > <0.30,0.24, 0.40 > <0.28,0.33,0.35>
Ag <0.20,0.32,0.43 > <0.27,0.34,0.34 > <0.45,0.26,0.21 > <0.44,0.25,0.19 >
(1,0,0) (1,0,0) (1,0,0) (1,0,0)
rij 0.395 0.365 0.59 0.52
2 0.43 0.44 0.51 0.735
r3;j 0.725 0.92 0.725 0.775
T4 0.565 0.605 0.52 0.645
rs; 0.63 0.78 0.67 0.7
6 0.775 0.705 0.51 0.5
Min 0.395 0.365 0.51 0.52
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Table 6 The Hamming distance

between r;j and (0, 0, 1) 0,0, 1) (0,0, 1) (0,0, 1) 0,0, 1)
rij 0.895 0.905 0.67 0.8
r; 0.86 0.77 0.72 0.485
r3; 0.625 0.26 0.525 0.655
r4; 0.755 0.715 0.74 0.685
rs; 0.72 0.48 0.57 0.63
rej 0.545 0.635 0.75 0.75
min 0.545 0.26 0.525 0.485
Table 7 The PFS-ARAS result
L sc K Rank
X0 (0.511, 0.289, 0.137) 0.374
A (0.488, 0.289, 0.146) 0.342 0914 1
Ar (0.410, 0.243, 0.209) 0.201 0.537 2
Az (0.220, 0.326, 0.380) —0.160 —0.428 6
Ay (0.400,0.305, 0.253) 0.147 0.393 3
As (0.278, 0.303, 0.303) —0.025 —0.067 5
Ag (0.362, 0.280, 0.266) 0.096 0.257 4

Phase 2: Sort alternatives.

Step I: The initial picture decision matrix information is
shown in Table 1.

Step 2: Standardize the initial picture decision matrix in
Table 1, and the results are shown in Table 4 (R4 = [r;j]ox4).

Step 3: Obtain the positive ideal solution and the negative
ideal solution from the decision matrix in Table 4. In the
previous PFS-ARAS, we have already obtained the positive
ideal solution:A* = [(0.60, 0.29, 0.10), (0.61, 0.27, 0.07),
(0.45, 0.26, 0.21), (0.43, 0.32, 0.15)]. Next, we obtain the
negative ideal solution of the decision matrix according to
Table 6. From Table 6, we can know that the minimum values
of ri1, rip, ri3, and ri4 are: 0.545, 0.26, 0.525, and 0.485.
The 0.545 corresponds to r¢1, 0.26 corresponds to 732, 0.525
corresponds to 133, and 0.485 corresponds to rp4. From the
above analysis, we can know that the negative ideal solution
of Table 4 is: A~ = [(0.20, 0.32, 0.43), (0.05, 0.18, 0.71),
(0.27, 0.25, 0.47), (0.21, 0.22, 0.46)].

Step 4: Calculate the S; and R; values according to Eq. (15)
and Eq. (16), and the results are shown in Table 8.

Step 5: Calculate the value of Q; according to Eq. (17),
and the results are shown in Table 8.

Step 6: Sort them in ascending order according to the val-
ues of Q;. The results are in Table 8.

Next, we verify the constraints of the compromise solu-
tion.

T1. Acceptable advantage: 0.584 — 0 > ﬁ = ﬁ =
0.333. The compromise solution obtained satisfies this
restriction.

@ Springer

T2. Acceptable Stability: It can be seen from Table 8§ that
A1 ranks the best in the Q; value ranking, and is also the best
in the S; value and R; value ranking, which meets the limit
of acceptable stability.

From Table 8, we can get the alternatives in the PFS-
VIKOR method in order as follows: A1 > A4 > A5 >
Ay > A¢ > Az. From Table 7, we can get the ranking
of the alternatives in the PFS-ARAS method as follows:
A > Ay > As > Ag > As > Ajs. Comparing the
results obtained by the two methods, it is found that the
results obtained by the two methods are slightly different.
The best and worst alternatives selected by the two methods
are the same, while the intermediate alternatives are slightly
different. For example, the A4 word ranks second in the PFS-
ARAS method, and ranks third in the PFS-VIKOR method.
However, the best solutions selected by the two are the same,
so it can be concluded that these two methods are still effec-
tive in the environment of picture fuzzy.

This example shows that the method proposed in this paper
has strong application prospects, such as multi-attribute
decision-making problems, such as medical diagnosis, pat-
tern recognition, and supplier selection. Through the fuzzy
initial decision matrix given by relevant experts, it can be
processed according to the method proposed in this paper
to obtain the ranking of alternatives. Moreover, the method
proposed in this paper is simple to calculate, and the CCSD
method can be calculated by writing nonlinear programming
models in LINGO, MATLAB, and other software. It can be
easily applied to some scenarios.
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Table 8 The result of the VIKOR
method Si R o Rank
Ay 0.097 0.097 0 1
A 0.418 0.274 0.584 4
Aj 0.894 0.285 0.907 6
Ay 0.339 0.147 0.260 2
As 0.656 0.203 0.580 3
Ag 0.427 0.328 0.707 5
Table 9 Comparison of the results of some methods Conclusion

Method Sorting of alternatives
PFS-ARAS A] > A2 > A4 > Aé > A5 > A3
PFS-VIKOR Al > Ay > As > Ay > Ae > A3

PFS-WASPAS [22]
PFS-EDAS [49]
PFS-COPRAS [50]

Al > Ay = Ay = Ag = As > A3
A2>A1>A3>A(,>A5>A4
A3>A1>A6>A4>A2>A5

Comparative analysis

In this part, some existing multi-attribute decision-making
methods are compared and analyzed. The data in Table 1
are the initial picture decision matrix. In this multi-attribute
decision problem, there are six alternatives and four eval-
uation attributes, and ¢y, ¢p are cost attributes, c3, ¢4 are
benefit attributes. The weight information of the attribute is
w = [0.328, 0.07, 0.274, 0.328]7. The results obtained by
some of the existing methods are shown in Table 9.

From the results in Table 9, it can be known that the
ranking of the alternatives calculated by the PFS-ARAS
method and the PFS-WASPAS method are completely con-
sistent. The ranking of alternatives calculated by PFS-ARAS,
PFS-VIKOR, PFS-EDAS, and PFS-COPRAS methods is not
completely consistent. Among them, the results of the best
alternative and the worst alternative obtained by the PFS-
ARAS, PFS-VIKOR, and PFS-WASPAS methods are the
same, which are Ay and As, respectively. These methods
are slightly different in the ordering of A», A4, As, and Ag.
For example, A; ranks second in the PFS-ARAS method,
fourth in the PFS-VIKOR method, and second in the WAS-
PAS method. The PFS-EDAS method ranked A, first and
Ay last. The PFS-COPRAS method ranked A3 first and As
last. All of the above methods place A; at the front and As
at the back. From the above analysis, it can be proved that
the PFS-ARAS and PFS-VIKOR methods proposed in this
paper are effective and reliable.

The PFS is a very powerful tool in dealing with uncer-
tain and vague information. In this article, a method to
compare the pros and cons of PFNs is introduced. Sec-
ond, the CCSD method is extended to the picture fuzzy
environment and is used to determine attribute weight infor-
mation. The CCSD method can handle the situation where
the attribute weight information is completely unknown or
partly unknown. Third, the ARAS and VIKOR methods are
extended to the picture fuzzy environment, and the proposed
PFNs’ comparison rules are also applied in the PFS-ARAS
and PFS-VIKOR methods. Fourth, the method proposed in
this paper is used to solve the problem of green supplier
selection in a picture fuzzy environment. Finally, the method
proposed in this paper is compared with some methods to
illustrate the effectiveness and reliability of the proposed
method.

At the same time, the method proposed in this paper still
has some limitations in some aspects. First, the initial fuzzy
decision matrix may be difficult to obtain, and in the actual
application process, the acquisition of fuzzy evaluation data
on alternatives is a difficult point. Second, the attribute weight
determination method proposed in this paper needs to defuzz
PFNs before calculation, which is still calculated according
to the correlation coefficient and standard deviation of the
accuracy number, and some fuzzy information may be lost
during the defuzzing process.

In future research, with the improvement of PFNs opera-
tion rules, the weight value of attributes can be determined
directly by calculating the correlation coefficient and stan-
dard deviation between PFNs. At the same time, the CCSD
method determines that the weight value is calculated accord-
ing to the data itself, and the subjective factors of the experts
can be further considered, and the subjective factors of the
experts and the objective factors can be considered to be com-
bined, so as to obtain more reasonable attribute values. There
are also interval PF, linguistic term PFS, hesitant PFS, etc.
that deserve further study in the future.
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