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Abstract
The task of benchmarking smart e-tourism applications based on multiple smart key concept attributes is considered a
multi-attribute decision-making (MADM) problem. Although the literature review has evaluated and benchmarked these
applications, data ambiguity and vagueness continue to be unresolved issues. The robustness of the fuzzy decision by opinion
score method (FDOSM) and fuzzy weighted with zero inconsistency (FWZIC) is proven compared with that of other MADM
methods. Thus, this study extends FDOSM and FWZIC under a new fuzzy environment to address the mentioned issues
whilst benchmarking the applications. The neutrosophic fuzzy set is used for this purpose because of its high ability to handle
ambiguous and vague information comprehensively. Fundamentally, the proposed methodology comprises two phases. The
first phase adopts and describes the decision matrices of the smart e-tourism applications. The second phase presents the
proposed framework in two sections. In the first section, the weight of each attribute of smart e-tourism applications is
calculated through the neutrosophic FWZIC (NS-FWZIC) method. The second section employs the weights determined by
the NS-FWZIC method to benchmark all the applications per each category (tourism marketing and smart-based tourism
recommendation system categories) through the neutrosophic FDOSM (NS-FDOSM). Findings reveal that: (1) the NS-
FWZIC method effectively weights the applications’ attributes. Real time receives the highest importance weight (0.402),
whereas augmented reality has the lowest weight (0.005). The remaining attributes are distributed in between. (2) In the
context of group decision-making, NS-FDOSM is used to uniform the variation found in the individual benchmarking results
of the applications across all categories. Systematic ranking, sensitivity analysis and comparison analysis assessments are
used to evaluate the robustness of the proposed work. Finally, the limitations of this study are discussed along with several
future directions.
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Introduction

Tourism is considered one of the leading industries with a
significant impact on socio-economic development globally
[1]. If taken from a service perspective, it can be identified
as a service that initiates the mobilisation of people from
one place to another for leisure or business purposes [2].

6 School of Computing and Information Systems, University of
Melbourne, 700 Swanston Street, Victoria 3010, Australia

7 Future Technology Research Center, National Yunlin
University of Science and Technology, 123 University Road,
Section 3, Douliou, Yunlin 64002, Taiwan

8 Foundation of Alshuhda, Baghdad, Iraq

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s40747-022-00689-7&domain=pdf
http://orcid.org/0000-0002-7844-3990


3480 Complex & Intelligent Systems (2022) 8:3479–3503

Tourism has also paved the way for a fast-growing sector
examining connections with developing countries and cul-
tivating sustainable development goals [3]. Tourism reality
has shifted the mentality, let alone the culture, of the peo-
ple in exploring vast locations and cultures [4] beyond their
domestic areas [5]. This fact is more apparent because of
the tourism shift from the typical business model to the
customer-centred approach [6]. According to tourism statis-
tics presented in [7], nearly 1.8 million international tourists
would be recorded in 2020. This number is expected to hit 7.8
billion in 2025. Tourism requires planning and developing to
search for compromises amongst environmental, social and
economic aspects [5]; owing to this intensive demand, tech-
nology growth comes in handy. The concept of e-tourism
stemmed from a simple idea of digitalising the travel con-
cept for tourism, making it accessible to individuals through
theirmobile devices. It is an e-commerce solution for compa-
nies within the travel and tourism industry to refer to when
using information communication technology for tourists.
E-tourism has evolved by making substantial use of infor-
mation technology development aligned with core problems
in tourism [8]. Although e-tourism emerged as significant, it
may not serve its intended purpose in the best way possible,
which resulted in a more centric concept of smart e-tourism.
Previous research [9] has identified an approach that can pro-
vide e-tourism experience with better aspects, including real
data, context awareness (CA) and personalisation. It, there-
fore,maximises the potential to enhance the quality of overall
tourism [9] sought by the interactive environment for system
users.

The smart tourism sector has relied on a social method to
provide a positive social experience for travellers who share
various pleasant tour experiences through e-tourism [10].
However, studies have also argued the critical differences
between typical e-tourism and smart e-tourism. The key
differences can be pinpointed upon concluding that typical e-
tourism provides a digital connection between the clients and
business. By contrast, smart e-tourism takes the latter con-
cepts and connects them with physical worlds via the avail-
able resources (technologies), such as cloud computing, the
Internet of Things (IoT) and social media (SM) [11]. Smart
e-tourism, following all the previous technologies, has also
found its way with more interesting technological advances.
It presents itself in various concepts, including SM, recom-
mender systems (RS), big data (BD), privacypreserving (PP),
user modelling (UM), IoT, real time (RT), augmented reality
(AR), CA, user experience (UE), theoretical contributions
(TC) and cultural heritage (CH) [12]. All these concepts
can fall into one of two main smart e-tourism categories,
tourism marketing [13–20] and smart-based tourism recom-
mendation system (TRS). Smart-based TRS includes four
sub-categories, namely, (1) collaborative filtering [21–29],
(2) content [30–47], (3) context [48–57] and hybrid models

[58–75]. In smart e-tourism, undeniable smart key concept
attributes variations are observed for smart-based TRS and
tourismmarketing strategies. This notable discrepancy raises
an issue in understanding the differences and greatly chal-
lenges the assessing and benchmarking of the applications
per each category. This discrepancy can be attributed to the
fact that different applications perform differently across
these concepts [12]. These differences constitute signifi-
cant inspiration for proposing a satisfactory assessment and
benchmarking to evaluate these applications [76].

The benchmarking of smart e-tourism applications can
be used as a reference point for industry practitioners and
researchers to determine the most critical attributes associ-
atedwith smart e-tourismapplications.Additionally, they can
maximise benefits for tourism-related authorities by assisting
them in developing themost effective development strategies
and directly identifying the ideal alternative without manu-
ally checking extensive reviews and screening potentially
valuable information [77]. Selecting the smartest application
from a set of applications whilst considering the decision
attributes and decision makers’ disparate priorities is a com-
plex task. Although such a consideration may be hard for
everyone, decision support systems can enforce any decision
once they are provided with the right parameters and fac-
tors [78]. Multi-criteria decision-making (MCDM) is one of
the most important techniques in the decision science field,
specifically concerned with making optimal decisions based
on available information [79]. This technique aids in making
the right decision, especially when multiple factors/concepts
influencing the final decision are taken into account. MCDM
is classified into two main categories [80, 81]: (i) multi-
objective decision making (MODM), which naturally entails
several competing objectives that must be optimised con-
currently, and (ii) multi-attribute decision making (MADM),
which focuses on discrete decision spaces. These categories
consider different data types and purposes. Practically, the
alternatives are not preidentified in the problems associated
with MODM [82, 83]. In this category, the primary concern
is to design or plan the most appropriate alternative given
the available resources [84, 85]. By contrast, the alterna-
tives must be preidentified in the problems associated with
MADM. The primary concern of this category is to select,
prioritise or rank a finite number of alternatives [86, 87].
Unquestionably, both groups’ capabilities shine most when
required. Many studies have applied MODM and MADM
approaches in different smart e-tourism perspectives.

A number of interesting works have been on smart e-
tourism applications in the MODM literature. Pop et al.
[88] proposed a complex architecture for smart tourism that
combines Martins and NSGA II algorithms. They developed
a scheduling technique with multiple objectives for multi-
modal and time-dependent transportation networks. Ahmad
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et al. [89] developed an innovative application that recom-
mends the best travel route depending on user requirements
(e.g., maximum time, distance and popularity of a partic-
ular place). A Markov chain model was used to forecast
the popularity of various locations on a short-term and
long-term basis, where popularity index in conjunction with
user requirements was used to find optimal routes. To opti-
mise the network structure whilst adjusting future resource
levels, Wen et al. [90] came up with a double-layered cou-
pling system focused on tourism traffic. Wang et al. [91]
designed a smart tourism management model for wisdom
tourist service. Their model, which utilises artificial colony
theory and big data to optimise tourism resource allocation,
increases tourism management efficiency and quality. From
another angle, various studies have shown thatMADMmeth-
ods markedly aid in assessing smart e-tourism applications.
Nilashi et al. [92] built a hotel RS for online tourist platforms
using multi-attribute ratings from social media networking
sites. Lin [77] usedprincipal component analysis and analytic
network process methods for assessment and Vlsekriteri-
jumska Optimizcija I Kaompromisno Resenje (VIKOR) for
benchmarking urban and rural tourism systems. Nie et al.
[93] investigated an MADMmodel for hotel selection to aid
travellers in selecting an appropriate hotel and guide hote-
liers in getting competitive advantages in the e-tourism era.
Nilashi et al. [94] incorporated multi-attribute ratings into
the development of a new system based on MADM for hotel
suggestions on e-tourism platforms. Someworks have evalu-
ated and benchmarked the study alternatives for certain cases.
Despite the availability of all these studies, their aims, evalu-
ations and benchmarking methods have only been directed at
certain cases and aspects related to different smart e-tourism
categories. None of these studies have considered assess-
ing all smart e-tourism applications across all categories and
aspects except for the work presented by [76]. This study
has assessed and benchmarked all smart e-tourism applica-
tions across their associated categories using the MADM
methods. Therefore, the present study focuses on applying
MADM methods to various concepts of these applications.
The rationale for this emphasis is the important research con-
tributions in analysing various applications based on diverse
concepts.

Despite all the previous efforts, the benchmarking proce-
dures of smart e-tourism applications do not come without
issues, especially when considering the nature of applica-
tions to be benchmarked. These issues include the presence
ofmultiple evaluation attributes, the variance of data between
categories and their concepts and determining the importance
of the relative attributes. Krishnan et al. [76]. considered all
these issues whilst assessing and ranking the applications of
smart e-tourism. They proposed MADM method (i.e., inter-
val type 2 trapezoidal fuzzyweightedwith zero inconsistency
(IT2TR-FWZIC) integratedwith theVIKOR) to assess all the

applications across each category. Regardless of their com-
mendable efforts in addressing the aforesaid issues, further
issues appeared. They then used an existing MADM ranking
approach called VIKOR. VIKOR is one of the most rank-
ing methods used to determine the optimal solution amongst
a set of solutions. However, the VIKOR method has weak-
nesses; it requires external weighting and normalisation, that
is, converting data measured onmultiple scales into the same
scale in the decision matrix (DM) methods [95]. There are
various normalisation methods. However, normalisation is
considered an issue with VIKOR because each method pro-
vides a different scale, which alters the data behaviour and
the final decision [95]. In addition, VIKOR cannot weight
attributes [96], and, hence, an alternative weighing method
is required to address this issue. Moreover, VIKOR is inef-
fective in dealing with ambiguous and vague data.

Given these issues and to pave the way for a more robust
method, Salih et al. [95] proved the robustness of an approach
called fuzzy decision by opinion score method (FDOSM)
in addressing all of the preceding issues. FDOSM relies
on the opinion of experts (decision makers) to deliver log-
ical decisions because it utilises opinion matrix and the
ideal/optimal solution concepts. The experts determine the
ideal/optimal solution and compare it to other solutions
for the same criterion per solutions. Following the gener-
ation of the opinion matrix, the final ranking of solutions is
established using arithmetic mean (AM) with direct aggre-
gation. FDOSM is built on two essential parts: individual
and group decision-making contexts. Comparing FDOSM to
other MADM (ranking and weighting) methods, the former
used an ideal/optimal solution concept, avoided inconsis-
tency and two preferences, reduced comparisons numbers,
specified reasonable and implicit comparisons and required
fewer mathematical operations. In addition, it overcame
normalisation and weight issues in MADM methods. The
earliest version of the FDOSM focused exclusively on the
AM operator in the direct aggregation whilst ignoring all
other possible operators. Simultaneously, FDOSM ignored
distance measurements, which could have resulted in dif-
ferent ranking outcomes. Since then, FDOSM has been
improved to include the geometric mean, harmonic mean
and root mean square, as well as distance measurement,
to determine the ideal/optimal solution [97]. Both versions
of FDOSM try to handle ambiguous and fuzzy information
using triangular fuzzy numbers (TFNs). However, TFN can-
not address several real-world problems [98]. The ambiguous
and fuzzy information that results from the subjectivity of
experts’ feedback can be handled through the use of fuzzy
set methods [95]. Hence, FDOSM must be improved and
extended under another fuzzy environment to efficiently
tackle ambiguity problems, gather additional useful informa-
tion under imprecise settings and benchmark smart e-tourism
applications.
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Recently, neutrosophic fuzzy sets (NFSs) have been pro-
posed [99], where the term ‘neutrosophy’ refers to the neutral
thought’s knowledge. NFS allowed decision makers to deal
with the knowledge of neural thinking [132, 133]. The neu-
trality of this typemakes it possible to add extra functionality
to model ambiguity information [134, 135]. Neutrosophy is
a modern branch of philosophy concerned with the scope
of neutralities, nature and origin as well as their interactions
with various ideational spectra [100]. NFSs are applauded for
their ability tomanage ambiguous, imprecise and incomplete
information [101].Owing to these features,many researchers
utilised NFSs. Pamucar et al. [102] integrated NFS with
Measurement Alternatives and Ranking according to the
Compromise Solution to benchmark fuel vehicles alterna-
tives for sustainable transport. Gokasar et al. [103] extended
Technique For Order Preference By Similarity To An Ideal
Solution (TOPSIS) and Weighted Aggregated Sum Product
Assessment (WASPAS) under type-2 neutrosophic environ-
ment to prioritise the projects of bridge maintenance. A
triangular linguistic neutrosophic cubic fuzzy with TOPSIS
was presented by [104] to solve real-world MCDM prob-
lems. Adaikalaraj et al. [105] extended VIKORmethod with
interval valued Neutrosophic fuzzy set to rank the nanotox-
icity evaluation methods. Preference Ranking Organisation
Method for Enrichment Evaluation was extended by [106]
under Pythagorean neutrosophic fuzzy environment to select
smart materials. Zavadskas et al. [107] selected of single-
family house elements and materials by integrating Step-
wiseWeight Assessment Ratio Analysis andMulti-objective
Optimisation by Ratio Analysis Plus Full Multiplicative
Form under NFS environment. Pamucar et al. [101] pri-
oritised the alternatives of energy storage technology by
extending Dombi weighted geometric averaging operator
andMulti-Attributive Ideal-Real Comparative Analysis with
trapezoidal NFS. The multi-attribute border approximation
area comparison–elimination and choice translating reality
was extended by [108] under single-valued neutrosophic lin-
guistic fuzzy to select the best outsourcing provider. Liang
et al. [109] integrated DEcision-MAking Trial and Evalua-
tion Laboratory (DEMATEL) with single-valued trapezoidal
neutrosophic fuzzy to evaluate and select e-commerce web-
sites. Başhan et al. [110] selected the risk in ship navigation
by extending TOPSIS with NFSs. Abdel-Basset et al. [111]
benchmarked security services by developing DEMATEL
under NFSs.

All robust MADMmethods and their extensions based on
NFSs show that this fuzzy type is superior to other types of
fuzzy sets in terms of addressing ambiguity, uncertainty and
fuzziness issues [112]. The limitations of FDOSM and its
extensions can be handled by extending an FDOSM under
NFSs environment to be used in benchmarking smart e-
tourism applications based on multiple attributes. However,

FDOSM can implicitly weight each attribute, but it can-
not assign explicit weights to the attributes. FWZIC can be
utilised to weight the attributes with zero inconstancies to
address this theoretical issue. It is based on expert preference
differences for each attribute to determine its significance
level in the decision process, which includes multiple steps
for establishing the weights of the attributes. The initial
version of FWZIC was developed under TFNs, which has
many shortcomings [113]. Krishnan et al. [76] thus extended
FWZIC under interval type-2 trapezoidal fuzzy environment,
which efficiently weights the attributes of the applications.
Despite the capability of both versions of FWZIC (the initial
version and IT2TR-FWZIC), NFSs show more capabilities
and advantages in addressing uncertain phenomena of infor-
mation. Therefore, FWZIC should also be extended under
NFS environment resulting in a homogeneous fuzzy envi-
ronment between FDOSMand FWZIC to address ambiguity,
uncertainty and fuzziness issues in benchmarking the appli-
cations of smart e-tourism efficiently.

The novelty andmain contribution of this work include (1)
developing a new homogeneous MADM framework based
on NFS environment, (2) formulating a new extension of
FWZIC, calledNS-FWZIC, for weighting the smart key con-
cept attributes involved in assessing smart e-tourism and (3)
formulating a newextension of FDOSM, calledNS-FDOSM,
for benchmarking the applications of smart e-tourism per
each e-tourism category.

Methodology

This section presents the proposed methodology comprising
two phases as described in Fig. 1.

Phase 1: DMs

In this section, the DMs used for benchmarking the smart
e-tourism application are adopted from previous work [76].
A total of 12 smart key concept attributes used in this regard
along with the applications (n � 65) are utilised based on
their categories, including (1) tourism marketing (n � 8)
illustrated in Table 1, (2) collaborative filtering (n � 11)
illustrated in Table, (3) content-based (n � 18) illustrated
in Table, (4) context-based (n � 10) illustrated in Table and
hybrid models-based (n � 18) illustrated in Table.

Tables 1, 2, 3, 4, 5 show that some attributes are denoted
by ✓ signs; others, × . A binary assumption-based assess-
ment was conducted by [76] to evaluate the applications,
with ✓ sign indicating the presence of the attribute in a
given application and × sign indicating the absence of the
attribute in a particular application. This study proposes
a new method for benchmarking the previously evaluated
applications. Benchmarking these applications per category
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Fig. 1 Phases of the proposed method

Table 1 Tourism marketing decision matrix

Attribute applications CA RS SM IoT UE RT UM AR BD TC CH PP

A#1 [13] × × × × × × ✓ × × × × ×
A#2 [14] ✓ × ✓ × ✓ ✓ × × ✓ × × ✓

A#3 [15] ✓ ✓ ✓ × ✓ × ✓ × ✓ × × ×
A#4 [16] ✓ × × × ✓ × × × × × ✓ ✓

A#5 [17] ✓ × × × × × × × ✓ ✓ × ×
A#6 [18] ✓ × × × × × × × ✓ ✓ × ×
A#7 [19] × × ✓ × ✓ ✓ ✓ × ✓ ✓ × ×
A#8 [20] ✓ × × × ✓ ✓ × × × × × ×

123



3484 Complex & Intelligent Systems (2022) 8:3479–3503

Table 2 Collaborative filtering decision matrix

Attribute applications CA RS SM IoT UE RT UM AR BD TC CH PP

A#1 [21] × ✓ ✓ × × × × × ✓ × × ×
A#2 [22] × ✓ × × × × × × × × × ×
A#3 [23] × ✓ × × ✓ × × × × × × ×
A#4 [24] ✓ ✓ ✓ × ✓ ✓ × × × × × ×
A#5 [25] × ✓ × × ✓ × ✓ × × × × ×
A#6 [26] ✓ ✓ × × ✓ × × × × × × ×
A#7 [27] × ✓ ✓ × ✓ × × × ✓ × × ×
A#8 [28] ✓ ✓ ✓ × ✓ × ✓ × ✓ × × ×
A#9 [29] × ✓ ✓ × ✓ × × × ✓ ✓ × ×
A#10 [114] × ✓ × × ✓ ✓ ✓ × × × × ×
A#11 [115] × ✓ × × ✓ × ✓ × × ✓ × ×

Table 3 Content decision matrix

Attribute applications CA RS SM IoT UE RT UM AR BD TC CH PP

A#12 [30] × ✓ × × ✓ × × × ✓ × × ×
A#13 [31] × ✓ ✓ × ✓ × ✓ × ✓ ✓ × ×
A#14 [32] × ✓ × × ✓ × ✓ × × ✓ ✓ ×
A#15 [33] × ✓ ✓ × ✓ × × ✓ × × × ×
A#16 [34] × ✓ ✓ × ✓ ✓ ✓ × ✓ × ✓ ×
A#17 [35] ✓ ✓ ✓ ✓ ✓ ✓ × ✓ ✓ × ✓ ×
A#18 [36] × ✓ × × ✓ × × × ✓ × × ×
A#19 [37] × × ✓ × ✓ ✓ ✓ × × ✓ ✓ ×
A#20 [38] ✓ ✓ ✓ × ✓ × ✓ × ✓ × × ×
A#21 [39] × ✓ × × ✓ × × × × × × ×
A#22 [40] ✓ ✓ ✓ × ✓ × ✓ × × × × ×
A#23 [41] ✓ ✓ ✓ × ✓ × ✓ × × × × ×
A#24 [42] × ✓ × ✓ × × × × × × ✓ ×
A#25 [43] × ✓ ✓ × × ✓ ✓ × ✓ × × ✓

A#26 [44] ✓ ✓ × × ✓ × × × × × × ×
A#27 [45] × ✓ × × ✓ × ✓ × × × × ×
A#28 [46] × ✓ ✓ × ✓ × ✓ × ✓ ✓ × ×
A#29 [47] ✓ ✓ × × ✓ × ✓ × × ✓ × ×

is mostly accomplished using the 12 attributes, namely, CA,
RS, SM, IoT, UE, RT, UM, AR, BD, TC, CH and PP. As
discussed in [76], the evaluation attributes are considered
benefit attributes, indicating that the higher the scalar value,
the better. As for the upcoming phase, the development of
the MADM solution is extensively described based on the
extension of NS-FWZIC integrated with NS-FDOSM.

Phase 2: development phase

This section presents the extended MADM approach for
weighting the 12 attributes based on NS-FWZIC along with

NS-FDOSM, which is used for applications benchmarking.
The full details of this integration can be elaborated as fol-
lows.

Formulation of NS-FWZIC

The new extension of FWZIC (NS-FWZIC)method involves
5 sequential steps to weight the evaluation attributes (i.e., 12
smart key concept attributes). These steps are presented in
detail as follows:
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Table 4 Context decision matrix

Attribute applications CA RS SM IoT UE RT UM AR BD TC CH PP

A#30 [48] ✓ ✓ × × ✓ × × × × ✓ ✓ ×
A#31 [49] ✓ ✓ × × ✓ × × × × × × ×
A#32 [50] ✓ ✓ × × ✓ × × × × × × ×
A#33 [51] ✓ ✓ × × ✓ × × × × × × ×
A#34 [52] ✓ ✓ ✓ ✓ × ✓ × × × × × ×
A#35 [53] ✓ ✓ × × × × × × ✓ ✓ × ×
A#36 [54] ✓ ✓ × × ✓ × ✓ × × ✓ ✓ ×
A#37 [55] ✓ ✓ × × ✓ × × × × × ✓ ×
A#38 [56] ✓ × ✓ × ✓ × ✓ × ✓ ✓ × ×
A#39 [57] ✓ × × × ✓ × ✓ × ✓ ✓ × ×

Table 5 Hybrid model decision matrix

Attribute applications CA RS SM IoT UE RT UM AR BD TC CH PP

A#40 [58] × ✓ ✓ × ✓ × × × ✓ × × ✓

A#41 [59] ✓ ✓ ✓ × ✓ × × × ✓ × × ×
A#42 [60] × ✓ ✓ × ✓ × × ✓ × × ×
A#43 [61] ✓ ✓ ✓ × ✓ ✓ × × ✓ × × ×
A#44 [62] × ✓ ✓ × ✓ ✓ ✓ × × ✓ × ×
A#45 [63] ✓ ✓ ✓ × × × × × × ✓ × ×
A#46 [64] ✓ ✓ ✓ ✓ × × ✓ × ✓ ✓ ✓ ×
A#47 [65] ✓ ✓ × × ✓ × × × × × × ×
A#48 [66] ✓ ✓ × × ✓ × × × × × × ×
A#49 [67] × ✓ ✓ × × × × × ✓ × × ×
A#50 [68] ✓ ✓ × × × × × × × × × ×
A#51 [69] × ✓ ✓ × ✓ × ✓ × ✓ × × ×
A#52 [70] × ✓ ✓ × ✓ × ✓ × × × ✓ ×
A#53 [71] ✓ ✓ ✓ × ✓ × ✓ × ✓ × × ×
A#54 [72] × ✓ × × ✓ × × × × × × ×
A#55 [73] ✓ ✓ ✓ × ✓ × × × × × ✓ ×
A#56 [74] ✓ ✓ ✓ × × × × × ✓ × ✓ ×
A#57 [75] ✓ ✓ × × ✓ × ✓ × × × × ×

Step 1: Defining evaluation attributes

The evaluation attributes are adopted from [76] as discussed
in Sect. "Phase 1: DMs". The process of obtaining the subjec-
tive preferences for each attribute is justified in the following
step.

Step 2: Structured expert judgment (SEJ)

This step discusses how experts are selected according to
their degree of expertise to evaluate the relative importance
of the attributes. Five sub-steps are included, starting with
selecting domain experts recognised byothers. Experts in this

context are highly educated individuals with high experience
in the e-tourism industry and professional academic knowl-
edge (i.e., academic degrees). A pool of different experts is
then created to choose the most suitable ones from a mini-
mum of 11 experts. The next sub-step includes developing
an evaluation form to gather expert data. The following step
is where the attribute importance is defined using a 5-point
Likert scale. Despite having other Likert scales, this one is
selected because it is highly reliable and minimally biased
[116]. Finally, a conversion of linguistic scale to numerical
scale is applied for the opinion matrices of all decision matri-
ces (DMs) for further analysis (Table 6).
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Table 6 Linguistic terms with
their equivalent numerical and
neutrosophic fuzzy numbers
(NFNs)[117]

Linguistic scoring scale Numerical scoring scale NFNs

ρ σ τ

Not important 1 0.95 0.05 0.05

Slightly important 2 0.75 0.25 0.25

Moderately important 3 0.50 0.50 0.50

Important 4 0.25 0.75 0.75

Extremely important 5 0.05 0.95 0.95

Step 3: Building expert DM(EDM)

This step includes the creation of EDM, containing the alter-
natives and attributes as presented in Table 7.

As shown in Table 7, each expert is crossed with each
attribute, wherein each expert assigns an importance level to
each attribute.

Step 4: Applying NFS membership function

This step entails applying the NFS membership function on
the EDMdata and then defuzzing it. The data (i.e., numerical
scoring scale) are converted into NS-EDM to improve their
precision and ease of use for subsequent analysis using Table.
The NFNs used in this process (shown in Table 6) are based
on the definition provided by [117], where ρ represent the
truth-membership function, σ represent the indeterminacy-
membership function and τ represent the falsity-membership
function. Ambiguous and vague information are frequently
problematic in MADM as it is difficult to assign a precise
preference to any attribute. The NFSs’ advantage is that they
confront uncertain, vague, and inconsistent information to
estimate the relative importance of the attributes [99]. The
NFS is presented by [99, 118] and defined in Eq. (1).

N � {x , ρN (x), σN (x), τN (x)|x ∈ X} (1)

where X is a universe of discourse, and N is a simplified
neutrosophic set (SNS). N in X is characterised by a truth-
membership functionρN (x), an indeterminacy-membership
function σN (x) and a falsity-membership functionτN (x),
where functionsρN (x), σN (x)andτN (x) are singleton subin-
tervals/subsets in the real standard interval [0, 1], such
thatρN (x) : X → [0, 1], σN (x) : X → [0, 1]andτN (x) :
X → [0, 1].

Summation and aggregation operation [119]:

Let ã j � 〈ρ j , σ j , τ j 〉( j � 1, 2, . . . ,

n) be a collection of SNSs, and SNG: Qn → Q if

(2)

SNG
(
ã1, ã2, . . . , ãn

)

�
n∏

j�1

ã j

�
⎛

⎝
n∏

j�1

ρ j , 1 −
n∏

j�1

(
1 − σ j

)
, 1 −

n∏

j�1

(
1 − τ j

)
⎞

⎠ .

A simplified neutrosophic geometric average operator
identifies SNG.

Division operation [118]:
For any two given SNSs A and B, the division operation

of SNSs A and B is defined as follows:

A

B
�

{
〈x , ρA(x)

ρB(x)
,

σA(x) − σB(x)

1 − σB(x)
,

τA(x) − τB(x)

1 − τB(x)
〉 | x ∈ X

}
,

(3)

which is valid under the conditions B ≥ A, ρB(x) �� 0,
σB(x) �� 1, and τB(x) �� 1.

In this stage, one of the fundamental structures of FWZIC
is to divide the summed values by a constant. Therefore, the
original equation of multiplications by scalar value [118] is
modified to meet the fundamental process of FWZIC using
the inverse of the constant, as indicated in Eq. (4).

Equation (4) shows the equation of SNS division on crisp
value.

N /λ �
{
〈x , 1 − (1 − ρN (x))

1/λ, σ
1/λ
N (x), τ

1/λ
N (x)〉 | x ∈ X

}
, λ > 0

(4)

The results of Eq. (4) are aggregated using Eq. (5), where
SNWG (neutrosophic weighted geometric) represents an
average operator [119].

Let ã j � u j , p j ,

v j ( j � 1, 2, . . . , n) be a collection of SNNs, and SNG: Qn

→ Q , if
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Table 7 EDM
Experts attributes E1 E2 E3 … Em

C1 Imp (E1/C1) Imp (E2/C1) Imp (E3/C1) … Imp (En/C1)

C2 Imp (E1/C2) Imp (E2/C2) Imp (E3/C2) … Imp (En/C2)

… … … … … …

Cn Imp (E1/Cn) Imp (E2/Cn) Imp (E3/Cn) … Imp (Em/Cn)

Imp represents the importance level

SNWG
(
ã1, ã2, . . . , ãn

)

�
n∏

j�1

ã
ω j
j

�
⎛

⎝
n∏

j�1

ρ
ω j
j , 1 −

n∏

j�1

(
1 − σ j

)ω j , 1 −
n∏

j�1

(
1 − τ j

)ω j

⎞

⎠ ,

(5)

where ω j is the weight of ã j ( j � 1, 2, . . . , n), ω j ∈
[0, 1] and

∑n
j�1 ω j � 1.

Scoring or the defuzzied (crisp) value of SNSs is defined
as follows [120]:

s(A) � (ρA + 1 − σA + 1 − τA)/3. (6)

Step 5: Computing the final weight value
Based on the fuzzification data of the attributes in the pre-
vious step, the final values of the weight coefficients of the
attributes (w1, w2, ..., wn)T are calculated in this step as
follows. The ratio of fuzzification data is computed using
Eqs. (2) and (4). The preceding equations are used with SNS
and SNWG[118, 119], where Eq. (7) symbolises the process,
as shown in Table 8.

(7)

Ẽi j : C̃i j �
Imp

(
Ẽi j/C̃i j

)

∑n
j�1 Imp

(
Ẽi j/C̃i j

) , f or i

� 1, 2, 3, ..m and j � 1, 2, 3, ..n.

where Imp(Ẽi j/C̃i j ) represents the fuzzy number of
Imp(Ei j/Ci j ) [121].

(b) The mean values are calculated to obtain the final fuzzy
values of the weight coefficients of the 12 attributes(w̃1,
w̃2, ..., w̃n)T . Using Eq. (5), each value of the NS-
EDM is then computed. Equation 8 depicts the actual

procedure of this phase symbolically [121].

(8)

w̃ j �
m∑

i�1

Ẽi j : C̃i j/m , f or i

� 1, 2, 3, ..m and j � 1, 2, 3, ..n.

(c) The final weight is obtained after the defuzzification
using Eq. (6). Each attribute’sweight importance should
be assigned whilst considering all the weight sum to
rescale and apply it.

Formulation of NS-FDOSM

NS-FDOSM is the extended version of the original FDOSM
[95] after integrating with the NFS. The stages are presented
to discuss the data transformation, followed by data process-
ing.

Stage One: Data transformation unit

According to [95], the following steps are required to con-
vert a DM into an opinion matrix:

Step 1:

The selection of the ideal solution is initiated for each
attribute used in the applications’ DMs. The experts in charge
of selecting the ideal solutions are three out of the eleven, as
mentioned at the beginning of attribute weighting (Step 2 of
NS-FWZIC). Accordingly, the following equation is used in
determining the ideal solution (9):

A∗ �
{[(

max
i

vi j | j ∈ J

)
,

(
min
i

vi j | j ∈ J

)
,

(Opi j ∈ I .J )|i � 1, 2, 3, . . . , m
]}
, (9)

where max represents the optimal/ideal value for benefit
attributes (i.e., CA, RS, SM, …. PP), min represents the
optimal/ideal value for cost attributes and Opi j represents
the optimal/ideal value for critical attributes (the value lies
betweenmax andmin). TheDMs determine the critical value
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Table 8 NS-EDM
Experts attributes E1 E2 … Em

C1 ∼
Imp(E1/C1)

∑n
j�1

∼
Imp(E1/C1 j )

∼
Imp(E2/C1)

∑n
j�1

∼
Imp(E2/C2 j )

… ∼
Imp(Em/C1)

∑n
j�1

∼
Imp(Em/Cm j )

C2 ∼
Imp(E1/C1)

∑n
j�1

∼
Imp(E1/C1 j )

∼
Imp(E2/C2)∑n

j�1 Imp(E2/C2 j )

… ∼
Imp(Em/C2)

∑n
j�1

∼
Imp(Em/Cmj )

… … … … …

Cn ∼
Imp(E1/C1)

∑n
j�1

∼
Imp(E1/C1 j )

∼
Imp(E2/Cn)∑n

j�1 Imp(E2/C2 j )

… ∼
Imp(Em/Cn)

∑n
j�1

∼
Imp(Em/Cmn )

in each case.No cost attributes and critical attributes are iden-
tified amongst the identified attributes.

Step 2:

This step starts by selecting the optimal/ideal solution values
of all the attributes utilised for benchmarking the application.
The ideal value of a certain attribute is then compared with
the remaining values of each application under that attribute,
as shown in Eq. (10). The 5-point Likert scale is employed
for the comparison.

OpLang �
{((

ṽ
i j
⊗vi j | j ∈ J

)
.|i � 1.2.3. . . . .m

)}
, (10)

where ⊗ refers to the reference difference between the
ideal/optimal solution and the value of each alternative under
the same attribute.

The final output of this step is an opinion matrix (linguis-
tic terms matrix) obtained from each expert that is ready to
be turned into an NS-fuzzy opinion matrix (Stage Two), as
specified in Eq. (11).

OpLang �
A1
...
Am

⎡

⎢
⎣

op11 · · · op1n
...

. . .
...

opm1 · · · opmn

⎤

⎥
⎦. (11)

Stage Two: Data-processing unit

This stage begins by transforming the opinion matrix to a
fuzzy opinion DM using NFNs. The NFNs shown in Table 9
are used to replace the linguistic terms obtained from the
decision makers based on the description given by [117]
(i.e., ρ represent the truth-membership function, σ represent
the indeterminacy-membership function and τ represent the
falsity-membership function).The result of this stage is the
NS-fuzzy opinion matrix.

In NS-FDOSM, two different contexts can be used to
benchmark the applications: individual and group decision
making (GDM).

Table 9 Linguistic terms and their equivalent NFNs [117]

Linguistic terms NFNs

ρ σ τ

No difference 0.05 0.95 0.95

Slight difference 0.25 0.75 0.75

Difference 0.50 0.50 0.50

Big difference 0.75 0.25 0.25

Huge difference 0.95 0.05 0.05

Individual decision-making context using NS-FDOSM The
attributes weights of each application obtained using NS-
FWZIC are fed into NS-FDOSM, and then they are used
to comprehensively benchmark each application. The results
of the fuzzy opinion matrices are aggregated using Eq. (5).
Upon aggregating the values into fuzzy, their transformation
into the crisp value is done using Eq. (6) for scoring the
applications.

Group decision-making context using NS-FDOSM Given
variations in the applications’ benchmarking amongst the
opinion matrices obtained from the three experts, aggregated
decisions are necessary to unify the benchmarking results.
Thus, group decision making is utilised in the setting of NS-
FDOSM to unify all the variations in benchmarking results
of the applications. Furthermore, the AM operator is used to
get the final group decision-making score, as expressed in
Eq. (12). The highest score value is the best application.

GS[i] ← 1

n

∑n

1
Sx [i] (12)

Results and discussion

The weighting findings of the 12 attributes obtained by
the NS-FWZIC method outlined in Sect. "Formulation of
NS-FWZIC" are first presented. The NS-FWZIC method
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Table 10 Attribute weight results

Attributes RT BD IoT RS UE CA PP SM TC CH UM AR

Weights 0.402 0.198 0.097 0.088 0.071 0.069 0.027 0.019 0.009 0.008 0.007 0.005

Table 11 Individual decision-making context

Smart e-tourism category Applications DM 1 DM 2 DM 3

Score Rank Score Rank Score Rank

Tourism marketing A#1 0.378107485 8 0.459833199 8 0.686285166 8

A#2 0.835556173 1 0.883782588 1 0.841223403 1

A#3 0.775412892 3 0.698848095 3 0.81242178 3

A#4 0.40929603 7 0.515017513 7 0.731594842 7

A#5 0.722562424 4 0.660567901 5 0.752279775 5

A#6 0.722562424 4 0.660567901 5 0.752279775 5

A#7 0.816837727 2 0.815787532 2 0.815828025 2

A#8 0.441299751 6 0.660894555 4 0.794663135 4

Smart-based TRS/Collaborative filtering A#1 0.455738218 4 0.510475114 5 0.196814862 5

A#2 0.248414889 11 0.371477299 11 0.143223933 11

A#3 0.252591139 10 0.377722425 10 0.149856406 10

A#4 0.449996602 5 0.524462991 2 0.525076534 1

A#5 0.253022002 9 0.379474441 9 0.150112027 9

A#6 0.256769562 7 0.383970799 7 0.152335367 7

A#7 0.463399905 3 0.519057016 4 0.205929047 4

A#8 0.471869106 1 0.530090785 1 0.209692653 3

A#9 0.465662728 2 0.51998905 3 0.158908489 6

A#10 0.432747253 6 0.491182553 6 0.490321696 2

A#11 0.254257531 8 0.380155837 8 0.150845038 8

Smart-based TRS/Content A#12 0.207505988 8 0.201715711 12 0.463790875 7

A#13 0.211446945 6 0.203298487 7 0.472283189 5

A#14 0.162724491 14 0.196602328 15 0.262407109 15

A#15 0.160593609 17 0.194735462 16 0.263999501 13

A#16 0.691773889 2 0.674617691 2 0.811543968 2

A#17 0.930855439 1 0.944640889 1 0.941883427 1

A#18 0.207505988 8 0.201715711 12 0.463790875 7

A#19 0.522839165 4 0.609568915 4 0.444751559 9

A#20 0.213900256 5 0.212178958 6 0.47923528 4

A#21 0.159347255 18 0.192500674 18 0.259044296 17

A#22 0.164257518 12 0.202485925 9 0.267670566 10

A#23 0.164257518 12 0.202485925 9 0.267670566 10

A#24 0.194415523 10 0.256621519 5 0.241230106 18

A#25 0.629226003 3 0.653307585 3 0.656523069 3

A#26 0.161983215 15 0.201270234 14 0.263329468 14

A#27 0.160888394 16 0.192829037 17 0.260245839 16

A#28 0.211446945 6 0.203298487 7 0.472283189 5

A#29 0.164348476 11 0.201975579 11 0.265025923 12
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Table 11 (continued)

Smart e-tourism category Applications DM 1 DM 2 DM 3

Score Rank Score Rank Score Rank

Smart-based TRS/Context A#30 0.241930048 5 0.234536279 6 0.173815888 6

A#31 0.239200237 7 0.231889895 8 0.171854641 8

A#32 0.239200237 7 0.231889895 8 0.171854641 8

A#33 0.239200237 7 0.231889895 8 0.171854641 8

A#34 0.863127098 1 0.802287669 1 0.775901975 1

A#35 0.247710333 3 0.260193634 2 0.192830669 4

A#36 0.242342725 4 0.235624145 5 0.17462211 5

A#37 0.240754423 6 0.233396583 7 0.172971254 7

A#38 0.251636978 2 0.254174359 3 0.203590291 2

A#39 0.238461468 10 0.251211978 4 0.192930467 3

Smart-based TRS/Hybrid models A#40 0.657317996 5 0.470274196 9 0.659788345 6

A#41 0.664286236 4 0.477022673 5 0.669256367 5

A#42 0.654590957 6 0.471436663 7 0.659488549 7

A#43 0.859836062 1 0.815858895 1 0.86626928 1

A#44 0.653822547 8 0.620286701 2 0.755515543 2

A#45 0.489919836 16 0.360903933 15 0.566120047 17

A#46 0.692341092 2 0.541167677 3 0.697521126 3

A#47 0.497828256 14 0.362044188 14 0.582587714 14

A#48 0.497828256 14 0.356058279 17 0.582587714 14

A#49 0.624554161 10 0.461501485 10 0.62922702 10

A#50 0.475794945 18 0.356058279 17 0.556803046 18

A#51 0.654590957 6 0.471436663 7 0.659488549 7

A#52 0.511588819 12 0.364376177 12 0.591159338 12

A#53 0.665419356 3 0.47923528 4 0.670397965 4

A#54 0.489727074 17 0.356152626 16 0.573107238 16

A#55 0.519166064 11 0.368693637 11 0.599915118 11

A#56 0.646148923 9 0.472183927 6 0.650983352 9

A#57 0.498677437 13 0.363723482 13 0.583581476 13

is implemented in five steps. (1) Adopting the attributes
(Sect. "Formulation of NS-FWZIC") is the first step. (2) Data
from the 11 domain experts who determined the relative
importance of each attribute using the provided evaluation
form are collected. Based on the experts’ preferences, each
attribute’s importance level is converted from a linguistic
term to a numerical scale using Table 6. (3) EDM is con-
structed considering the extracted preferences of experts. (4)
The NFS membership function is utilised for transforming
crisp values to equivalent fuzzy numbers. The fuzzification
result of the EDM is calculated. (5) The ratio values of those
attributes (Step 5a) are computed on the basis of Eqs. (2)
and (4). The mean of experts’ preferences (Step 5b) is calcu-
lated for each attribute to determine the fuzzy weights using
Eq. (5). As mentioned in Step 5c, defuzzification is used to
establish the final weight of the attributes using Eq. (6). Table

10 presents the final weights for all attributes in order from
the highest weight to the lowest one.

The weighting results of the 12 attributes based on the
extended NS-FWZIC are shown in Table 11. The greatest
importance weight (0.402) is that of RT, followed by BD
with an importance weight of (0.198) and IoT with an impor-
tance weight of (0.097). AR received the lowest importance
weight (0.005), followed by UM with an importance weight
of (0.007) and CH with an importance weight of (0.008).
The weights of the remaining attributes are distributed in
between. The weight results of the proposed NS-FWZIC
demonstrate that RT has a significant effect on the appli-
cations with respect to the other attributes. These results are
fed to the NS-FDOSM to benchmark the applications.

The NS-FDOSM is operated on all the DMs (Tables 1, 2,
3, 4, 5), taking into account the extracted weights of the 12
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Fig. 2 Variation of individual
benchmarking results
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attributes to discuss the benchmarking results amongst dif-
ferent applications. In this context, three expert opinions are
converted into opinionmatrices using 5-point Likert scale. In
this stage, the DMs must select their ideal solution, and the
decision is based on the attributes. Each ideal solution value
is compared with all the remaining values per attribute. This
process takes place between the ideal and all the other values
in that designated attribute. This process is carried out for all
the remaining attributes. The linguistic terms within opinion
matrices obtained from the DMs are then transformed into a
fuzzy opinionmatrix for each smart e-tourism category using
NFSs. Based on the resulted fuzzy opinionmatrices, the indi-
vidual decision-making context is achieved, as presented in
Table 11.

According to Table 11, the benchmarking results of the
applications are presented, which explain the importance of
the DMs’ opinion in each attribute from their respected point
of view. The best application has the highest score, whereas
the lowest score value refers to theworst applications. For the
first category of ‘Tourism Marketing’, three benchmarking
results from 3 DMs are presented for eight applications. For
the best application, the results indicate that A#2 is assigned
the best across all the threeDMs, followed by the second-best
application assigned to A#7 across all the DMs.

A consistent ranking is also observed across all the three
DMs for other applications (A#3 and A#1) with the third
and eighth rankings, respectively. The remaining applica-
tions (A#4, A#5, A#6 and A#8) presented slightly different
variations across all theDMs.A total of (n�4/8) applications
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Table 12 Benchmarking results based on GDM context

Smart e-tourism categories Applications Score Rank Smart e-tourism
categories

Applications Score Rank

Tourism marketing A#1 0.508075283 8 Smart-based
TRS/Context

A#30 0.216760738 6

A#2 0.853520721 1 A#31 0.214314924 8

A#3 0.762227589 3 A#32 0.214314924 8

A#4 0.551969462 7 A#33 0.214314924 8

A#5 0.711803367 4 A#34 0.813772248 1

A#6 0.711803367 4 A#35 0.233578212 3

A#7 0.816151095 2 A#36 0.21752966 5

A#8 0.632285814 6 A#37 0.21570742 7

Smart-based
TRS/Collaborative
filtering

A#1 0.387676065 5 A#38 0.236467209 2

A#2 0.25437204 11 A#39 0.227534638 4

A#3 0.260056657 10 Smart-based TRS/Hybrid
models

A#40 0.595793512 6

A#4 0.499845376 1 A#41 0.603521758 5

A#5 0.26086949 9 A#42 0.595172056 7

A#6 0.264358576 7 A#43 0.847321412 1

A#7 0.396128656 4 A#44 0.676541597 2

A#8 0.403884181 3 A#45 0.472314605 17

A#9 0.381520089 6 A#46 0.643676632 3

A#10 0.471417167 2 A#47 0.480820053 14

A#11 0.261752802 8 A#48 0.47882475 15

Smart-based TRS/Content A#12 0.291004191 8 A#49 0.571760888 10

A#13 0.295676207 6 A#50 0.462885423 18

A#14 0.207244643 15 A#51 0.595172056 7

A#15 0.206442858 16 A#52 0.489041445 12

A#16 0.725978516 2 A#53 0.605017534 4

A#17 0.939126585 1 A#54 0.472995646 16

A#18 0.291004191 8 A#55 0.49592494 11

A#19 0.52571988 4 A#56 0.589772068 9

A#20 0.301771498 5 A#57 0.481994132 13

A#21 0.203630742 18

A#22 0.211471336 11

A#23 0.211471336 11

A#24 0.230755716 10

A#25 0.646352219 3

A#26 0.208860972 14

A#27 0.204654423 17

A#28 0.295676207 6

A#29 0.210449993 13

Table 13 Examining results
Groups Tourism

marketing
Collaborative
filtering

Content Context Hybrid models

Group 1 1.958333333 2.490740741 1.958333333 2.342592593 1.958333333

Group 2 2.175925926 2.638888889 2.439814815 2.546296296 2.162037037

Group 3 2.62037037 3.020833333 2.546296296 2.840277778 2.518518519
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maintain their ranking across all the DMs with 50% ranking
similarities. The remaining 50% is assigned for the (n � 4/8)
for the remaining applications, where ranking results present
slight variations across the DMs. For the first TRS category,
‘collaborative filtering’, the same three DMs provided their
ranking results for (n � 11) applications. The best applica-
tion for the first and secondDM is A#8, but the third DMbest
is A#4. The second-best application is completely different
across all the DMs, where it is A#9 for the first DM, followed
by A#4 for the second DM and A#10 for the third DM. In
this category, consistent ranking of applications andmore dif-
ferent ranking results across all the DMs are observed. For
the consistent ranking application results, A#2, A#3, A#5,
A#6 and A#11 have similar ranking across the DMs, that is,
eleventh, tenth, ninth, seventh and eighth, respectively. The
remaining applications, including A#1, A#4, A#7, A#8, A#9
and A#10 present ranking differences across all the DMs.
For the statistics of this application category, applications (n
� 5/11) present similar ranking with 45.4545%, and the dif-
ferent ranking applications (n � 6/11) are presented in this
category with 54.5455%. In conclusion, more differences are
observed than the consistent applications.

For the second TRS category, ‘content’, applications (n �
18) are differently ranked across three DMs. The first four
ranked applications are consistent across all the DMs (A#1,
A#2 and A#3). All the remaining applications present differ-
ent rankings across all the DMs. More various rankings are
observed across all the DMs. The statistic of this category
indicates that a total of (n � 3/18) is similarly ranked across
the DMs with 16.66667%. The remaining applications (n �
15/18) present different ranking results across all the DMs
with 83.3333%.

For the third TRS category, ‘context’, applications (n �
10) are ranked across three DMs. Only one application (i.e.,
A#34) has similar first ranking amongst the DMs, represent-
ing 10% of the total similarity percentages. Ninety percent
of applications in this category have different ranking results
across all the DMs.

In the fourth and last TRS category, ‘hybrid models’,
applications (n � 18) are presented. Across all the DMs,
A#43 is first ranked. Other applications obtain similar and
consistent ranking results across all DMs, including A#47,
A#49, A#52, A#55 and A#57. These applications (n � 6/18)
represent 33.3333%of the other applications in this category.
Other applications present different raking results across the
three DMs. The results of the benchmarked applications for
all the DMs are presented in Fig. 2.

In conclusion, some DMs present consistent rankings
across the applications and the same concept applied for dif-
ferent rankings, which are observed across all the DMs for all
the categories. According to the ranking results, no unique
ranking result is noted based on the opinions provided by
the three experts. Given this variance, GDM, considering all

the experts’ opinions is essential to solve variations found,
provides a final and unique ranking for the applications per
each category. The result of NS-FDOSM in a GDM context
is reported in Table 12.

From the point of view followed in the individual context
of NS-FDOSM, the highest score concept of the bench-
marked applications is applied in the GDM context. For
the first category, ‘tourism marketing’, A#2 is ranked first
with a score of 0.853520721. The last ranked application is
attributed to A#1with 0.508075283. For the second TRS cat-
egory, ‘collaborative filtering’, the best ranked application is
A#4 with a score of 0.499845376. The result of the follow-
ing TRS category, ‘content’, shows that the best application
is A#17 with 0.939126585. A#21 is the worst and ranked the
last with 0.203630742. The result of the fourth TRS cate-
gory, ‘context’, illustrates that the first rank is attributed to
A#34 with a score of 0.813772248. A#31–A#33 rank last
with a consistent score of 0.214314924. In the last TRS cate-
gory, ‘hybrid models’, A#43 is the best application, whereas
A#50 is the worst and last one. After uniforming the vari-
ations found in the individual benchmarking context using
the GDM context of NS-FDOSM, checking the robustness
of the result is warranted, leading to the following section of
result evaluation.

Evaluation

This section describes the proposed benchmarking frame-
work’s evaluation (NS-FWZIC integratedwith NS-FDOSM)
using three assessment processes: systematic ranking, sensi-
tivity analysis and comparison analysis.

Systematic ranking

This subsection discusses the systematic ranking evaluation
for applications benchmarked per each category for appli-
cations benchmarked per each category that have been done
by many researchers [122–125]. Several procedures are per-
formed as follows: (1) The opinion matrices for each smart
e-tourism category are aggregated to create a unified opinion
matrix. (2) Within each unified opinion matrix, the applica-
tions sorted/ordered according to the GDM ranking results of
NS-FDOSM. (3) The sorted applications are separated into
three groups. (4) The mean values (x) for all the groups are
calculated using Eq. (13).

Mean � 1

n

n∑

i�1

xi . (13)

The following tips should be noted [126, 127]:
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• The groups’ number and the applications’ number within
each group have no impact on the final results.

• Each group contains a different number of applications
depending on the total number of included applications.

• The last group should either contain the same or a larger
number of applications than its previous group. The same
concept must follow reaching the first group.

The systematic ranking results of the applications are
shown in Table 13.

The evaluation results are achieved by calculating the
mean for each group in each category. The comparison
between themean values across all the groups indicated that a
groupwithminimalmean value is the best comparedwith the
others. The reason is that the decision makers/experts assign
the least linguistic terms score to the ideal solution of each
attribute owing to the nature of NS-FDOSM method. From
this point of view, the results indicate that the first group is
the best across all the categories, including tourism market-
ing and the four smart based TRS sub-categories. The results
of the systematic ranking evaluation show that the bench-
marked applications within each category are corrected and
subjected to a systematic benchmarking.

Sensitivity analysis

Many studies in the literature such as [76, 128, 129] have used
this assessment approach to measure the sensitivity of the
attributes’ weights and analyse its change. Sensitivity anal-
ysis estimates the impact of the most significant attribute in
terms of its weight on the benchmarking results of the appli-
cations per each category. It requires different scenarios for
the weight changes. The new weight of the attributes gen-
erated using Eq. 14 [130] and nine scenarios are deemed
suitable for the analysis. Based on the elasticity coefficient
(αc), the relative change of each attribute over themost essen-
tial one is computed, and the upper and lower limits for
adjusting weight coefficients of the most important attribute
are established. Then, the ranks generated by varying the
weights of the attributes in the produced scenarios are com-
pared with the NS-FWZIC rank.

wc � (1 − ws)×
(
wo
c/W

0
c

) � wo
c −�xαc, (14)wherews

refers to themost significant concept,wo
c refers toweight val-

ues computed using the NS-FWZICmethod andW 0
c refers to

the aggregate value of the weights generated by NS-FWZIC.
�x refers to the range of the adjustments implemented on
the weight values of the 12 smart key concepts, which are
the upper and lower limits of the most significant attributes.
RT (w � 0.402) is the most significant attribute (i.e., Table
10) amongst 12 attributes. The results of calculating the αc

for all the attributes are shown in Table 14. The limit values
of the RT attribute are − 0.402 ≤ �x ≤ 0.598.

The given limit values are divided into nine scenarios,
which result in the generation of newweight values, as shown
in Table 15.

These extracted weights are utilised to measure their
sensitivity and their effect on the benchmarking of smart e-
tourism applications across all categories. In few scenarios,
some of the benchmarked applications are changed owing to
the attributes change. However, given that weight sensitiv-
ity changes in each category, further logic and discussion
are required. For the sensitivity analysis results, five fig-
ures are provided, one for each smart e-tourism category.
For the tourism marketing category (Fig. 3), A#2 maintains
its first rank in (6/9) scenarios with 66.6667% and presents
slight changes in the remaining scenarios. The second rank is
attributed to A#7, which maintains its ranking order in (5/9)
scenarios with 55.5556%. The third rank is for A#3, which
onlymaintains its rank in (2/9) scenarioswith 22.2222% sim-
ilarities across scenarios. A#5 and A#6 maintain the fourth
and fifth ranks, respectively, across all the scenarios with
(4/9) scenarios and 44.4444 similaritieswith the original rank
result. A#8 is ranked sixth, which maintains, similar to the
previous two applications, (4/9) scenarios with 44.4444%
similarity. A#4 is ranked seventh, which maintains (8/9) sce-
narios with 88.8889% similarity. The last application, A#1,
is the only application with 100% similarity because it main-
tains its eighth rank across all the scenarios.

The most notable implications in this category rendered
A#1 as the one which maintains its ranking across all the
scenarios. A potential reason for such consistency is that
A#1 achieves one attribute (UM) across smart key con-
cept attributes, and this particular attribute originally weights
(0.00721), which does not significantly change across all the
nine scenarios. Another important implication is attributed to
A#3, which fluctuates between ranks to being the only appli-
cation with the least similarities compared with its original
rank. A potential reason for this occurrence is that it origi-
nally achieves 6/12 attributes (i.e., CA, RS, SM,UE, UM and
BD) across all the smart key concept attributes. Furthermore,
given theirweight changes across the different scenarios, they
can influence these rank changes.

For the TRS/collaborative category (Fig. 4), the most
notable implication can be attributed to A#3 and A#2. These
two applications maintain the 10th and 11th order, respec-
tively, across all the nine scenarios with 100% consistency
with their original ranking despite the nine scenarios’ weight
changes. The reason is that A#2 only obtains one attribute
(RS) across others with an original weight of 0.08791. There-
fore,weight changes across the scenarios cannot significantly
change the application rank. The same explanation goes for
A#3, but it obtains two attributes (RS and UE), respectively,
weighted as 0.08791 and 0.07053. The last implication in
this category is attributed to A#1 and A#9. Both maintain
the least number of scenarios where their rank has 44.4444%
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Fig. 3 Sensitivity analysis of
marketing category
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Fig. 4 Sensitivity analysis of
TRS/collaborative category
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consistency. A#1 and A#9 are ranked fifth and sixth, respec-
tively, maintaining their order in four scenarios (S4, S5, S6
and S7).

For the TRS/content category (Fig. 5), notable stability is
found in ranking the application across all scenarios. This
group’s implication can be concluded from the fact that the
first ranked A#17 maintains its ranking with 100% consis-
tency across all the nine scenarios despite all the weight
changes across all attributes. This application has obtained
(9/12) attributes (except UM, TC and PP); thus, fluctuating
its order is difficult even though weight changes across the
scenarios.

For the TRS/context category (Fig. 6), A#34 is originally
ranked first, whichmaintains 100% consistency across all the
nine scenarios. It maintains full rank consistently across all
scenarios, and other applications perform the same, includ-
ing A#30, A#31, A#32, A#33, A#37, A#38 andA#39, across
all the nine scenarios. A#35 and A#36 also maintain their
ranking but in a slightly less number of scenarios (8/9), with
88.8889% consistency. The implication of the scenarios and
ranking in this category rendered it to be the category where
most application rankings do not change across the scenarios
except for only two cases. Another important implication in
this category is linked to the applications that maintain their
ranking across all the scenarios, where the weight changes
do not affect their ranking. These applications either score
squally in all the 12 attributes similar to the case of A#31,
A#32 and A#33, or they do not significantly vary from one

another like the rest of the applications which maintain their
ranking. The most notable aspect is that none of the appli-
cations which maintain their rank score the most significant
attribute (RT), and none of them score in the worst attribute
(AR). The only exception is A#34, which only scores in the
most significant attribute (RT), which does not affect its rank-
ing across all the scenarios.

For the last category, TRS/Hybrid (Fig. 7), only A#50
maintains its last rank (18th) across all the nine scenarios.
The other applications have slight changes because of the
changing weights across all scenarios.

Therefore, the weight changes of the 12 attributes across
the 9 scenarios can notably affect the benchmarked applica-
tions per category. Such a case can shed light on the fact that
weight importance posts a big issue for benchmarking smart
e-tourism applications. The discussed scenarios of attributes
changing prove that importance weights should be assigned
for the evaluation attributes used in the benchmarking task.
Furthermore, these attributes’ weight changes can impact the
ranking of the application and managerial decisions which
are taken on the basis of these findings. Tourism managers
can use these findings to understand preferences associated
with smart e-tourismapplications [81] anddetermine influen-
tial factors and their significant effects. Another managerial
implication can be assigned to attributes’ weights changes,
suggesting that smart e-tourism applications can allocate
their resourcesmore efficiently andmaximise tourist satisfac-
tion [131]. Lastly, correlational analysis is used, in particular
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Fig. 5 Sensitivity analysis of
TRS/content category
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Fig. 6 Sensitivity analysis of
TRS/context category
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Fig. 7 Sensitivity analysis of
TRS/hybrid category
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Spearman correlation coefficient (SCC), which evaluates the
relationship between different scenarios results [130], as
presented in tourism marketing (Fig. 8), TRS/collaborative
(Fig. 9), TRS/content (Fig. 10), TRS/context (Fig. 11) and
TRS/hybrid (Fig. 12).

The rank correlation results over all categories of smart
e-tourism show a positive high correlation across all the nine

scenarios. For instance, in the tourism marketing category,
(2/9) scenarios (S4 and S5) present the highest level SCC
with values of 1, which are followed by the second two high-
est correlation scenarios S2 and S3, with values of 0.928358
and 0.976119, respectively. All remaining scenarios, except
S1, present a high correlation with values more than (0.8) as

123



3498 Complex & Intelligent Systems (2022) 8:3479–3503

0

0.2

0.4

0.6

0.8

1

S1 S2 S3 S4 S5 S6 S7 S8 S9

Toursim Marke�ng

Fig. 8 Rank correlation amongst the nine scenarios of tourism market-
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Fig. 9 Rank correlation amongst the nine scenarios of
TRS/Collaborative
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Fig. 10 Rank correlation amongst the nine scenarios of TRS/Content
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Fig. 11 Rank correlation amongst the nine scenarios of TRS/Context
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Fig. 12 Rank correlation amongst the nine scenarios of TRS/Hybrid

opposed to S1,which is the only onewith (0.790302) correla-
tion. The mean correlation value for all the nine scenarios of
each category is 0.8982, 0.9090, 0.9544, 0.9927 and 0.9645.
Each value represents a high correlation of ranks per cate-
gory, and these results favour the systematic ranking results
presented previously in Table.

Comparison analysis

This section presents and discusses comparisons with a prior
relevant study to emphasise the present study’s main contri-
butions. The comparisons are focused on two main aspects:
application and theoretical aspects. In the former, the present
study is compared with the benchmark study [76] in terms
of evaluation and benchmarking issues. Both studies have
taken into account the multiple attributes for evaluation and
the variance in data between categories and their concepts
and determined the relative importance of the attribute. The
proposed method is compared with the same benchmark
study from two theoretical perspectives: weighting and rank-
ing. From the weighting perspective, the importance of the
12 attributes are critical in final decision-making. Krishnan
et al. [76] is compared between IT2TR-FWZIC, ANP, AHP
and BWM, revealing the superiority of the IT2TR-FWZIC in
weighting the 12 attributes. However, there are many other
fuzzy set methods in the literature (e.g., NFSs, Pythagorean
fuzzy set, t-spherical fuzzy set and q-rung orthopair fuzzy
sets) to handle uncertainty issue as a consequence of experts’
feedback subjectivity. Although the uncertainty issue has
been improved by these methods, it remains an open issue.
NFSs are applauded for their capability to handle uncertain,
incomplete and inconsistent information [101]. Therefore,
FWZIC method is extended under neutrosophic fuzzy envi-
ronment to consider decision maker’s uncertainty. Certainly,
NS-FWZIC and IT2TR-FWZIC can successfully cope with
information inconsistency in addition to uncertainty. These
points are summarised in Table 16.

Moreover, the NS-FDOSM is compared with a VIKOR
[76] in terms of ranking perspective. This comparison is
conducted to highlight the NS-FDOSMmethod’s robustness
and superiority to the VIKOR method. To begin, VIKOR
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is a very common MADM ranking method utilised in a
wide variety of applications. Although it overcomes the issue
of distance measurement, it relies on external methods to
compute the weights of the attribute. Given VIKOR’s inabil-
ity to cope with ambiguous and vague information, a new
method (NS-FDOSM) is developed to address these issues.
NS-FDOSM not only deals with distance measurement issue
but also outperformsVIKOR in termsofweighting attributes’
values implicitly, ambiguous and vagueness information,
incomplete information, unquantifiable attributes and nor-
malisation. As illustrated in Table 16, NS-FDOSM is more
robust than VIKOR for applications benchmarking owing to
all of these comparison points. NS-FDOSM handles all of
the aforementioned issues (n � 6/6), whereas VIKOR solves
only the distance measurement issue (n � 1/6).

Conclusion

The novelty and contribution of this study can be elabo-
rated as the development of a new homogeneous MADM
framework based on NFSs to benchmark the applications
of smart e-tourism and tackle the uncertainty problem thor-
oughly. In the proposed framework, NS-FWZIC is used for
attributes’ weighting, and NS-FDOSM is used for complete
benchmarking. Two major phases are presented (Fig. 1).
Phase one adopts the smart e-tourism DMs. Phase two
for development illustrates the sequential steps of the pro-
posed MADM approach. In the framework evaluation, three
processes are used and presented for the assessment of
the results, namely, systematic ranking sensitivity analysis
and comparison analysis. This study has certain limitations,
which can be attributed to the fact that the adopted applica-
tions in each DM are only assessed by [76] based on binary
assumption-based assessment (i.e., ✓ sign and × sign).
When the latter arises, variation is reduced in benchmarking.
However, this drawback can be avoided by revaluating the
attributes to multi-assumption-based assessment reconsider-
ing 5-, 7- or 10-point Likert scale to identify the variation
in the applications’ data. For instance, A#3 (Table 2) has
RS which represents the availability of the recommender
system in this application. The present/availability can be
revaluated based on how good recommender system in this
application based on the Likert scale (e.g., very bad, bad,
not that good, good, very good). In addition, the importance
measurement, which reflects each DM’s preferences, is not
considered in the present study. Assigning a certain level
of importance to the DMs based on their expertise can cir-
cumvent this constraint. Another shortcoming is that only
one aggregation operator is utilised in NS-FWZIC, and only
one defuzzification method is adopted in NS-FWZIC and
NS-FDOSM. Different defuzzification techniques, includ-
ing bisector of area, centre of gravity and extended centre
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of area, may be used for weighting the attributes in FWZIC
and/or the ranking alternatives in FDOSM. In future studies,
other aggregation operators can be explored with FDOSM
to benchmark alternatives. The uncertainty issue is still con-
sidered an open issue. Various fuzzy set methods, including
spherical, T-spherical, interval type-2 hesitant, Pythagorean,
q-Rung Orthopair and M-Polar, can be implemented with
FWZIC and/or FDOSM to investigate the suitability of these
types in solving the uncertainty issue.

Funding None.

Declarations

Conflict of interest The authors declare no conflict of interest.

Availability of data andmaterial Not applicable.

Code availability Not applicable.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing, adap-
tation, distribution and reproduction in any medium or format, as
long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons licence, and indi-
cate if changes were made. The images or other third party material
in this article are included in the article’s Creative Commons licence,
unless indicated otherwise in a credit line to the material. If material
is not included in the article’s Creative Commons licence and your
intended use is not permitted by statutory regulation or exceeds the
permitted use, youwill need to obtain permission directly from the copy-
right holder. To view a copy of this licence, visit http://creativecomm
ons.org/licenses/by/4.0/.

References

1. Nurov Z, Khamroyeva F, Kadirova D (2021) Development of
domestic tourism as a priority of the economy. E-Conference
Globe

2. Papatheodorou A (2021) A review of research into air transport
and tourism: launching the annals of tourism research curated
collection on air transport and tourism. Ann Tour Res 87:103151

3. Birendra K, Dhungana A, Dangi TB (2021) Tourism and the
sustainable development goals: stakeholders’ perspectives from
Nepal. Tour Manag Perspect 38:100822

4. Sudo H (2018) Japanese tourists’ image of Hawaiian Japanese
locals: a focus on tourism reality shift. Asian J Tour Res 3(2):1–22

5. Streimikiene D, Svagzdiene B, Jasinskas E, Simanavicius A
(2021) Sustainable tourism development and competitiveness: the
systematic literature review. Sustain Dev 29(1):259–271

6. Shin D, Shin YJ, Choo H, Beom K (2011) Smartphones as smart
pedagogical tools: implications for smartphones as u-learning
devices. Comput Hum Behav 27(6):2207–2214

7. BodkheU et al (2019) Blohost: Blockchain enabled smart tourism
and hospitalitymanagement. In: 2019 International conference on
computer, information and telecommunication systems (CITS).

8. Gretzel U et al (2020) e-Tourism beyond COVID-19: a call for
transformative research. Inf Technol Tour 22:187–203

9. He C et al (2017) A radial space division based evolutionary
algorithm for many-objective optimization. Appl Soft Comput
J 61:603–621. https://doi.org/10.1016/j.asoc.2017.08.024

10. Berger H et al (2007) Opening new dimensions for e-tourism.
Virtual Real 11(2–3):75–87

11. Gretzel U, Reino S, Kopera S, Koo C (2015) Smart tourism chal-
lenges. J Tour 16(1):41–47

12. HamidRet al (2021)Howsmart is e-tourism?Asystematic review
of smart tourism recommendation system applying data manage-
ment. Comput Sci Rev 39:100337

13. RongrongY (2017)Amobile smart tourism andmarketing system
design for harbin. In: 2017 International conference on robots and
intelligent system (ICRIS)

14. Zhang J, Wu T, Fan Z (2019) Research on precision marketing
model of tourism industry based on user’s mobile behavior trajec-
tory. Mob Inf Syst 2019:6560848. https://doi.org/10.1155/2019/
6560848

15. Oner S,OztaysiB (2018)An interval type 2 hesitant fuzzyMCDM
approach and a fuzzy c means clustering for retailer clustering.
Soft Comput 22(15):4971–4987

16. Wolf I, Wohlfart T, Brown G, Lasa A (2015) The use of public
participation GIS (PPGIS) for park visitor management: a case
study of mountain biking. Tour Manag 51:112–130

17. Nogueira T, BragaR, deOliveira C,MartinH (2018) FrameSTEP:
a framework for annotating semantic trajectories based on
episodes. Expert Syst Appl 92:533–545

18. Ospina E, Moreno F, Uribe I (2015) Using criteria reconstruc-
tion for low-sampling trajectories as a tool for analytics. Procedia
Comp Sci 51:366–373

19. Miah S, Vu H, Gammack J, McGrath M (2017) A big data
analytics method for tourist behaviour analysis. Inf Manag
54(6):771–785

20. Wang X, Li X, Zhen F, Zhang J (2016) How smart is your
tourist attraction? Measuring tourist preferences of smart tourism
attractions via a FCEM-AHP and IPA approach. Tour Manag
54:309–320

21. Wei J et al (2017) Collaborative filtering and deep learning based
recommendation system for cold start items. Expert Syst Appl
69:29–39

22. Isinkaye F, Folajimi Y, Ojokoh B (2015) Recommendation
systems: principles, methods and evaluation. Egypt inf J
16(3):261–273

23. Sharma R, Gopalani D, Meena Y (2017) Collaborative filtering-
based recommender system: approaches and research challenges.
In: 2017 3rd international conference on computational intelli-
gence and communication technology (CICT), IEEE, pp 1–6

24. Logesh R et al (2018) A hybrid quantum-induced swarm intelli-
gence clustering for the urban trip recommendation in smart city.
Fut Gener Comput Sys 83:653–673

25. Karabadji N et al (2018) Improving memory-based user collab-
orative filtering with evolutionary multi-objective optimization.
Expert Syst Appl 98:153–165

26. Kermany N, Alizadeh S (2017) A hybrid multi-criteria recom-
mender systemusing ontology and neuro-fuzzy techniques. Electr
Commer Res Appl 21:50–64

27. Kotiloglu S, Lappas T, Pelechrinis K, Repoussis P (2017) Person-
alizedmulti-period tour recommendations. TourManag 62:76–88

28. Zhang J, Chow C (2015) CoRe: Exploiting the personalized
influence of two-dimensional geographic coordinates for location
recommendations. Inf Sci 293:163–181

29. Nilashi M, Bagherifard K, Rahmani M, Rafe V (2017) A rec-
ommender system for tourism industry using cluster ensemble
and prediction machine learning techniques. Comput Ind Eng
109:357–368

30. Deldjoo Y et al (2016) Content-based video recommendation sys-
tem based on stylistic visual features. J Data Semant 5(2):99–113

123

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1016/j.asoc.2017.08.024
https://doi.org/10.1155/2019/6560848


Complex & Intelligent Systems (2022) 8:3479–3503 3501

31. Santos F et al (2019) Using POI functionality and accessibil-
ity levels for delivering personalized tourism recommendations.
Comput Environ Urban Syst 77:101173

32. Binucci C et al (2017) Designing the content analyzer of a travel
recommender system. Expert Syst Appl 87:199–208

33. Demir Ö, Karaarslan E (2018) Augmented reality application for
smart tourism: Gökovar. In: 2018 6th International Istanbul smart
grids and cities congress and fair (ICSG).

34. Han J, Lee H (2015) Adaptive landmark recommendations for
travel planning: Personalizing and clustering landmarks using
geo-tagged social media. Pervasive Mob Comput 18:4–17

35. Balandina E, Balandin S, Koucheryavy Y, Mouromtsev D (2015)
Innovative e-tourism services on top of Geo2Tag LBS platform.
In: 2015 11th International conference on signal-image technol-
ogy and internet-based systems (SITIS)

36. Sertkan M, Neidhardt J, Werthner H (2020) From pictures to
travel characteristics: deep learning-based profiling of tourists and
tourism destinations. Inf Commun Technol Tour 2020:142–153

37. Kesorn K, JuraphanthongW, Salaiwarakul A (2017) Personalized
attraction recommendation system for tourists through check-in
data. IEEE Access 5:26703–26721

38. Dhaware M, Vanwari P (2020) A tourism and travel recom-
mendation system based on user-location vector. ICDSMLA
2019:1429–1437

39. DessiA,AtzoriM (2016)Amachine-learning approach to ranking
RDF properties. Fut Gener Comput Syst 54:366–377

40. Gruber T (2008) Collective knowledge systems: Where the social
web meets the semantic web. J Web Semant 6(1):4–13

41. Colomo-Palacios R et al (2017) Towards a social and context-
awaremobile recommendation system for tourism.PervasiveMob
Comput 38:505–515

42. Varfolomeyev A et al (2015) Smart space based recommendation
service for historical tourism. Procedia Comput Sci 77:85–91

43. ZhuL et al (2017) SEM-PPA: a semantical pattern and preference-
aware service mining method for personalized point of interest
recommendation. J Netw Comput Appl 82:35–46

44. Zhu Z, Shou L, Chen K (2016) Get into the spirit of a location by
mining user-generated travelogues. Neurocomputing 204:61–69

45. Yeh D, Cheng C (2015) Recommendation system for popular
tourist attractions in Taiwan using Delphi panel and repertory
grid techniques. Tour Manag 46:164–176

46. Pantano E, Priporas C, Stylos N (2017) ‘You will like it!’using
open data to predict tourists’ response to a tourist attraction. Tour
Manag 60:430–438

47. Li L, Lee K, Yang S (2019) Exploring the effect of heuris-
tic factors on the popularity of user-curated ‘Best places to
visit’recommendations in an online travel community. Inf Pro-
cess Manag 56(4):1391–1408

48. LeQ,PishvaD (2015)An innovative tour recommendation system
for tourists in Japan. In: 2015 17th International conference on
advanced communication technology (ICACT)

49. del Carmen R-H, Ilarri S (2016) Pull-based recommendations in
mobile environments. Comput Stand Interfaces 44:185–204

50. Osborn W, Hinze A (2014) TIP-tree: a spatial index for travers-
ing locations in context-aware mobile access to digital libraries.
Pervasive Mob Comput 15:26–47

51. Arifin Z, IbrahimM, Hatta H (2016). Nearest tourism site search-
ing usingHaversinemethod. In: 2016 3rd international conference
on information technology, computer, and electrical engineering
(ICITACEE)

52. Kaur M, Maheshwari P (2016) Smart tourist for dubai city. In:
2016 2nd international conference on next generation computing
technologies (NGCT).

53. Tsai C, Lai B (2015) A location-item-time sequential pattern
mining algorithm for route recommendation. Knowl Based Syst
73:97–110

54. Li Y, Yang L, Shen H, Wu Z (2019) Modeling intra-destination
travel behavior of tourists through spatio-temporal analysis. JDes-
tin Mark Manag 11:260–269

55. Apostolopoulou A, Papadimitriou D (2015) The role of desti-
nation personality in predicting tourist behaviour: implications
for branding mid-sized urban destinations. Curr Issues Tour
18(12):1132–1151

56. Jin C, Cheng J, Xu J (2018) Using user-generated content to
explore the temporal heterogeneity in tourist mobility. J Travel
Res 57(6):779–791

57. Dang T, Thoai N (2013) Hybrid stop discovery in trajectory
records. In: 24th Int Workshop on database and expert system
application

58. Qian Y et al (2019) EARS: emotion-aware recommender system
based on hybrid information fusion. Inf Fus 46:141–146

59. González-Briones A et al (2018) Case-based reasoning and agent
based job offer recommender system. In: 13th International con-
ference on soft computingmodels in industrial and environmental
applications.

60. Gandhi M, Gandhi S (2019) An enhanced approach for tourism
recommendation system using hybrid filtering and association
rule mining. Asian J For Converg Technol (AJCT)

61. Meehan K, Lunney T, Curran K, McCaughey A (2013) Context-
aware intelligent recommendation system for tourism. In: 2013
IEEE international conference on pervasive computing and com-
munications workshops (PERCOM workshops)

62. Xiong H et al (2017) A novel recommendation algorithm frame
for tourist Spots based on multi-clustering bipartite graphs. In:
2017 IEEE 2nd International conference on cloud computing and
big data analysis (ICCCBDA)

63. Viktoratos I, Tsadiras A, Bassiliades N (2018) Combining
community-based knowledge with association rule mining to
alleviate the cold start problem in context-aware recommender
systems. Expert Syst Appl 101:78–90

64. Cuomo S (2017) IoT-based collaborative reputation system for
associating visitors and artworks in a cultural scenario. Expert
Syst Appl 79:101–111

65. Al-Hassan M, Lu H, Lu J (2015) A semantic enhanced hybrid
recommendation approach: a case study of e-Government tourism
service recommendation system. Decis Support Syst 72:97–109

66. Mahmood F, Salam Z (2013) A conceptual framework for person-
alized location-based Services (LBS) tourism mobile application
leveraging semantic web to enhance tourism experience. In: 2013
3rd IEEE International advance computing conference (IACC).

67. Ajantha D, Vijay J, Sridhar R (2017) A user-location vector based
approach for personalised tourism and travel recommendation. In:
2017 International conference on big data analytics and compu-
tational intelligence (ICBDAC)

68. Rathnayake W (2018) Google maps based travel planning and
analyzing system (TPAS). In: 2018 International conference on
current trends towards converging technologies (ICCTCT).

69. Shen J, Deng C, Gao X (2016) Attraction recommendation:
towards personalized tourism via collective intelligence. Neuro-
computing 173:789–798

70. ZhaoY, Nie L,WangX, Chua TS (2014) Personalized recommen-
dations of locally interesting venues to tourists via cross-region
community matching. ACM Trans Intell Syst Technol (TIST)
5(3):1–26

71. Achmad K, Nugroho L, Djunaedi A (2017) Linking multidimen-
sional context to support tourism recommender system. In: 2017
3rd International conference on science and technology-computer
(ICST)

72. Strub, F., Gaudel, R., Mary, J. (2016). Hybrid recommender sys-
tem based on autoencoders. In: Proceedings of the 1st workshop
on deep learning for recommender systems

123



3502 Complex & Intelligent Systems (2022) 8:3479–3503

73. Cenamor I, de la Rosa T, Núñez S, Borrajo D (2017) Planning for
tourism routes using social networks. Expert Syst Appl 69:1–9

74. Kashevnik A, Ponomarev A, Smirnov A (2017) A multimodel
context-aware tourism recommendation service: approach and
architecture. J Comput Syst Sci Int 56(2):245–258

75. Smirnov A, Ponomarev A, Kashevnik A (2016) Tourist attrac-
tion recommendation service: an approach, architecture and case
study. In: International conference on enterprise information sys-
tems.

76. Krishnan E, Mohammed R, Alnoor A, Albahri OS, Zaidan AA,
Alsattar H, Albahri AS, Zaidan BB, Kou G, Hamid RA, Alam-
oodi AH (2021) Interval type 2 trapezoidal-fuzzy weighted with
zero inconsistency combined with VIKOR for evaluating smart
e-tourism applications. Inter J of Intell Syst 36(9):4723–4774

77. Lin C (2020) Establishing environment sustentation strategies for
urban and rural/town tourism based on a hybridMCDMapproach.
Curr Issue Tour 23(19):2360–2395

78. Alsalem MA, Albahri OS, Zaidan AA et al (2022) Rescuing
emergency cases of COVID-19 patients: an intelligent real-time
MSC transfusion framework based on multicriteria decision-
making methods. Appl Intell. https://doi.org/10.1007/s10489-
021-02813-5

79. Alsalem MA, Mohammed R, Albahri OS, Zaidan AA, Alamoodi
AH, Dawood K, Alnoor A, Albahri AS, Zaidan BB, Aickelin
U, Alsattar H (2021) Rise of multiattribute decision-making in
combating COVID-19: a systematic review of the state-of-the-art
literature. Int J Intell Syst. https://doi.org/10.1002/int.22699

80. Zimmermann H (2011) Fuzzy set theory—and its applications.
Springer Sci & Bus Media

81. Chen SJ, Hwang CL (1992) Fuzzy multiple attribute decision
making methods. In: Fuzzy multiple attribute decision making.
Springer, Berlin, Heidelberg, pp. 289–486

82. Alinaghian M et al (2021) An augmented Tabu search algo-
rithm for the green inventory-routing problemwith timewindows.
Swarm Evolut Comput 60:100802

83. Tirkolaee E, Goli A, Weber GW (2020) Fuzzy mathematical pro-
gramming and self-adaptive artificial fish swarm algorithm for
just-in-time energy-aware flow shop scheduling problemwith out-
sourcing option. IEEE Trans Fuzzy Syst 28(11):2772–2783

84. Torkayesh A, Vandchali H, Tirkolaee E (2021) Multi-objective
optimization for healthcare waste management network design
with sustainability perspective. Sustainability 13(15):8279

85. Tirkolaee E et al (2020) Multi-objective optimization for the reli-
able pollution-routing problem with cross-dock selection using
Pareto-based algorithms. J Clean Production 276:122927

86. Tirkolaee E et al (2021) An integrated decision-making approach
for green supplier selection in an agri-food supply chain: threshold
of robustness worthiness. Mathematics 9(11):1304

87. Haseli G et al (2021) A novel approach for group decisionmaking
based on the best–worst method (G-bwm): application to supply
chain management. Mathematics 9(16):1881.

88. Pop M et al (2019). Route planning strategy for smart tourism
services development. In: 2019 6th International symposium on
electrical and electronics engineering (ISEEE)

89. Ahmad S et al (2019) A stochastic approach towards travel route
optimization and recommendation based on users constraints
using Markov chain. IEEE Access 7:90760–90776

90. Wen H, Zeng Y, Tang Z (2019) Sustainability and resource equi-
librium evaluation of a tourism traffic network based on a tourism
traffic matching curve. Sustainability 11(20):5769

91. Wang L, Zhang H (2019) Smart tourismmanagement mode under
the background of big data. In: International conference on big
data analytics for cyber-physical-systems

92. Nilashi M et al (2019) Analysis of travellers’ online reviews in
social networking sites using fuzzy logic approach. Int J Fuzzy
Syst 21(5):1367–1378

93. Nie R, Tian Z, Wang J, Chin K (2020) Hotel selection driven by
online textual reviews: applying a semantic partitioned sentiment
dictionary and evidence theory. Int J Hospit Manag 88:102495

94. Nilashi M et al (2018) Travelers decision making using online
review in social network sites: a case on TripAdvisor. J Comput
Sci 28:168–179

95. Salih M, Zaidan B, Zaidan A (2020) Fuzzy decision by opinion
score method. Appl Soft Comput 96:106595

96. Almahdi E et al (2019) Mobile patient monitoring systems from a
benchmarking aspect: challenges, open issues and recommended
solutions. J Med Syst 43(7):207

97. Albahri O (2021) Multidimensional benchmarking of the active
queue management methods of network congestion control based
on extension of fuzzy decision by opinion score method. Int J
Intell Syst 36(2):796–831

98. Peng J et al (2015) An extension of ELECTRE to multi-criteria
decision-making problems with multi-hesitant fuzzy sets. Inf Sci
307:113–126

99. Smarandache F (2005) Neutrosophic set-a generalization of the
intuitionistic fuzzy set. Inter J Pure Appl Math 24(3):287

100. Supciller A, Toprak F (2020) Selection of wind turbines with
multi-criteria decision making techniques involving neutrosophic
numbers: a case from Turkey. Energy 207:118237

101. Pamucar D et al (2020) Developing a novel fuzzy neutro-
sophic numbers based decision making analysis for priori-
tizing the energy storage technologies. Int J Hydrog Energy
45(43):23027–23047

102. Pamucar D, Ecer F, Deveci M (2021) Assessment of alternative
fuel vehicles for sustainable road transportation of United States
using integrated fuzzy FUCOM and neutrosophic fuzzy MAR-
COS methodology. Sci Total Environ 788:147763

103. Gokasar I, Deveci M, Kalan O (2021) CO2 Emission based prior-
itization of bridge maintenance projects using neutrosophic fuzzy
sets baseddecisionmaking approach.ResTransportEcon101029.
https://doi.org/10.1016/j.retrec.2021.101029

104. Aslam M, Fahmi A, Almahdi F, Yaqoob N (2021) Extension of
TOPSIS method for group decision-making under triangular lin-
guistic neutrosophic cubic sets. Soft Comput 25(5):3359–3376

105. Adaikalaraj X, Martin N, Pandiammal P, Gandhi N (2021) Opti-
mal ranking of nanotoxicity assesement methods using interval-
valued neutrosophic multicriteria decision making. Materials
Today Proc 43:3791–3794

106. Martin N, Smarandache F, Broumi S (2021) PROMTHEE
plithogenic pythagorean hypergraphic approach in smart mate-
rials selection. Int J Neutrosophic Sci 13:52–60

107. Zavadskas E, Bausys R, Juodagalviene B, Garnyte-
Sapranaviciene I (2017) Model for residential house element
and material selection by neutrosophic MULTIMOORA method.
Eng Appl Artif Intell 64:315–324

108. Ji P, Zhang H, Wang J (2018) Selecting an outsourcing provider
basedon the combinedMABAC–ELECTREmethodusing single-
valued neutrosophic linguistic sets. Comput IndEng 120:429–441

109. Liang R, Wang J, Zhang H (2017) Evaluation of e-commerce
websites: an integrated approachunder a single-valued trapezoidal
neutrosophic environment. Knowl Based Syst 135:44–59
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