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Abstract
Various eHealth applications based on the Internet of Things (IoT) contain a considerable number of medical images and
visual electronic health records, which are transmitted through the Internet everyday. Information forensics thus becomes a
critical issue. This paper presents a data hiding algorithm for absolute moment block truncation coding (AMBTC) images,
wherein secret data, or the authentication code, can be embedded in images to enhance security. Moreover, in view of the
importance of transmission efficiency in IoT, image compression is widely used in Internet-based applications. To cope
with this challenge, we present a novel compression method named gradient-based (GB) compression, which is compatible
with AMBTC compression. Therefore, after applying the block classification scheme, GB compression and data hiding can
be performed jointly for blocks with strong gradient effects, and AMBTC compression and data hiding can be performed
jointly for the remaining blocks. From the experimental results, we demonstrate that the proposed method outperforms other
state-of-the-art methods.

Keywords Visual health record security · Security for eHealth system ·Absolute moment block truncation coding (AMBTC) ·
Data hiding

Introduction

Nowadays, people spend much more time on the Internet.
With information becoming increasingly accessible and dis-
persed through the Internet and the trend of using the Internet
for digital secret data transmission, the need to transmit
physical files such as fingerprints and confidential design
blueprints is decreasing. However, because the open Inter-
net network is not a safe environment, information security
methods such as data hiding are essential for the Internet of
Things (IoT) and visual IoT.
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In visual IoT, medical images or visual health records are
common visual sensing data related to IoT-based e-health
systems. As depicted in Fig. 1, numerous medical images
are stored and transmitted in e-health systems, which are
the privacy of each patient and cannot be leaked or tam-
pered. Because these visual health records are assembled into
big data, they require protection to prevent data from being
obtained by hackers and personal information from being
leaked during transmission, and also to ensure that personal
information is not distributed maliciously [1,2]. Therefore,
data hiding techniques have becomemore andmore essential
to increase the security of the IoT-based e-health systems.

Because compulsorily hiding unknown data into a cover
image will reduce the image quality, data hidingmethods can
be further classified into the types of reversible data hiding
and irreversible data hiding. Reversible data hiding meth-
ods [3–8] embed secret data into the image, and original
image can be recovered from themarked image (i.e., the data-
embedded image) during the decoding process. By contrast,
irreversible data hiding methods [9–15] cannot reverse the
marked image back to the cover image once data hiding pro-
cess is completed. However, reversible data hiding methods
normally require extra memory space to store the necessary

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s40747-021-00391-0&domain=pdf
http://orcid.org/0000-0002-1407-2262


2700 Complex & Intelligent Systems (2023) 9:2699–2711

Fig. 1 Application scenario of
the proposed work: transmission
of visual electronic health
records with enhanced security

data for restoration, and the decoding process is complicated
so as to extract the secret data and to restore the origi-
nal cover image simultaneously. Compared with reversible
data hiding methods, irreversible data hiding methods have
its own advantage of larger payload and faster decoding
speed. Most irreversible data hiding methods pursue obtain-
ing larger payload while keeping minimal image distortion
or loss. Least Significant Bit (LSB), ExploitingModification
Direction (EMD), and Pixel Value Difference (PVD) are the
three representative algorithms in irreversible data hiding. In
LSB method, the secret data are embedded by changing the
last few significant bits of the binary pixel values, so that the
error can be significantly reduced. In EMD method [16], the
pixels are distributed into several groups, and the secret data
are embedded by modifying a single pixel of the correspond-
ing pixel group each time. In PVD method [17], the secret
data are embedded by manipulating the difference between
the two pixel values, so that the image distortion can be dif-
fused to local adjacent regions.

In this study, our priority is in high payload, fast cal-
culation, and efficient transmission; therefore, the proposed
method is an irreversible data hiding method in the compres-
sion domain. Among different image compression methods,
the absolute moment block truncation coding (AMBTC)
algorithm [18] is selected, where the cover image is divided
into non-overlapping blocks of the same size (the details of
AMBTC is described in the section “AMBTCcompression”).
In AMBTC, two values (high mean/low mean) are calcu-
lated to represent the information of each original image
block. Therefore, AMBTC compression is suitable to the
images with two sets of pixel characteristics, e.g., the images
in which the edge or the contour is prominent. Many data
hiding methods involving AMBTC compression have been
recently proposed [19–23].

Block classification might be one of the most typi-
cal strategies used in AMBTC-based data hiding method.
Ou and Sun [24] proposed an AMBTC-based data hid-
ing method, which divides all image blocks into two
types: smooth/complex blocks, by comparing the difference
between high mean (HM) and low mean (LM) of a block
with a pre-defined threshold. Subsequently, two different
data hiding schemes are presented to each type of block,
respectively (the details of [24] is described in “Ou and Sun’s
method”). Later, Malik et al. [25] inherited the block classifi-
cation scheme of [24], but enhanced the data hiding method
in the complex blocks. In [25], HM and LM are, respec-
tively, replaced by four quantization levels which are stored
by a 2-bit plane during the compression process. The secret
data are embedded into the 2-bit plane to increase payload.
Although [25] embeds the hidden data in the complex blocks,
it modifies the compressed content of the complex block to
maintain the image quality. Similarly, on the basis of block
classification in [24], Hong [26] proposed an adaptive pixel
pair matching (APPM) technique to enhance the data hid-
ing method in the smooth blocks. Compared with [24], the
method of [26] can embed more secret data in the set of
selected HM and LM pairs using the APPM technique.

Different from the block classification scheme of [24],
Kumar et al. [27] and Chang et al. [28] consider clas-
sifying the image blocks into three types: high-complex
blocks, low-complex blocks, and smooth blocks. This kind
of classification requires one more threshold to distinguish
high-complex blocks from low-complex blocks, and thus, a
more robust data-embedding strategy can be applied to the
complex blocks. Normally, researchers take advantage of the
property of the low-complex blocks to increase the payload.
For example, themethod of [27] embeds extra eight-bit secret
data in the bitmap of each low-complex block through the
hamming distance judgment method, and the method of [28]
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embeds extra six-bit secret data in each low-complex block
by the matrix coding scheme.

Although the AMBTC method performs well for images
in which edge characteristics are obvious, it is unsuitable for
compressing a block with high-gradient characteristics. Gra-
dation characteristic refers to distributions of pixels that are
approximately equal to each other, and these approximately
equal distributions have characteristics of light and shadows.
AMBTC compression has difficulty retaining gradient char-
acteristics; moreover, it causes block artifacts. In naturally
shot images, as long as the image contains a light source, it
inevitably produces a large amount of gradation. Thus, we
aimed to create a gradient block compression method that
emphasizes the characteristics of the gradient.

The motivation of this study was to create an adaptive
compression method suited to blocks with gradation char-
acteristics in the image, such that each block can maintain
its corresponding characteristics and have a larger payload,
better image quality, and less block effect. Our method takes
advantage of features of the AMBTC method by dividing
the image into two types of blocks, gradient blocks and com-
plex blocks; each type is then divided into two categories.
By referring to the data hiding method in [25], we changed
the content of the image compression data appropriately to
meet the need to hide data. However, compared with the
minor corrections in [25], we changed the gradient blocks
completely to our new gradient compression method to store
block content.

The rest of this paper is organized as follows. In the section
“Related works”, the related works are reviewed. The section
“Proposed method” presents the proposed method and its
corresponding data extraction scheme. The section “Exper-
imental results” provides the experimental results and the
comparisons between the proposed method and other state-
of-the-art methods. Finally, the conclusions are presented in
the section “Conclusion”.

Related works

AMBTC compression

This section introduces the basic idea of AMBTC compres-
sion algorithm. In the beginning, the original image has to be
divided into non-overlapping 4×4 blocks. The compression
is achieved by simplifying all the pixel values of each block
into 2 quantification levels.

As shown in Fig. 2, the AMBTC algorithm can be viewed
as a spatial-domain compression method. After dividing the
original image into blocks, the pixel values in a block are
quantized into two levels (named, high mean value and low
mean value) by thresholding the block mean. For each block,

the block mean (M) can be calculated by

M = 1

16

16∑

i=1

xi , (1)

where xi indicates the i th pixel value of the block. In addition,
the two quantization levels (high mean HM and low mean
LM) can be calculated by

HM = 1

16 − q

∑

xi≥M

xi , (2)

and

LM = 1

q

∑

xi<M

xi , (3)

where M indicates the block mean gray level, and q indi-
cates the number of pixels whose values are less than M .
The threshold value of AMBTC is set as the block mean to
preserve the statistical moments of each image block. There-
fore, AMBTC can preserve the absolute central moment of
each original image block and can preserve the image quality
after compression.

After comparing the pixel value of the corresponding posi-
tion with M , the i th bit map Bi is generated, as shown in
Fig. 2b. If the pixel value is less than M , it is set to be 0; oth-
erwise, it is set to be 1. Therefore, the compression ratio of
the AMBTC algorithm is 4—the memory storage required
for the original block is 128 bits, but the memory storage
required for the corresponding AMBTC block is only 32
bits. That is, two quantization levels (16 bits) and one bit
map (16 bits) will be used to reconstruct the image block.

Ou and Sun’s method [24]

Ou and Sun’smethod invented anAMBTC-based data hiding
scheme, which embeds secret data by re-arranging the order
of the bit stream and the bitmap in AMBTC. The main fea-
ture of this method is to divide all AMBTC blocks into two
categories: smooth blocks and complex blocks. The classifi-
cation is based on the comparison of the difference between
HM − LM and a threshold thr. When HM − LM is less than
thr, the block is considered as a smooth block, and the 16-
bit secret data are embedded by replacing the bitmap of each
smooth block completely.After the secret data are embedded,
because the bitmap is changed, the method of [24] further
modifies the high mean and low mean as

HM′ = 1

q ′
1

∑

pi∈B1
xi , (4)
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Fig. 2 One example of the
AMBTC compression
algorithm. a Input image block.
b Output bitmap in which the
quantization levels are LM = 82
and HM = 90

Fig. 3 Overall framework of the data hiding scheme

and

LM′ = 1

q ′
0

∑

pi∈B0
xi , (5)

where the symbolsq ′
1 andq

′
0, respectively, represent the num-

ber of 1 and 0 in the new bitmap. B0 represents the position
set, where the pixel value equals 0 in the new bitmap; and B1

represents the position set, where the pixel value equals 1 in
the new bitmap

On the other hand, each of the complex blocks is embed-
ded into 1-bit secret data by simultaneously reversing the
bit plane and exchanging the order of HM and HM in the
compression trio code. That is, if the secret code is 0, the
original compression trio code (HM, LM, B) is maintained.
By contrast, if the secret code is 1, the trio code becomes
(LM, HM, B̄), where B̄ denotes the reversed bit plane. Each
of the smooth blocks is embedded into 16-bit secret data
by completely replacing the bit plane. The two quantization
levels are updated according to the embedded secret data. In

ourmethod, referring to the compressionmethodofAMBTC,
someblocks are compressedwithAMBTC, and all the blocks
are classified into different types of blocks for hiding data.

Proposedmethod

Figure 3 provides the framework of the proposed method.
Similarly to conventionalAMBTC, the input grayscale image
is first divided into non-overlapped 4 × 4 image blocks.
All image blocks are classified into one of four types; we
designed different hiding schemes according to the local
image properties.

Block classification

In naturally shot (not human-made) images, most image
blocks contain gradient effects to various extents. This
is because during the image-capturing process, light and
shadow characteristics produce gradual shades of varying

123



Complex & Intelligent Systems (2023) 9:2699–2711 2703

Fig. 4 Example of calculating
horizontal and vertical
differences

luminance. In view of this property, we present a novel com-
pression method named gradient-based (GB) compression,
which has two advantages: (1) it is compatible with AMBTC
compression; that is, for a 4 × 4 grayscale image block, the
results of both GB and AMBTC compression are 32 bit-
streams; and (2) for imageblockswith stronggradient effects,
by accompanying our proposed data hidingmethod,GBcom-
pression can create a higher hiding capacity and retain better
image quality than AMBTC can.

To determine whether a block contains sufficient gradient
property, we first define the horizontal difference (Dh)matrix
and the vertical difference (Dv) matrix. As shown in Fig. 4,
Pi, j indicates the grayscale pixel values of an image block,
and the horizontal/vertical difference can be, respectively,
expressed as

Dh(i, j) = Pi+1, j − Pi, j , i ∈ 1, 2, 3, j ∈ 1, 2, 3, 4 , (6)

and

Dv(i, j) = Pi, j+1 − Pi, j , i ∈ 1, 2, 3, 4, j ∈ 1, 2, 3 . (7)

In addition, the gradient consistency (Gc) index is defined as
the total error obtained using the Pythagorean theorem with
the root-mean-square error of Dh and Dv, as follows:

Gc = √
MSE(Dh) + MSE(Dv), (8)

where MSE is the mean square error. As the value of Gc

becomes smaller, the distribution of horizontal/vertical dif-
ferences becomes more consistent over the image block,
indicating the smoothness of the block.

This paper proposes a hierarchical strategy to classify the
image blocks using three thresholds. In the first hierarchy,

the threshold T1 is used to distinguish gradient blocks from
non-gradient blocks, and is defined as

T1 = (Gc < thr)& (
∣∣D̄h

∣∣ < 16)& (
∣∣D̄v

∣∣ < 16) , (9)

where D̄h and D̄v are the absolutemean values of Dh and Dv,
respectively. T1 actually represents a Boolean function; when
T1 = 1, the block is defined as a gradient block and is fol-
lowed by the proposed GB compression. When T1 = 0, the
block is defined as a non-gradient block and is followedby the
traditional AMBTCcompression. In the second hierarchy, all
the gradient blocks are further classified into high-gradation
blocks and low-gradation blocks using the threshold T2:

T2 = (Gc < thr)& (
∣∣D̄h

∣∣ < 4)& (
∣∣D̄v

∣∣ < 4) . (10)

As with T1, the threshold T2 is also a Boolean value, but
it has stricter (4 versus 16, which are two empirical values)
constraints in D̄h and D̄v. On the other hand, all non-gradient
(complex) blocks are further classified as high-complexity or
low-complexity blocks by comparing the difference between
the high mean and the low mean of an AMBTC block with
the threshold D. Figure 5 illustrates an example of block
classification.

To be able to extract the secret data, it is necessary to con-
struct a table which can represent the type of all the blocks.
Each bit in the table represents one of the blocks in cover
image, so that all blocks are divided into gradient and non-
gradient to record in this classification table. When the block
is a gradient, the corresponding table position is recorded as
1, otherwise, recorded as 0.
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Joint GB compression and data hiding in gradient
blocks

In (9) and (10), if Gc, D̄h, and D̄v are all small, the shades
of intensity variation become imperceptible, indicating the
existence of the gradient property. Therefore, we propose
a joint GB compression and data hiding method that fully
utilizes the gradient property, which is described as follows.

Figure 6a shows the output bit stream of the proposed
method, where the first bit (red bit in Fig. 6a) is an iden-
tifier used to distinguish between high-gradient blocks and
low-gradient blocks: for the case that the block is identified
as a high-gradient block, it is recorded as 1; otherwise, it is
recorded as 0. Subsequently, an 8-bit code (orange bits in
Fig. 6a) is used to save the mean grayscale (M) of the orig-
inal image block. If a block satisfies the Boolean function
T2 (i.e., a high-gradient block), the gradient effects of the
horizontal/vertical direction are significantly prominent, and
the pixel values are similar all over the block. Noticing that
D̄h < 4 holds as T2 = 1, we could estimate the horizontal
gradient (Gh) by rounding D̄h to the one of nearest eight
quantization levels

Gh = round(D̄h) and Gh ∈ {−3.5,−2.5, . . . , 3.5} . (11)

Therefore, a 3-bit code (dark green bits in Fig. 6a) is used
to save the information of estimated horizontal gradient. Sim-
ilarly, because D̄v < 4 holds as T2 = 1, a 3-bit code (light
green bits in Fig. 6a) is used to save the information of esti-
mated vertical gradient (Gv)

Gv = round(D̄v) and Gv ∈ {−3.5,−2.5, . . . , 3.5}. (12)

Finally, despite requiring 32 bits (same as using AMBTC
compression) to save the information of this stego block, we
create a 17-bit space for embedding the hidden data.

Figure 6b illustrates the reconstruction of the proposed
method. To restore the grayscale image block, this work
proposes utilizing the estimated gradients through a bilin-
ear interpolation scheme

RC(i, j) = round[M+(i−2.5)×Gh+( j−2.5)×Gv], (13)

where RC(i, j), i, j ∈ 1, 2, 3, 4 is the reconstructed pixel
value of the (i, j) position.Different fromAMBTCcompres-
sion that uses high mean and low mean values, the proposed
GB compression only requires a mean value to approximate
the intensity information of the original block. In (13), the
underlying concept of the reconstruction is based on the exis-
tence of a virtual center with grayscale, and the gradient
property results in a two-dimensional arithmetic sequence
in the reconstructed image block. Similar to (11) and (12),
for the case that the block is identified as a low-gradient

Fig. 5 Illustration of the proposed block classification scheme: a input
grayscale image; b result after the 1st-hierarchy of block classification
(thr = 12), where black and white units, respectively, represent the
gradient and non-gradient blocks; and c result after the 2nd hierarchy
of block classification, where dark green and light green indicate the
high-gradient and low-gradient blocks, respectively

block, we use two 5-bit codes (representing the value from
one of {−15.5,−14.5, . . . , 14.5, 15.5}) to estimate vertical
and horizontal gradients, respectively.
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Fig. 6 Illustration of the proposed method. a Jointly GB compression and data hiding. b Reconstruction of the gradient blocks

In the decoding process, after obtaining the bit stream
of the gradient block, the identifier of the bit stream is
used to determine whether the block is high-gradient block
or low-gradient block. If the identifier is 1, the block is a
high-gradient block, and the hidden data can be obtained by
extracting from the 16th bit to the 32th bit. Otherwise, if the
identifier is 0, the block is a low-gradient block, and the hid-
den data can be obtained by extracting from the 20th bit to
the 32th bit.

Data hiding in non-gradient blocks

Here, we introduce the data hiding method for non-gradient
blocks (i.e., complex blocks). First, we use the AMBTC
method to compress the complex blocks to obtain the two
quantization values HM, LM, and a bitmap B. The dif-
ference d = HM − LM is used to distinguish between
low-complexity blocks and high-complexity blocks.

The classification of high-complexity blocks and low-
complexity blocks is shown in the right half of Fig. 3, where
D ∈ [4, 255]. When d > D, the complex block is deter-
mined to be a high-complexity block; otherwise, the complex
block is determined to be a low-complexity block. For the
low-complexity blocks, we use the least significant bit data
hiding method to hide 2-bit secret data in HM and LM. Let
S1, S2, S3, S4 ∈ {0, 1} denote the 4-bit secret data:
{
SH = S1 × 2 + S2
SL = S3 × 2 + S4

, (14)

where 0 ≤ SH < 4 and 0 ≤ SL < 4 indicate the secret data
embedded by modifying HM and LM, respectively. Then,
the process of hiding data in HM and LM can be described
as

⎧
⎪⎪⎨

⎪⎪⎩

HM′ = HM − mod(HM − SH , 4), if HM ≥ 4
HM′ = SH , if HM < 4
lM′ = LM − mod(LM − SL , 4), if LM ≥ 4
lM′ = SL , if LM < 4

, (15)

and

{
LM′ = lM′ + 4, if HM′ − LM′ > D
LM′ = lM′, if HM′ − LM′ ≤ D

, (16)

where HM′ and LM′, respectively, indicate the modified
mean values (HM and LM) that have been data embedded. In
(15) and (16), SH is embedded in HM, and SL is embedded
in LM.

In the high-complex blocks, we use Ou and Sun’s method
to hide 1-bit secret data as follows. When the secret data are
code 1, we swap the location of HMand LM in the bit stream,
and replace B with B̄ which means the complement of B.
If the secret data are code 0, we do nothing to the block. In
this way, we complete the data hiding in the high-complex
blocks.

Experimental results

In this section, we discuss the comparison charts of the peak
signal-to-noise ratio (PSNR) corresponding to the payload
generated by different thresholds using the proposed method
as well as the results of comparing our method with other
methods. We used two standard grayscale test images (Air-
plane and Lena, size of 512 × 512) and six medical images
(Brainix, Cerebrix, Goudurix, Manix, Phenix, and Vix, size
of 400×400) selected from the public dataset [29], as shown
in Fig. 7.

For comparison with other methods, we selected PSNR,
payload, and efficiency as evidence. PSNR represents the
quality of the image. The higher the PSNR, the closer the
pixel value of the marked image is to the original grayscale
image. Payload represents how many secret data can be
embedded in a test image. Efficiency represents the ratio of
the payload to the total bits of the final data. The definition
of PSNR can be described as
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Fig. 7 Test images. a Airplane. b Lena. c Brainix. d Cerebrix. e Goudurix. f Manix. g Phenix. h Vix

Fig. 8 When D is set as 25, the results of marked images as thr ranges from 1 to 40

10 × log10

⎛

⎜⎜⎜⎜⎝
W × H × 2552

∑
W ,H

[∑
m,n

gi+m, j+n − hi+m, j+n

]2

⎞

⎟⎟⎟⎟⎠
, (17)

and the definitions of Efficiency can be described as

Efficiency = Payload

Ctotal
, (18)

where W and H represent the image width and the image
height, respectively. The variable g represents the original
image, and g represents the output stego AMBTC image.
The PSNR value is the ratio between the maximum possible
power of a signal and that of the corrupting noise, which
is commonly used to measure the image quality. As PSNR
value goes higher, it indicates the better quality of the stego
images. In (18), Ctotal indicates a particular (fixed) length of
the final code. Therefore, the efficiency valuemust be as high
as possible.

Figure 8 demonstrates the influence of varying threshold
(thr) values in our method. Let us set the value of D to 25
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Table 1 Comparison between setting different thr values

Image thr = 6 thr = 10

Gradient block (%) Payload PSNR Efficiency % of Gradient block (%) Payload PSNR Efficiency

Airplane 62.25 186,828 31.83 34.55 74.69 209,086 31.85 38.67

Lena 54.96 170,092 33.24 31.46 76.48 211,575 33.11 39.13

Brainix 71.72 126,964 31.07 38.47 80.66 136,810 31.05 41.46

Cerebrix 44.52 88,409 30.92 26.79 63.22 107,323 30.96 32.52

Goudurix 42.96 87,896 29.73 26.64 53.72 99,463 29.73 30.14

Manix 48.67 94,344 31.04 28.59 62.92 109,795 31.06 33.27

Phenix 60.84 109,929 28.04 33.31 68.50 118,348 28.04 35.86

Vix 56.07 102,662 31.29 31.11 68.21 115,369 31.42 34.96

Table 2 Comparison of different methods in terms of PSNR, payload, and efficiency

Method Metric Test image

Airplane Lena Brainix Cerebrix Goudurix Manix Phenix Vix

[24] PSNR 31.71 32.72 30.95 30.83 29.75 30.97 28.01 31.17

Payload 174,754 168,844 117,580 74,950 75,400 82,000 101,635 88,390

Efficiency 33.33 32.20 36.74 23.42 23.56 25.63 31.76 27.62

[27] PSNR 31.33 32.21 30.68 29.98 29.02 30.19 27.82 30.48

Payload 200,912 200,514 130,250 101,608 100,808 106,328 117,118 109,234

Efficiency 38.32 38.25 40.70 31.75 31.50 33.23 36.60 34.14

[28] PSNR 29.94 30.88 29.59 28.73 27.84 29.02 26.92 29.40

Payload 210,142 210,004 134,698 110,668 110,122 114,513 123,444 116,316

Efficiency 40.08 40.06 42.09 34.58 34.41 35.79 38.58 36.35

Ours PSNR 31.85 33.11 31.05 30.96 29.73 31.06 28.04 31.42

Payload 209,086 211,575 136,810 107,323 99,463 109,795 118,348 115,369

Efficiency 38.67 39.13 41.46 32.52 30.14 33.27 35.86 34.96

and observe the impact of thr on the PSNR and Payload as
it increases from 1 to 40, as depicted in Fig. 8. When thr
increases from 1 to 6, the PSNR increases slowly or remains
constant. This occurs, because according to (9), thr affects the
number of blocks that are determined to be gradient blocks;
the number of gradient blocks increases with thr. Moreover,
compared with complex blocks, gradient blocks usually have
fewer pixel value errors. Thus, the PSNRvalue increaseswith
the number of gradient blocks. In addition, as thr increases
from 1 to 6, Payload increases rapidly, because the data
capacity in a high-gradation block (or a low-gradation block)
is 17 bits (or 13 bits), which is much higher than the data
capacity of a complex block.

However, when thr is within the range of (6, 10], the over-
all PSNR might start to decrease. This happens, because
when thr is larger than 6, we relax the error of determi-
nation as a gradient block, and the gradient characteristics
of the resulting gradient block start to decrease. Further-
more, because the pixel error of the complex block is large,
the PSNR increases when the number of complex blocks

decreases. Therefore, as these two effects offset each other,
the overall PSNR would have a similar range. When thr is
larger than 10, the overall PSNR begins to decrease rapidly
due to the decrease of the gradient characteristics in the gra-
dient blocks. As evident in Fig. 8, thr has an optimal range.
To optimize the PSNR result, we can set thr equal to 6. To
achieve the maximum payload without a substantial loss in
PSNR, we can set thr to 6 < thr ≤ 10.

Table 1 presents the results when we fix D to 25 and set
thr to 6 or 10 to observe the proportion of gradient blocks
occupied in eight test images. For the same image, when the
proportion of gradient blocks increases, both Payload and
Efficiency increase, which indicates that gradient blocks hide
data more effectively than complex blocks do. Moreover,
in the interval of thr ∈ (6, 10], the PSNR does not exces-
sively increase or decrease. Therefore, to reach the largest
data capacity, we set thr = 10 in the subsequent experiments.

Subsequently, we compared our method with similar
methods [24,27,28]. These three methods are similar to the
proposed method in that the difference between HM and LM
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Fig. 9 Comparison of PSNR
versus Payload among
[24,27,28] and the proposed
method

is used to distinguish complex blocks from smooth blocks.
We used the fixed thresholds of D = 25 and thr = 10 as
the uniform standards. The comparison results are listed in
Table 2.

Figure 9 depicts the comparison of PSNR versus Payload.
Our method obviously has a higher PSNR when the num-
ber of hidden data (i.e., Payload) is higher. One reason is
that numerous blocks with gradient characteristics are set
as gradient blocks to ensure that these blocks have a higher

PSNR. Therefore, even if the payload increases, the decrease
of PSNR is limited due to the smaller number of complex
blocks. In other methods, when the number of hidden data
becomes too large, complex blocks produce larger errors,
which severely reduce the PSNR. Therefore, in our method,
the quality of the marked image improves with the number of
hidden data as the gradient characteristics are fully utilized.
Finally, two examples of visual comparison are provided in
Figs. 10 and 11. Figure 10 demonstrates that the proposed
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Fig. 10 Results of visual
comparison using the test image
Manix. a Original grayscale. b
Result of AMBTC. c Result of
[24]. d Result of [27]. e Result
of [28]. f Result of the proposed
method. From c–f, the threshold
value is set as 8

Fig. 11 Output stego images using the proposed method. a Airplane
(Payload=209,086bits, PSNR= 31.85dB).bLena (Payload=211,575
bits, PSNR = 33.11 dB). c Brainix (Payload = 136,810 bits, PSNR
= 31.05 dB). d Cerebrix (Payload = 107,323 bits, PSNR = 30.96 dB).

e Goudurix (Payload = 99463 bits, PSNR = 29.73 dB). f Manix (Pay-
load = 109,795 bits, PSNR = 31.06 dB). g Phenix (Payload = 118,348
bits, PSNR= 28.04 dB). hVix (Payload = 115,369 bits, PSNR= 31.42
dB)
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method can avoid the blocking effects effectively, and Fig. 11
shows the superiority of this work in terms of Payload versus
PSNR.

Conclusion

In summary, the proposed method has three advantages.
First, all image blocks are classified as one of four separate
types, and different data-embedding strategies are used for
each type of block. Second, for blocks with AMBTC com-
pression, the edge characteristics can be preserved, and for
blocks with GB compression, the gradient characteristics can
be preserved. By combining AMBTC compression and GB
compression, undesirable block artifacts can be significantly
alleviated. Third, our method has a larger payload than other
methods, because it has greater capacity in gradient blocks
than do other methods. As long as the number of gradient
blocks is sufficient, the payload will be large. In the future,
we plan to extend the idea of this work to different formats of
images. For example, methods of [30,31] discuss about the
possibility of embedding data in halftone images. In addi-
tion, currently, the proposed method is an irreversible hiding
method; however, reversible hiding methods such as [32,33]
have demonstrated their advantages of recovering the origi-
nal image.We are trying to design a reversible hidingmethod
which utilizes the gradient property.
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