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Abstract
Machine learning algorithms (MLAs) usually process large and complex datasets con-
taining a substantial number of features to extract meaningful information about the
target concept (a.k.a class). In most cases, MLAs suffer from the latency and computa-
tional complexity issueswhile processing such complex datasets due to the presence of
lesser weight (i.e., irrelevant or redundant) features. The computing time of the MLAs
increases explosively with increase in the number of features, feature dependence,
number of records, types of the features, and nested features categories present in
such datasets. Appropriate feature selection before applying MLA is a handy solution
to effectively resolve the computing speed and accuracy trade-off while processing
large and complex datasets. However, selection of the features that are sufficient, nec-
essary, and are highly co-relatedwith the target concept is very challenging. This paper
presents an efficient feature selection algorithm based on random forest to improve the
performance of the MLAs without sacrificing the guarantees on the accuracy while
processing the large and complex datasets. The proposed feature selection algorithm
yields unique features that are closely related with the target concept (i.e., class). The
proposed algorithm significantly reduces the computing time of the MLAs without
degrading the accuracy much while learning the target concept from the large and
complex datasets. The simulation results fortify the efficacy and effectiveness of the
proposed algorithm.
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1 Introduction

Feature selection has become a de-facto standard in machine learning and data mining
applications because of many advantages in terms of significant reduction in com-
putation time and processing power [1]. Feature selection is the process of choosing
a small subset of features from given N features that are necessary and adequate to
describe the target concept (a.k.a class, the target-concept/class is the output category
of the data, for example, income levels, disease categories, stock-market trends, and
age-groups etc.). More concisely, it is the process of detecting/extracting relevant fea-
tures and removing irrelevant, redundant, zero or negative weight features to support
informative analysis. Feature selection is one of the key solutions for pre-processing
complex datasets in order to overcome computational complexity issues. There are
many potential benefits of selecting most relevant features for informative analysis
such as big data analytics, recommendations, big data visualization, complex data
understanding, reducing the measurement errors, storage capacity, real-time decision
making, responding to user queries in real-time, and defying the curse of dimension-
ality to improve prediction performances [2]. Richard Bellman [3] coined the term the
curse of dimensionality to describe the complex problems involving substantial num-
ber of features that do not come under the umbrella of low-dimensional settings such
as the three-dimensional physical space of everyday experience. The author explained
about the common experience that the cost of an algorithm grows exponentially with
features dimension, making the cost prohibitive for moderate or large values of the
dimension in complex datasets. Tomaso et al. [4] explained the core concepts to avoid
curse of dimensionality in complex problems. Amin Belarbi et al. [5] explained the
core concepts about the dimensionality reduction using principle component analysis
(PCA). The proposed study can significantly reduce the computational cost of image
features with high retrieval performance. The comprehensive study about the curse of
dimensionality and related concepts can be found in recent studies [6–10]. Selection
of the relevant features is very challenging because there exists a trade-off between
accuracy and appropriate feature selection. How to select the minimum number of
feature subset such that the resulting class distribution/conclusions given only by the
values for the selected k features must be the same with the original class distribu-
tion/conclusions, given allN features. Additionally, the variables co-relationwith each
other also affect the feature selection process. In many cases, it is possible that a vari-
able that is not useful at all by itself can yield a better performance when jointly taken
with other variables. Similarly, two variables that are individually useless can become
extremely useful together. Therefore, a well-defined criterion is needed to select the
subset of appropriate features.

In many real-world problems related to knowledge extraction such as, appropri-
ate gene selection from the microarray data [11], sentiment analysis for extracting
user opinions about some topic [12], text categorization for frequency analysis [13,
14], information retrieval [15], pattern classification [16], determinants of individuals
salary or prices of any industry products, sufficient attention is needed to perform
informative analysis. Unfortunately, the most relevant features that explain the target
concept well and with higher weights are mostly unknown and are difficult to identify
because there exist plenty of useless features. The presence of irrelevant features in
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the dataset not only degrade the performance (due to high dimensionality) but also the
predictive accuracy (due to irrelevant information) of many machine learning models
[17]. Apart from the performance and accuracy, the classifiers build on the large dataset
which contains thousands of irrelevant features need additional computation, exten-
sive storage, and take more time to describe the concept. Therefore, it is necessary to
find the most appropriate features subsets which have high weight in explaining the
target concept. By selecting the highly weighted features accurately, the large amount
of the computation power and time can be saved. There are three well-known feature
selection methods categories: wrappers [18], filters [18], embedded methods [19, 20]
and their improved versions. Each of the three methods employ different evaluation
functions to select themost relevant features fromgiven features space.Wrappermeth-
ods utilize the learning machine of interest (LOI) as a pre-requisite to score subsets of
variables according to their prediction ability. Filter methods choose important vari-
ables as a pre-processing stepwithout relying on chosen predictor. Embeddedmethods
contain properties of both filter and wrapper methods, they perform variable selection
in the training process. PCA is also used for selecting fewer feature inputs than using
all features initially considered relevant [21]. The evaluation criteria used by most of
the existing methods are correlation, skewness, t test, ANOVA (Analysis of variance),
entropy, information gain, Chi square test, fisher score, recursive feature elimination,
sequential feature selection algorithms, genetic algorithms and regularization etc.

Mostly the existing feature selection schemes do not provide thorough insights
into relevant feature selection, particularly with the help of the classifiers. Current
feature selection schemes mainly focus on univariate or bivariate analysis. However,
in many real-world cases, the appropriate selection of the features considering the
variable interactions is necessary to select the appropriate features. Meanwhile, it’s
necessary to develop methods that leverage the capabilities of classifiers to select most
relevant features for data mining applications. In real-world data mining applications,
each variable affects the decision making with some degree. For example, variable
vi contains student IDs and C indicates whether a student learns computer science or
not. vi is helpful in explaining the students who have taken the computer science in
the data. Meanwhile, it is useless to make some decision based on values of vi since
the student IDs will not be same next time, and decision can be highly unreliable.
In contrast, the gender v j variable has more predictive power compared to the ID
variable since male students are more likely to study computer science than female
students, and this trend has not changed for a past few years. Therefore, the gender
variable has higher weight in terms of decision making than the IDs. In this example,
weather a student takes computer science or not is the target concept (a.k.a class with
two values, Yes or No), where both attributes gender and IDs have influence upon
this target concept with varying degree, which we call weight in this study. In this
work, we propose a new feature selection algorithm to reduce the computation time
with comparable accuracy while building different classifiers on the selected top k
relevant features. We first find each feature weight with the help of random forest
[22] for the target concept and separate the highly relevant features from the low
weight features. By doing so, we retain the highly informative features and discard
further processing on the low weight features to reduce computational complexity. By
employing the weights concept, we can reduce the processing power and computation
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time significantly on large and complex dataset. For a discussion of relevance versus
usefulness and various relevance measure, we refer interested readers to the review
articles of Kohavi and John [18] and Blum and Langley [20].

The rest of the paper is organized as follows: Sect. 2 describes the related literature
about the feature selection models and their applications in various domains. Section 3
presents the conceptual overview of proposed feature selection method and outlines
its principal steps. Section 4 discusses the simulation and results on six small size
and five large sized datasets and comparison with the existing algorithms. Finally,
conclusions are offered in Sect. 5.

2 Background and RelatedWork

Feature selection techniques has been extensively studied in recent years because
advances in information and communication technology have produced large amounts
of data with thousands of features [23]. Recent advancement in technology and infor-
mation surges havemade the data generation, data processing, data collection, and data
storage very efficient for production, services, communications, and research. Today,
the generation of vast amount of data for pattern analysis, predictions and understand-
ing need significant data processing prior to data mining [24]. Feature selection is a
core technique for dimensionality reduction, and it is a promising achievement for
benefiting from data mining techniques. Several studies have been proposed for this
problemdue to the data of increasingly dimensionality. Its direct benefits include build-
ing robust machine learningmodels, improving data mining techniques efficiency, and
helping formulate, cleaning, and visualize data.

Feature selection or determining high weight features is the process of selecting
only relevant features that have direct relation with the problem under investigation.
Concisely, it is a procedure for removing irrelevant and redundant information asmuch
as possible. It reduces the number of dimensions in the data that allows machine learn-
ing algorithms to quickly converge. Through feature selection the accuracy can also
improve in some cases. Feature selection is a handy tool for learning the target concept
at faster rate. If the original dataset contains N total number of features, accordingly,
the entire number of competing candidates features to be generated is 2N . This is an
enormous number even for medium-sized N . There exist three approaches for solving
this complicated problem of candidates features selection such as complete, heuristic,
and random. In complete candidate selection approach, all variables are evaluated for
candidate feature subset selection which makes this approach highly computationally
expensive because a complete search is carried out for the optimal subset selection.
An exhaustive search is comprehensive, and it makes some adjustments to select the
optimal feature subsets without sacrificing the accuracy. Later it was found that the
exhaustive search is not complete, and it uses the attribute dependence for optimal fea-
ture subset selection [25]. In heuristic generation procedure, all features to be selected
or rejected are determined throughmany iterations usingwithout replacement strategy.
There are many variations to this straightforward process, but generation of features
set is basically incremental (either increasing or decreasing). Random methods typi-
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cally search lesser number of subsets compared to 2N by setting a maximum number
of iterations by considering the problem space.

An optimal subset of relevant features is always determined by using an evaluation
function (i.e., each evaluation function usually select different number of features).
Generally, evaluation functions try to measure the discriminating ability of a feature
toward class labels. Estevez et al. [26] classified various feature selection methods into
two broad categories (i.e., filter and wrapper) considering their close dependence on
the selection algorithm. Ben-Bassat [27] grouped the evaluation functions into three
categories: information or uncertainty, distance, and dependence, and it was added that
the dependence measure can be part of the first two categories. Meanwhile, the authors
have not considered the classification error rate as an evaluation function. Doak [28]
classified the evaluation functions into three categories: data intrinsic, estimated or
incremental error rate, and classification error. The data intrinsic category comprises
of distance, entropy, and dependence measures. Considering the prior divisions and
the latest developments, the authors [29] further categorized the evaluation functions
into five categories: information (or uncertainty), distance, consistency, dependence,
and classifier error rate. According to the authors a comprehensive overview of each
evaluation functions is given in Table 1.

The ‘–’ in the last accuracy column means that no direct conclusions can be made
about the accuracy of the given evaluation function. Surprisingly the classifier error
rate has high time complexity, but the accuracy is better. However, the accuracy is very
high as compared to all methods.

Many closely related methods have used the feature selection as the pre-processing
tool for extracting the desired concepts from the datasets. The authors [30] used fea-
ture selection for opinion classification in web forums for different users. The entropy
weighted genetic algorithm (EWGA) is a hybrid genetic algorithm that uses the
information-gain heuristic criteria for the relevant feature selection. A closely related
work in object detection using feature selection was proposed by the authors [31],
they used PCA for feature extraction and support vector machines (SVMs) for classi-
fication. Power load forecasting using appropriate feature selection was given by the
authors [32]. A core concept of the dimensionality reduction with the help of rele-
vant features was also used by many studies [33–35]. Recently the text-mining for
classification of documents and clustering has gained popularity. In this regard a com-
prehensive work is offered by the authors [36–39]. Feature selection has lot of utility
in biomedical data classification, protein function prediction and DNA analysis etc.
[40–43]. Feature selection has lots of utility in marketing applications for appropriate
customers analysis, clustering and recommendations [44–48]. Some classifiers such
as ID3 and PLSI [49, 50] select the appropriate features by themselves. However,
features interactions are also important to be considered while selecting the relevant
subset of features [51]. Therefore, for hard problems such as whether prediction and
protein folding the feature interactions modelling is a pre-requisite to be considered.

Recently, some evolutionary methods focused on the optimal subset feature selec-
tion for various applications [52–56]. The proposed studies identify the relevant
features for various scenarios such as classifying spam emails, stock market anal-
ysis, natural language processing, opinion mining, users profiling, query answering,
and energy budget predictions etc. Felipe et al. [57] proposed a genetic program-
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Table 1 A comparison of different feature selection evaluation functions

Sr. # Evaluation function Description about
measures

Complexity Accuracy

1 Distance measure A feature X is preferred to
another feature Y if X
results in a greater
difference between the
two-classes conditional
probabilities than Y

Low –

2 Information measure Feature X is superior than
feature Y if the
information gain value
of feature X is higher
than that from feature Y
(e.g., entropy measure)

Low –

3 Dependence measure If the correlation of
feature X with class C is
greater than the
correlation of feature Y
with C, then feature X
will be given preference
over Y

Low –

4 Consistency measure These measures are
heavily dependent on
the training dataset.
Min-features bias is
used in selecting a
subset of features

Moderate –

5 Classifier error rate The features are selected
using the classifier
employed for the
feature selection

High Very high

ming approach for feature selection in highly dimensional skewed data. The proposed
approach has ability to deal with the data skewness issues, and it selects the most
relevant features for informative analysis. The proposed approach is able to reduce
the data space by 83% without sacrificing the guarantees on accuracy. Ismail Sayed
et al. [58] proposed a novel meta-heuristic optimizer to optimize feature selection
problem for maximizing the classification and minimizing the number of features.
The evaluation of the proposed approach was carried out on the twenty datasets. The
proposed approach finds smaller feature subsets with high accuracy. Zheng et al. [59]
proposed a feature selection method for sentiment analysis of Chinese reviews. The
proposed approach extracts the most relevant features from the text data that are suf-
ficient to perform the sentiment analysis with high accuracy. Neshatpour et al. [60]
proposed an adaptive Iterative Convolutional Neural Networks (ICNN) based algo-
rithm for extracting relevant features from images. The proposed approach is superior
in terms of accuracy and computing time compared to the existing approaches. The
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proposed approach can be applied to the realtime deadline-driven applications due to
the desired thresholding policies.

Peng et al. [61] proposed an efficient feature selection framework named,
minimal-redundancy-maximal-relevance (mRMR). The proposed framework is a
major advance in feature selection methods, and it effectively resolves the limita-
tions of the mutual information based feature selection (MIFS) algorithms [62]. Both
mRMR and MISF algorithms select the feature β assuming that the features are inde-
pendent of each other. Meanwhile these methods cannot effectively select the optimal
number of features from the small datasets and are computationally expensive. A
unique approach to circumvent the feature selection problems of these two methods
was given by [63]. The used mutual information (MI) for discretization and feature
selection (DSM). The proposed approach can select the appropriate features from the
large and complex datasets by employing the MI. The proposed approach effectively
resolves the limitations of the previous studies and work well with increasing number
of features. The proposed approach is able to select the most informative features from
the datasets. However, a key limitation of the DSM algorithm is that it doesn’t consider
the dependence of more than one features jointly that can lead to misleading results
in large and complex datasets.

The contributions of this research in the field of feature selection for machine
learning/data mining applications can be summarized as follows: (1) it proposes a
new feature selection algorithm based on random forest that has potentials to obtain
the minimum number of features that are necessary and sufficient to describe the tar-
get concept from complex datasets; (2) it computes and selects the highly relevant k
features by employing the error rate as an evaluation criteria without discarding any
relevant feature; (3) it determines the weights of each feature in relation with target
concept to support informative analysis; (4) It reduces the computing speed signif-
icantly without sacrificing the guarantees on accuracy for the real-life applications
utilizing complex datasets. Additionally, the proposed algorithm support generality
which means that selected features give consistent results with different classifiers
such as support vector machines (SVM) [64], random forest (RF) [65], classification
and regression trees (CART) [66], naïve Bayesian (NB) [67] and K-Nearest Neighbors
(K-NN) [68]. Our proposed method performs consistently better results with all five
classifiers using six small and five large sized datasets. Furthermore, the proposed
approach results can be applied to the realtime applications such as responding to
user queries with relevant features for informative analysis, selecting the best features
for recommendations, opinion mining from the raw text, predictions about the energy
consumption, and forecasting about the future activities in enterprise environments.

3 Proposed Classifiers-Based Feature Selection Algorithm

The classifiers-based feature selection method is necessary to account for the per-
formance issues stemming from highly dimensional data and redundant features.
This method not only improves accuracy, it improves computation time significantly
and support generality (i.e., to perform consistently better with most classifiers and
datasets). This section presents the conceptual overview of the proposed method and
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Fig. 1 Conceptual overview of the proposed feature selection algorithm

outlines its procedural steps. Figure 1 shows the conceptual overview of our proposed
method.

To improve the performance of any classifiers such as RF, SVM, CART, NB, and
KNN, the following four principal concepts are introduced: (1) pre-processing of the
datasets; (2) determining the feature weights with the RF model by employing the
classification error rate criteria; (3) Selection of the top k most relevant features; and
(4) building classifiers from the k relevant features. This approach is chosen to reduce
the computation time while processing the complex dataset without sacrificing the
guarantees on accuracy, rejection of highly important variable, and yielding the small
number of features that are highly co-related with the target concept. Concise details
of the four major components with formulization and procedural steps are as follows.

3.1 Pre-processing of the Dataset

The datasets in the original form may contains many missing values and outliers.
So, in order to ensure the correctness and preciseness of the results, we pre-process
the dataset. At this stage, we remove the missing values and redundant records. The
records are regarded as redundant if two or more rows contain exactly the same values.
We standardize the values of features for the correct analysis by removing the outliers,
feature f can be standardize using Eq. 1.

fnew � f − μ

σ
(1)

Apart from the standardization, we transform the data into binary values (i.e., Yes
or No, 0 or 1) for different features to extract the top relevant features accurately. With
the help of pre-processing, we ensure that all feature values implicitly weight equally
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in their representation at start, and data is error free. We remove outliers from the
data and perform the data types checks prior to weights calculation. We identify the
variable which needs modification in their data types (i.e., for date several formats
exist.) to perform the informative analysis. Besides the data conversion, we validate
the data types of each features for the correct use in later stages. With the help of data
pre-processing which includes format conversion, outlier removal, missing values
removal, data types information, and validation, we can obtain the correct data that
can be used for further processing directly.

3.2 Determining the FeaturesWeights Using Random Forest

This subsection presents the proposed mechanism through which the weights of the
features are determined using random forest (RF). RF is an ensemble machine learn-
ing method, and we employed it in our work to quantify the weights of each feature
to identify the most relevant features with high prediction power w.r.t target con-
cept. Determining the weights of features is helpful in selecting the best features that
are needed for the specific purpose or application. Without determining the feature
weights, it is not clear whether the feature (e.g., full column of a given data) used by
any classifier while building model is desirable to be used in many real-world cases
or not. The detailed knowledge about the degree of information and weights of each
feature to an acceptable level of granularity leads to processing power preservation
significantly and fewer time performance degradation issue. Further details about the
RF can be explored from [22]. The flowchart of the proposed method for weight
calculation using RF is given in Fig. 2.

Apart from theweight calculation procedure flowchart shown in Fig. 2, the complete
pseudocode used to calculate the feature weights is given in algorithm 1. In Algorithm
1, a high dimensional dataset with N number of rows, and a collection of features
(M) which are the columns, a number of trees (T), and a small subset of features (n)
used to split the node of classification or regression tree are provided as an input. The
feature weights set (w) is obtained as an output from the algorithm. RF constructs an
ensemble of classification or regression trees and determine the misclassification error
commonly known as out-of-bag (OOB) error (Lines 1–5). We partition the original
dataset into two parts while conducting the experiments (i.e., training data and testing
data). two-thirds (2/3) in Line 4 represents the training data (e.g., the partitioned data
on which the algorithm was trained) and the remaining one-third (1/3) of the data in
Line 5 was used for validation and testing purposes. Terror in line 6 represents the
error threshold used to compare the error produced by the RF while building random
trees. However, this threshold value can be adjusted according to the objectives and
nature of the problem. In our experiments we set it to 10% for decision making about
highly relevant features. The acceptable values of accuracy should be above 90% to
correctly determine the weight values of features. Therefore, we rigorously compare
OOB error with defined threshold (Terror ) to maintain higher values of accuracy.
However, accuracy values can be adjusted according to the objectives. If the OOB
is high, then a parameter setting of T and n is performed to achieve the appropriate
accuracy (Line 7). By tuning, we mean choosing the optimal combinations of T and n
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Fig. 2 Feature’s weights calculation procedure flowchart

to get the desired results. In contrast, if the OOB falls within the acceptable range (i.e.,
erb ≤ 10%), then the values of each feature are shuffled in a column, and its impact on
the OOB is observed (Lines 9–12). The variable i in Line 1 and line 9 refers to the same
features that are part of sample originally drawn from dataset D. The same process is
repeated for all features in the dataset. Variable j in Line 15 is a reference variable to
denote an error difference of a specific tree before and after permutations. Once the
OOB values of all features are calculated, the mean (x̄), variance (s2) and standard
deviation (s) are computed using Eqs. (2)–(4). Subsequently, the feature’s weights (W)
of each feature are calculated using Eq. (5) by taking joint importance of the variable
from all trees. We add each feature weight in set W and at the end a features weight set
is obtained (Line 23). All the features in set W have different weights values. Higher
weight value of some feature indicates that variable is important. For example, five
features, [ f1, f2, f3, f4, f5] can be processed through the above-mentioned process,
and their weights W � [w f1, w f2, w f3, w f4, w f5] can be obtained as an output for
further analysis (i.e., building classifiers).

123



Annals of Data Science (2019) 6(4):599–621 609

3.3 Selection of the Top kMost Relevant Features from the N Features

RF gives the weights of all N features in the form of matrix. We select the top k
most influential/relevant features out of N features by comparing the weights of each
features with defined threshold. The threshold value can be adjusted dynamically
considering the application scenarios, type of the data analysis, and field of application.
Setting the optimal threshold value is an NP-hard optimization problem. The threshold
value can affect the number of features and the classifiers performance accordingly.
The low value of threshold can yield substantial number of features, thereby increasing
computing time. In contrast, the high value of threshold can discard many informative
features, thereby causing loss in accuracy. This results in a trade-off between accuracy
and computing time which can be exploited by designing an adaptive decision making
mechanism where the application scenario and nature of the problem are jointly taken
into account to reduce the computing time issues while improving the accuracy. In
this work, we setup this threshold from the obtained weights averages as a general
solution. Given a set F of all features we find another subset k features which have
the weight higher than the desired feature selection (FS) threshold.

FSThr �
∑N

i�1 wi

N
(6)

wherew denotes the weights of each feature andN denotes the total number of features
in the dataset. The selection of the features is made according to the Eq. 7.

f (SSThr ) �
{
k i f wi ≥ FSThr
ignore otherwise

(7)

where wi denotes the weights of a specific feature i and FSThr is the feature selection
threshold. After appropriate selection we ignore further processing on the rejected
features and use only relevant features for further tasks (i.e., building the classifiers).

3.4 Building Classifiers from the Selected k Features Only

After selecting the k-relevant features, we build five classifiers named, RF, SVM,
CART, NB, and KNN to determine the classifiers performance with reduced data. We
mainly evaluate the accuracy and computation time for the evaluation of classifiers
build from the top k selected features. The data partitioning into training and testing
and model parameters are explained in the simulation section.
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Table 2 Detailed description
about the dataset used in
experiments

Sr.# Dataset
name

Number of
features

Number of
records

Number of
classes

1 Sonar
dataset

60 208 2

2 Libras
dataset

91 360 15

3 Arrhythmia
dataset

279 452 16

4 German
credit
dataset

20 1000 2

5 Lung cancer
dataset

56 32 3

6 Toyota
corolla
dataset

38 1436 1

4 Simulation Results and Discussions

This section presents the results obtained fromvarious experiments. The improvements
of the proposed method are compared using two criteria—the improvements in accu-
racy, and the computational time—with benchmark feature selection algorithms. To
validate the proposed method, we compared the proposed method results with parallel
large scale feature selection (PLSFS) [51], DSM [63] and mRMR [61] methods. All
these methods are viable candidates for comparing the performance of our proposed
algorithm in terms of computing time and accuracy values. The proposed algorithm
efficacy has been verified and tested on six datasets including: Toyota Corolla dataset,
Lungs cancer dataset, German credit data, Arrhythmia dataset, Libras dataset and
Sonar dataset were used in conducting proof of concept experiments. All datasets
were obtained from the UCI machine learning repository [69]. All the results are pro-
duced and compared on PC computer running Windows 10 having CPU of 2.6 GHz
with 8.00 GB RAM. A comprehensive overview of the datasets used in experimented
is provided in Table 2. The proposed method works well for both regression and clas-
sification problems. The RF has ability to build either classification or regression tree
depending upon the type of the target class. The RF build regression trees when the
target class is numeric or continuous variable (i.e., houses prices, income, and tax etc.).
In contrast, RF builds classification tree for the target class consists of discrete or cat-
egorical values. Both classification and regression trees come under the umbrella of
supervised learning. The proposed algorithm has ability to deal with both types of the
classes (i.e., numeric and categorical). Therefore, both types of the trees were used in
proposed algorithm evaluation. Meanwhile, the variable selection criteria are different
for classification and regression problems. For the classification trees, the Gini index
is applied, whereas variance reduction is used for the regression trees.

To validate the proposed algorithm performance, we build the five classifiers (i.e.,
machine learning algorithms), named RF, SVM, CART, NB, and KNN to record the
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Table 3 Computation time of the five different classifiers on original datasets

Different
classi-
fiers\different
datasets

Sonar
dataset

Libras
dataset

Arrhythmia
dataset

German
credit
dataset

Lung
cancer
dataset

Toyota
corolla
dataset

Time (ms) Time (ms) Time (ms) Time (ms) Time (ms) Time (ms)

Random
forest
(RF)

1.38 2.38 3.33 3.48 1.08 4.38

Support
vector
machines
(SVM)

1.23 1.31 1.56 2.05 1.11 2.21

Classification
and
regres-
sion tree
(CART)

0.10 0.17 0.2 0.24 0.014 0.28

Naïve
Bayes
(NB)

0.11 0.19 0.19 0.22 0.016 0.25

K-nearest
neigh-
bours
(K-NN)

4.54 6.78 7.52 7.98 2.53 8.58

computing time and accuracy values. At this stage we use all six datasets without any
modifications. The computing time results obtained from the simulations are shown
in Table 3.

From the simulation results it can be seen that computing time heavily depends on
the number of features and number of records in datasets. Meanwhile, in some cases,
the selected features are too less in number compared to the original dataset. Therefore,
the computing time for considerably large size dataset is smaller compared to the larger
datasets. The accuracy results obtained from the unaltered data by employing all five
classifiers (i.e., machine learning algorithms), named RF, SVM, CART, NB, and KNN
are depicted in Table 4.

These results are obtained with the standard algorithms with slight modification
in the classifiers parameters. The appropriate number of trees used for the RF were
230–270 and the variables used for the tree split were set to the maximum numbers.
The tree types were chosen according to the target variable whether it is classification
or regression.

4.1 Improvement in the Time Complexity

To prove the algorithm efficiency, we did extensive simulations to verify the computing
efficiency of the proposed method while selecting the highly weighted features from
the total number of features present in the dataset. We performed the performance
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Table 4 Accuracy of the five different classifiers on original datasets

Different
classi-
fiers\different
datasets

Sonar
dataset

Libras
dataset

Arrhythmia
dataset

German
credit
dataset

Lung
cancer
dataset

Toyota
corolla
dataset

Accuracy
(%)

Accuracy
(%)

Accuracy
(%)

Accuracy
(%)

Accuracy
(%)

Accuracy
(%)

Random
forest
(RF)

80 73 79 81 73 90

Support
vector
machines
(SVM)

71 72 69 76 53 87

Classification
and
regres-
sion tree
(CART)

74 58 73 7 1 63 85

Naïve
Bayes
(NB)

63 52 72 72 60 72

K-nearest
neigh-
bours
(K-NN)

70 67 69 7 1 63 81

Average
accuracy
(%)

71 64 72 45 62 83

comparisons with the existing methods on two-fold-the complexity of determining
the relevant features, and classifiers performance on the selected features of the both
methods. Table 5 shows the performance comparison of the proposed method with
the existing methods while determining the feature weights. Proposed algorithm saves
almost 30% computation time as compared to the existing method.

The proposed algorithm results are promising with respect to achieving better com-
puting efficiency as compared to the closely related feature selection algorithms. The
number of features selected by each algorithm are different in numbers and labels. The
cumulative performance of the proposed algorithm and its comparison with the exiting
algorithm is summarized in Table 6. The proposed algorithm yields less computing
time in both feature weights computation and building the classifiers from k highly
weighted features. We take the average of five runs of both the feature weights com-
putation and building the classifiers time. The significant reduction in the proposed
algorithm result is due to RF which is superior than the other classifiers such as, SVM
and CARTs etc.

Apart from the cumulative computing efficiency performance shown in Table 6, we
conducted the dataset specific experiments to support the conclusions of the proposed
approach. The performance of the computing time on all six datasets listed in Table 1
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Table 5 Feature weights computation time: proposed method versus existing method

Methods Run 1 time in
(ms)

Run 2 time in
(ms)

Run 3 time in
(ms)

Run 4 time in
(ms)

Run 5 time in
(ms)

Proposed
method

2.27 2.33 2.32 2.28 2.34

PLSFS
algorithm
[51]

3.38 3.28 3.38 3.4 3.29

mRMR
algorithm
[61]

3.1 3.02 3.11 3.15 3.17

DSM
algorithm
[63]

2.98 2.88 2.78 2.82 2.91

Table 6 Cumulative execution time performance of the proposed and existing algorithms

Different
classifiers\runs

Proposed algorithm Existing algorithms

Feature weight
calculation

Classifiers
building

Feature weight
calculation

Classifiers
building

Average time
(ms)

Average time
(ms)

Average time
(ms)

Average time
(ms)

Random forest
(RF)

2.308 1.918 3.346 1.976

Support vector
machines
(SVM)

2.308 1.778 3.346 1.796

CART (RT in
this case)

2.308 0.196 3.346 0.236

Naïve Bayes
(NB)

2.308 0.206 3.346 0.216

K-nearest
neighbours
(K-NN)

2.308 6.982 3.346 7.99

Total
execution
time (ms)

2.6776 3.112

Percentage
improve-
ments
(%)

16.2%

is shown in Table 7. Through simulation and comparison, on average, the proposed
algorithm reduces computing time by 44.6% compared to all three existing methods.
Furthermore, the proposed algorithm reduces computing time by 59.45% compared
to the original datasets. Furthermore, the proposed algorithm significantly reduces the
computing time while selecting the top k features from all N features. The proposed
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Table 7 Dataset specific results comparison with the existing algorithms

Sr. # Dataset name Proposed
algorithm

PLSFS
algorithm

DSM algorithm mRMR
algorithm

Avg. computing
time (ms)

Avg. computing
time (ms)

Avg. computing
time (ms)

Avg. computing
time (ms)

1 Sonar dataset 1.16 1.37 1.77 2.03

2 Libras dataset 2.63 3.4 3.99 4.58

3 Arrhythmia
dataset

1.20 1.37 1.83 2.10

4 German credit
dataset

1.05 1.34 1.59 1.83

5 Lung cancer
dataset

0.84 0.94 1.01 1.19

6 Toyota corolla
dataset

8.94 11.73 11.94 13.71

algorithm yields the most informative features that are closely related with the target
class. The proposed algorithm shows remarkable improvements in computation time
in all datasets. Additionally, the proposed algorithm has less overheads of computing
feature weights compared to the existing algorithms as shown in Table 5.

4.2 Improvement in the Classification/Regression Accuracy

Apart from the computing time, we compared the accuracy results of the proposed
algorithm with the three existing algorithms on six datasets. The accuracies results
are summarized in Table 8 along with the accuracies of other three algorithms. From
the results, it can be observed that proposed algorithm gives better accuracy results
compared to existing algorithms. Furthermore, the proposed algorithm shows only
marginal degradation compared to the original dataset (i.e., baseline). We used the
original dataset accuracy values as a baseline for evaluating our method.We compared
the techniques based on the number of features selected by each technique from the
datasets. Each technique selects different number of features from each dataset. Each
technique employs different evaluation criteria for selecting k features from datasets.
For example, in theGerman credit dataset, the number of features selected byproposed,
PLSFS, DSM, and mRMR are 12, 14, 13, and 16, respectively. Furthermore, the
accuracy values depend not only on the number of features but also the features itself.
Existing techniques choose substantial number of features compared to the proposed
study, but their accuracy values are lower due to the inclusion of lesser weight features.
All the classifiers were designed considering the data size. The parameters of the all
classifiers were kept same for the experiments except the k features. All the parameter,
such as number of trees, variables used for tree split, iterations, cross validations, tree
depths, sampling strategy, seed values etc. were the same for each method evaluation.
In this work, we ignored the F-statistics and other related measures for algorithm
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Table 8 classification/regression accuracy results comparison with the existing algorithms

Dataset name mRMR
accuracy (%)

DSM
accuracy (%)

PLSFS
accuracy (%)

Proposed
method
accuracy (%)

Original
dataset
accuracy (%)

Sonar dataset 70 77 69 79 80

Libras dataset 41 60 62 69 73

Arrhythmia
dataset

67 72 69 73 79

German credit
dataset

73 70 70 75 81

Lung cancer
dataset

63 66 68 72 73

Toyota corolla
dataset

73 74 71 85 90

Average
accuracy
(%)

64 69 68 75.5 78.3

evaluation. We considered only the accuracy values for evaluating proposed algorithm
effectiveness.

For the sake of the simplicity, we compare the algorithm performance using the RF
which is superior that other methods in accuracy. The main reason to use RF is the
parameter adjustment in flexible way. The proposed algorithm on average shows 9.8%
improvements as compared to the existing algorithms and onlymarginal degradation as
compared to the original dataset. These results emphasize the validity of the proposed
method in terms of achieving better accuracy in most cases.

To further validate the proposed algorithm efficacy and effectiveness, we compared
the proposed algorithm performance on five large sized datasets. Table 9 presents the
brief details of the datasets utilized in the experiments. We utilized full information
about the dataset while finding the accuracy and computing time shown in Table 9.
The computing time depends on both the number of records and features present in
the datasets.

The performance comparisons of the proposed approach with the recent study [60]
are shown in Table 10. From the results it can be observed that proposed algorithm
yields superior performance in terms of computing time and accuracy. The marginal
loss in accuracy in some cases is due to the iterative nature of ICNN method. From
the results it can be observed that proposed algorithm reduces the computing time
by 29.% and 22.1% compared to the original dataset and ICNN method respectively.
From the accuracy point of view, the proposed algorithm improves the accuracy by 2%
compared to the ICNN method. Meanwhile, the proposed algorithm shows marginal
degradation only in accuracy compared to the original dataset.

The simulation results obtained from eleven dataset verify the proposed algorithm
efficacy and effectiveness for various applications. The proposed algorithm effec-
tively resolves the trade-off between accuracy and computing time by considering the
weights of features. In either case, preserving more features gives promising accuracy
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Table 9 Description about large
sized dataset used in experiments

Sr. # Dataset
name

Number
of
features

Number
of
records

Original dataset

Avg.
comput-
ing time
(ms)

Avg.
accuracy
(%)

1 Clean1
dataset

166 476 5.2 88.3

2 Semeion
dataset

265 1593 14.56 97.5

3 PenglungEW
dataset

325 73 8.92 86.1

4 Colon
dataset

2000 62 13.98 74.5

5 Leukemia
dataset

7129 72 21.89 92.8

Table 10 Proposed algorithm results comparison with the existing method and original datasets

Sr. # Dataset
Name

Original dataset Proposed method ICNN method

Avg.
computing
time (ms)

Avg.
accuracy
(%)

Avg.
computing
time (ms)

Avg.
accuracy
(%)

Avg.
computing
time (ms)

Avg.
accuracy
(%)

1 Clean1
dataset

5.2 88.3 3.12 87.2 4.92 86.4

2 Semeion
dataset

14.56 97.5 11.51 95.5 13.12 92.9

3 PenglungEW
dataset

8.92 86.1 5.82 84.1 7.07 83.4

4 Colon
dataset

13.98 74.5 10.21 73.2 12.11 74.2

5 Leukemia
dataset

21.89 92.8 14.81 90.08 18.31 89.98

but computation timewill be high. There exists a strong trade-off between accuracy and
computation time which can be exploited by designing an adaptive feature selection
mechanism where the utility of each feature and detailed analysis of each attribute
in term of the computation are integrated to reduce the computation issues while
improving the features accuracy. These experiments results emphasize the validity
of the proposed method with respect to achieving better accuracy and low computa-
tional overheads. This study provides additional support for highly imbalanced and
large dataset handling as compared to current related methods. Furthermore, the pro-
posed approach can be applied to realtime application where the minimum response
time is preferable and relevant features are necessary to perform required analysis.
Therefore, the proposed approach is an ideal candidate for predictions, informative
analysis, future activities forecasting, natural language processing, sentiment analy-
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sis, opinion mining, activity analysis of blockchain driven smart home environments
residents, personalized recommendations, and contingency planning in financial insti-
tutes. Moreover, the proposed approach can be applied as a protype with an enterprise
applications/framework for the intended purpose (i.e., appropriate feature selection)
only.

5 Conclusions

In this paper, we proposed a random forest (RF) based top k highly weighted fea-
ture selection algorithm to reduce the time overheads of the various machine learning
algorithms (MLAs) without sacrificing the accuracy. The main goals of the proposed
method are to select top k most relevant feature out of N feature to reduce the com-
puting time of MLAs with considerable accuracy even faced with datasets having
substantial number of features. We propose a mechanism for quantifying the weights
of each feature of the dataset using random forest to select most influential features
by employing the classification error rate as the feature selection criteria. We adapt
the optimal RF parameters considering the data distribution and number of features
to yield unique and high predictive power features. The proposed method resolves the
computation problem with only marginal loss in accuracy as compared to the origi-
nal dataset and existing methods. The proposed methods results are promising with
respect to significant reduction in computation time without sacrificing the guarantees
on classifiers accuracy. Through simulations and comparative analysis, on average,
our algorithm reduces the classifiers computing time by 24% compared to existing
algorithms. From the accuracy point of view, it only marginally (~1.13%) degrades
as compared to the original dataset’s accuracy.
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