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Abstract
In the recent years, sports outcome prediction has gained popularity, as demonstrated
by massive financial transactions in sports betting. One of the world’s popular sports
that lures betting and attracts millions of fans worldwide is basketball, particularly the
National Basketball Association (NBA) of the United States. This paper proposes a
new intelligent machine learning framework for predicting the results of games played
at the NBA by aiming to discover the influential features set that affects the outcomes
of NBA games. We would like to identify whether machine learning methods are
applicable to forecasting the outcome of an NBA game using historical data (previous
games played), andwhat are the significant factors that affect the outcome of games. To
achieve the objectives, several machine learning methods that utilise different learning
schemes to derive the models, including Naïve Bayes, artificial neural network, and
Decision Tree, are selected. By comparing the performance and the models derived
against different features sets related to basketball games, we can discover the key
features that contribute to better performance such as accuracy and efficiency of the
prediction model. Based on the results analysis, the DRB (defensive rebounds) fea-
ture was chosen and was deemed as the most significant factor influencing the results
of an NBA game. Furthermore, others crucial factors such as TPP (three-point per-
centage), FT (free throws made), and TRB (total rebounds) were also selected, which
subsequently increased the model’s prediction accuracy rate by 2–4%.
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1 Introduction

NBA stands for National Basketball Association, which is a professional basketball
league that is one of the most premier in the world. Sports, including basketball, is an
ongoing business that involves numerous financial interests worldwide. The amount
of money invested in sports is beyond belief. In 2014, the global sports industry was
estimated to be worth 1.5 trillion in USD [3].

Sports analytics involves the learning of useful informationwhich can be utilised by
teams as well as individual player to enhance performance. Tactics played by teams, a
team’s influential players, and the players’ fitness levels are just some of the pieces of
information club managers and coaches have great interest in. Technologies such as
machine learning, which can provide such useful information, are vital to a coach or
manager’s planning and strategizing tactics in his team. Machine learning primarily
focuses on the prediction of reliable outcomes, which can be a useful source for sports
betters, sportsmen, club managers, and sponsors. Machine learning methods are used
to predict the outcome of a game, which is favorable for betters, as it may increase
their confidence in betting. Machine learning furnishes useful patterns which can be
tapped by club managers regarding other teams as well as their own team [30, 31].

Sports analytics also goes beyond just predicting the outcomes of a game as it also
processes live data when a game is played. To be more specific, teams that play in the
NBA have recently adopted a tracking technology with data-streaming capabilities
and cameras that record detailed data related to the players’ movements and fitness
levels. The collected data are then processed through a data analytics tool that is based
on machine learning. The tool generates results that reveal strong and weak variables
associated with the team and its players, such as player separation on the basketball
court, distances travelled, possession of the balls per player, a player’s speed while
moving on the court, and the like.

Althoughmachine learning techniques have been used in sports outcomeprediction,
there still are numerous uncertain factors that influence the outcome of games. Thus,
the scope of this research is to explore only the influential features set that affects
the results from predicting the outcome of a basketball game. In this study, we utilise
different machine learningmodels to process historical data from the NBAfinal games
from the year 1980 through 2017. The objective is to investigate the crucial factors
that influence the outcome of NBA games by comparing the performances of different
models and evaluating the performances after removing irrelevant features that do not
contribute much information about the output variable. The prediction of the outcome
ofNBAgames and the identificationof particular features that exert themost significant
effects on the results are valuable to different stakeholders such as clubmanagers, team
coaches, team players, and betters.

The paper is outlined as follows: In Sect. 1, we present the problem, objectives
and the research methodology that we followed. Section 2 reviews related articles on
sport analytics with focus on NBA games result prediction using machine learning.
Section 3 is devoted to the data and features used and Sect. 4 discusses the experiments
and results analysis. Finally, conclusions and limitations are presented in Sect. 5.
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2 Literature Review

Although machine learning has been used in different sports analytics, there still is a
need to improve the performanceof themodels offeredby this intelligent technology. In
this section, we focus onmachine learning techniques used for predicting the outcomes
of basketball games.

A predictive model that was constructed using historical data from NBA games
based on Naïve Bayes Classifier by Cao [6]. The accuracy of the test dataset classifi-
cation was about 65.82%.

A research for the prediction of NBA game results using artificial neural networks
(ANN) was developed by Loeffelholz et al. [22]. A subset of features was compiled by
the authors from the unprocessed data and was used as input for the neural nets. After-
wards, various basketball sports experts were given an opportunity tomake predictions
in order to compare their decisionswith the outcomes assigned by theANNmodel. The
ANN offered higher predictive decisions than the domain experts, i.e. 74.33% [22].
The regression method was constructed based on a historic spread point to develop a
method to forecast the spread point of the NFL (National Football League). This kind
of research can be used to predict the game results. The NFL winners can be predicted
by using the forecast method of the spread point [22].

Back-propagation, self-organizing maps (SOM), and some neural structures were
used to predict the outcomes of football games in the National League of Football
(NFL) by Purucker [26]. After trying various training procedures, he concluded that
back-propagation was the best structure to build a model that delivers the highest
predictive accuracy than any other experts in the area of football game predictions.
Normal accuracy of 61% was achieved as compared to 72% accuracy by experts [26].

A neural network structure as well as back-propagation were conducted through
Kahn to predict the outcome of a football game (NFL). Purucker [26] extended his
work and achieved an accuracy of about 75%, which proved to be better than [26]
accuracy of 61%. Furthermore, this accuracy rate was better than most of the experts.
Differential Statistics was utilised by both authors from the box scores, not from any
raw statistics.

Bunker and Thabtah [4] developed a data mining model for predicting the outcome
of a game based on features related to the team. The authors suggested that ANN
based models are useful and more accurate to forecast the outcome of the game. In
the same study, the authors pinpointed to challenges associated with processing data
in liver manner.

Haghighat et al. [9] has identified a number ofmachine learningmethods that are fre-
quently applied in sports analytics. The authors have analysed the predictive accuracy
of each identified method through in depth review of past literature on the domain. In
addition, various different datasets are obtained from different public sources includ-
ing NBA basketball, the National Football League’s (NFL’s) and other websites [23,
33, 34].

Cao [6] proposed a framework based on machine learning to forecast the NBA
match outcomes. Features related to NBA games such as players statistics, opponents
statistics and starting line-up among others are gathered from the NBA’s official web-
site. The features are then saved in the database to pre-process and clean the collected
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data so it can be used to derivemodels by themachine learning algorithms. The authors
applied different learning techniques including Support Vector Machine (SVM) [5],
logistic regression [13], Naive Bayes [18] and ANN [28] on the dataset collected
to produce sport analytics model for games result forecasting. The results reported
that the logistic regression models were superior when contrasted with the consdiered
algorithms.

Miljkovic et al. [25] investigated machine learning technology in predicting the
outcome of NBA games. The authors applied different machine learning methods
including k-nearest neighbor, SVM, decision trees, multivariate linear regression and
Naive Bayes and to predict the NBA game result [15, 18, 20, 24, 27]. Data with 141
variables that are associated with NBA games from 2009 to 2010 were collected to
evaluate the two machine learning methods. Examples of variables within the dataset
are free throws, fouls, three points, field goals, blocked shots, home and away, number
of wins so far, number of losses, current streak and wins among others. A number
of experiments have been conducted and the results pinpointed that machine learning
models can offer up to 67% predictive accuracy in classifying NBA game results.

Kopf [16] pointed out that everyNBA teamhas data analystswhoworkwith coaches
to maximize individual player’s talents. In the beginning of 2009, most leagues began
using a video system to track the movement of the ball and each player on the court
25 times per second. All the data collected by this system allowed data analysts to
use intelligent techniques to better assess which players were contributing to team
winnings.

Lieder [21] investigated influential features related to matches to create a model for
predicting the results of NBAgames. The authors appliedmachine learning algorithms
including Logistics Regression, Linear Regression, and ANN to build predictive mod-
els to evaluate the outcome of games. Data related to 2014NBA seasonswere collected
for the models’ training and testing. The results pinpointed that Logistics Regression
achieved accuracy close to 70%.

Cheng et al. [7] developed a model for predicting the outcomes of NBA playoffs
based on Maximum Entropy principle. The authors collected a total of 10,271 records
of NBA games from 2007/2008 to 2014/2015 seasons. The reported results show that
the derived models were able to predict the outcome of the game with 74.4% accuracy.

3 Proposed Framework

Basketball is a very prominent game and there are many available datasets for bas-
ketball games that can be utilised for sports analytics, i.e. NBA Players Stats from
website https://www.kaggle.com. There is a rapid growth in the sports analytics indus-
try in terms of improving prediction results and measuring individual player as well as
team performance [29]. Experts and organizations from different domains devote time
and capital towards sports analytics research to optimize game strategies by coaches
and performance of players [19]. Using machine learning to predict results can offer
intelligent models for accomplishing game results forecasting, game strategy, and
improvement of players’ fitness levels, among others [4]. Identifying the best model
for obtaining NBA game outcome predictions is the key research problem. The results
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Fig. 1 The proposed framework for NBA games results classification

of this prediction can furnish useful insights for different stakeholders including club
managers, betters, bookies, etc.

The objective is twofold. First, we want to detect the influential features set that
impacts the outcome of games in the NBA. Second, once the features set is known, we
will utilise that information and use machine learning algorithm to build a prediction
model. In this case, supervised learning seems the most appropriate method for such
an objective. In supervised learning, the input will include a training dataset with
independent variables such as assist, steal, and free throws made. All these variables
show the team’s capabilities against a dependent variable (the outcome of previous
games). Afterwards, the aim is to predict the outcome variables by applying a model
from historical instances (dependent variables as well as true target variable values).
This model will be utilised to forecast the target variable value in an unseen game (test
data).

The framework proposed is shown in Fig. 1 in which statistics related to NBA
games are collected from different sources using a scripting tool written in PHP.
In this research project, the focus was on variables related to teams, players and
opponents such as home/away, field goal attempts, three-point attempts, total number
of minutes played, free throws attempts, free throws made and offensive rebounds
among others. Details on the complete set of variables used and their descriptions are
given in Sect. 3.1.

Once the raw data are obtained, a number of pre-processing operations were
applied, including missing values replacement and discretization for certain continu-
ous attributes. Moreover, feature selection methods including Correlation Feature Set
and Multiple Regression were applied to generate distinctive features sets for further
analysis used to remove features that were redundant and may have created biased
results. More importantly as shown in Fig. 1 different features sets were derived for
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data processing using machine learning. This has been carried out to assess the intelli-
gent models derived by the machine learning techniques in predicting the NBA games
results. In evaluating the models, several different testing metrics have been utilized
including predictive accuracy, error rate, recall, precision and harmonic mean (F1)
among others. Section 4 gives further details on the evaluation metrics and the results
analysis.

3.1 Data Capturing and Pre-processing

The dataset, named NBAFinals Team Stats used in this study, is obtained fromKaggle
[14]. It contains data from the NBA Finals, including game-by-game team totals from
the years 1980 through 2017. The game-by-game totals reportedwere from11different
teams that participated in the NBAFinals between the year 1980 and 2017. The dataset
incorporates 22 variables, including target class and 430 instances. The training dataset
includes details of the independent variables such as matches played in home ground,
percentage of field goals made, and the like, along with the target variable. The dataset
variables and their descriptions are shown in Table 1.

Data pre-processing is an important step prior learning the model from the train-
ing dataset, and it includes handling all sort of noise [2]. For instance, dealing with
missing values, discretizing continues variables, normalizing certain variables, etc.
Since the task involved is classification, the format of outcome WIN should be trans-
formed from numeric to nominal as most conventional classification algorithms do
not deal with continuous class variable. The process of transforming the class variable
is implemented by using the filter function of WEKA tool [11]. WEKA is a machine
learning tool that consists of the implementation of different clustering, association,
classification, and feature selection techniques. After transforming the class variable
from continuous into categorical format, all the continuous variables have been dis-
cretized using WEKA discretization filter. The outcome is processed dataset that are
free of noise (Table 2).

3.2 Feature Selection and LearningModels

Feature selection is a critical process that directly affects the performance of the
models [1]. In this process, a set of influential features (variables) are identified by
removing irrelevant variables, which reduces the input dataset dimensionality [32].
This in turn improves the learning process. In order to achieve good performance
in terms of the model’s predictive accuracy, key variables are selected during the
feature selection process. To accomplish key variable selection, two different filter
methods and one rule induction algorithm have been applied to the processed dataset,
i.e. Multiple Regression [12], Correlation Feature Set (CFS) [10], and RIPPER algo-
rithm [8]. By utilising these three distinctive methods, the most important features
can first be identified and then processed to the models using machine learning tech-
niques.

The results of applying the Multiple Regression method are illustrated in Fig. 2.
Results clearly indicate that this method has selected seven variables (Home, TP, TPA,
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Table 1 The description of attributes

Variable name Description

Team The name of the team

Opponent team A player against another player

Home 1 � home team; 0 � away team

MP Total number of minutes played

FG Field goals made

FGA Field goal attempts

FGP Field goal percentage
(A statistic calculation by dividing field goals made by field goal attempts)

TP A field goal in a basketball game made from beyond the three-point line

TPA Three-point attempts
(A field goal in a basketball game made from beyond the three-point line)

TPP Three-point percentage
(Ratio of field goals made to field goals attempted)

FT Free throws made

FTA Free throws attempted

FTP Free throw percentage

ORB Offensive rebound
Statistic that measures a player’s number of offensive rebounds in proportion to the
total number of offensive rebounds available during active play

DRB Defensive rebounds
Statistic that measures a player’s number of defensive rebounds in proportion to the
total number of defensive rebounds available during active play.

TRB Total rebounds
Rebounds are usually grabbed by the front-court players, but guards are also expected
to rebound the ball when it falls far from the rim.

AST Assist
An assist is attributed to a player who passes the ball to a teammate in a way that
leads to a score by field goal

STL Steal
(A steal occurs when a defensive player legally causes a turnover by his positive,
aggressive action)

BLK Blocks (A block occurs when a defensive player legally deflects a field goal
attempt from an offensive player to prevent a score)

TOV Turnovers

PF Personal fouls

WIN 1 � win; 0 � loose

DRB, STL, TOV, PF) and has ignored the remaining 14 variables. The CFS method
selected seven variables (Fig. 3) as well, two of which were identical to the Multiple
Regression method, i.e. (Home and DRB). More interestingly, when the RIPPER
algorithm was applied on the complete set of variables, six rules have been generated
(Fig. 4). These rules denote that five variables were selected by CFS (FGP, DRB, TRB,
TPP, FT), and two variables were obtained by Multiple Regression (PF, DRB). These
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Table 2 The description of feature sets

Dataset FS method Selected features

A Complete dataset Full Features in Table 1

B M reg. Home, TP, TPA, DRB, STL, TOV, PF

C CFS Home, FG, FGP, TPP, FT, DRB, TRB

D RIPPER FGA, FGP, TPP, FT, DRB, TRB, TOV, PF

E C intersect D FGP, DRB, TRB, TPP, FT

Fig. 2 Results from multiple regression in R

results clearly indicate that the DRB variable is highly influential, as it appeared in all
rules derived by RIPPER and was also chosen by the CFS filter method. In addition,
DRB was evident in all result sets derived by RIPPER, Multiple Regression, and CFS
methods. Hence, DRB is a highly significant element. Surprisingly, theHome variable,
which appeared in both CFS and Multiple Regression sets, did not appear in any rules
derived by RIPPER algorithm.

After trimming the dataset using different feature selection methods, we managed
to reduce the dataset features from 21 to 7 (dataset B), from 21 to 7 (dataset C), from 21
to 8 (dataset D), and from 21 to 5 (dataset E). These new datasets and supplementary
to raw dataset A, which signifies we obtained different datasets containing different
selected features using Multiple Regression, Correlation Feature Set, and RIPPER
methods. The dataset size was reduced by more than half.

Different machine learning algorithms were selected for processing the aforemen-
tioned features sets as they adopt different learning schemes andhave been successfully
applied to other applications. These are utilised to construct the prediction models.

• ANN
• Naïve Bayes
• LMT (Logistical model OGISTIC MODEL TREE)

ANN is a machine learning approach that utilises multiple independent variables
and their linked weights to build a network structure. In typical ANN algorithms,
training is repeated by adjusting the weights until the desired output is reached. Naïve
Bayes is a probabilistic classifier that do not require building amodel for classification.
Instead Naïve Bayes employs joint probabilities computed from the labelled obser-
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Fig. 3 The selected variables by CFS method in WEKA

Fig. 4 The derived rules by RIPPER algorithm

vations to forecast the class of a test data. Lastly, LMT combines logistic regression
models and a decision tree structure to derive a single tree for classification [17].

4 Experimental Analysis

The experiments have been conducted in the WEKA 3.8.2 platform. All the models
were tested based on ten-fold Cross Validation [11] and all experiments were per-
formed on a computing machine with 2 GB RAM and 2.26 GHz processing power.

The Evaluation metrics used to assess the performance of the models include pre-
dictive accuracy, recall, precision, and harmonic mean (F1). These measures utilise
the confusion matrix shown in Table 3, with their associated formulas depicted in the
following Equations.
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Table 3 The confusion matrix Predicted class

True False

Actual class

True True positive False negative

False False positive True negative

Accuracy is a measure of how effective the model is at predicting outcomes.

Accuracy � (TP + TN)/(TP + FP + FN + TN) (1)

Precision is a measure for positive prediction.

Precision � TP/(TP + FP) (2)

Recall is a measure of correctly-predicted positive observations to all observations
in the positive class.

Recall � TP/(TP + FN) (3)

F1 Score is the weighted average of Precision and Recall.

F1 Score � 2 ∗ (Recall ∗ Precision)/(Recall + Precision) (4)

Table 4 provides predictive accuracy rates obtained from different distinctive sets
of features (A–E). Results clearly indicate that the classifiers derived by the machine
learning algorithms on D features set has the highest accuracy. In addition, the per-
formance of different algorithm models is steadier than features set A, which also
obtained the highest accuracy rate. In particular, the accuracy rates obtained using the
three different models (Naïve Bayes, ANN, and LMT) built on features set D revealed
higher values (80%, 80%, and 83%) compared to the other features sets.

The features set E did not perform as we expected, but the prediction model built
by Naïve Bayes algorithm on features set E obtained a higher accuracy rate than full
features set A, as shown in above classification accuracy rate matrix. Another useful
information we derived from these results is that Multiple Regression (features set A)
is not a suitable method for feature selection in this case. When we built the prediction
model utilising the reduced features set derived by Multiple Regression method, there
was no improvement on prediction accuracy. When we looked at the performance of
features set C which was derived by CFS method, prediction accuracy also declined.
However, features set D, which was derived by RIPPER feature selection method,
produced a better result in terms of accuracy. The accuracy rates of models based
on Naïve Bayes and LMT showed obvious improvement. The accuracy rate of LMT
models reached 83% as LMT combines logistic regression and decision tree learning.
Typically, it obtains better performance than single decision tree or single logistic
regression.
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Table 4 The prediction accuracy
matrix

Dataset Algorithm Accuracy Precision Recall F1

Naïve Bayes 0.76 0.76 0.76 0.76

A ANN 0.83 0.83 0.83 0.83

LMT 0.82 0.82 0.82 0.82

Naïve Bayes 0.73 0.73 0.73 0.73

B ANN 0.71 0.71 0.71 0.71

LMT 0.75 0.75 0.75 0.75

Naïve Bayes 0.77 0.77 0.77 0.77

C ANN 0.74 0.74 0.74 0.74

LMT 0.78 0.78 0.78 0.78

Naïve Bayes 0.80 0.80 0.80 0.80

D ANN 0.80 0.80 0.80 0.80

LMT 0.83 0.83 0.83 0.83

Naïve Bayes 0.78 0.78 0.78 0.78

E ANN 0.76 0.76 0.76 0.76

LMT 0.79 0.79 0.79 0.79

Among the five datasets considered, machine learning techniques achieved better
performance on the D dataset than the rest. Moreover, the Naïve Bayes model built on
E dataset also performed the best among all datasets.

Since the goal of this study is to identify the influential features sets, Table 4 was
generated for comparison analysis to evaluate the performance of each features set.
The results indicate that dataset D, which includes eight features selected by RIPPER
method, exhibited the best classification performance. Three machine learning algo-
rithms were implemented to evaluate the performance of the different features sets.
By running different machine learning algorithms on the datasets, we can pinpoint
the influential features set that includes the most key factors that affect the outcomes
of NBA games in terms of the evaluation metrics. The above analysis signifies that
the optimal model (ANN, Naïve Bayes, LMT) was built on features set D with 80%,
80% and 83% accuracy rates for each prediction model, respectively. F1, precision
and recall best rates were obtained by LMT algorithm from dataset D (83%, 83%, and
83%) respectively.

Theoretically, more features should generate better results. However, we discovered
that after removing several irrelevant features from the fullNBAdataset (datasetA), the
prediction performance improved. The recall, precision and accuracy rates improved
in most models derived from dataset D, than other datasets. Only the performance of
ANN algorithm declined from 83 to 80% in regards to accuracy.

From the above analysis, it is noteworthy that the utilisation of feature selection is
relevant in obtaining better results. Dataset D includes the most significant features
affecting outcomes of NBA matches. This is very precious information for basketball
team managers, as they implement strategies to improve their team’s playing capabil-
ities.
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5 Conclusions and Limitations

There is still controversy surrounding the identification of the influential features set
and the best model for predicting NBA game outcomes. In this paper, an intelligent
frameworkwas developed based onmachine learning and feature selection to dealwith
the problem of result prediction of NBA games. After investigating various machine
learning techniques to build prediction models using different features sets obtained
by feature selection methods, we arrive at a conclusion. From the results analysis,
the DRB feature (defensive rebounds), which was selected by all the feature selec-
tion methods, should be deemed as significant factor affecting the outcomes of NBA
matches. Furthermore, other crucial factors such as TPP (three-point percentage), FT
(free throws made), FGP (field goal percentage), and TRB (total rebounds) were also
selected and considered as influential factors to NBA game outcomes. After reducing
the feature vectors through feature selection methods, there was a 2–4% increase in
the prediction accuracy rate for the model.

There are still many other factors affecting the selection of influential features. First
and foremost is the quality of the training data. In addition, theoretically, more features
will result in a better accuracy model. However, this research indicates that it is not
always the case. The reduction the dataset features may lead to more effective models
and higher classification precision rates.

This paper has analysed and discussed the performances of different features sets.
Although the accuracy rate of features set E (FGP, DRB, TRB, TPP,FT) did not meet
our expectations, we still obtained some interesting and valuable information. The
selection of the features provides some significant insights and the selected features
are very useful for NBA coaches to improve their team’s capabilities.

Based on what we have completed in this research study, improvements can still
be made. For example, more attributes can be considered such as the players of each
team and the coach of the team. Furthermore, more instances can also be collected.
Although there are numerous machine learning models for sports results prediction,
better models with high accuracy rates are still worth exploring especially function
based techniques. This is not only because of the popularity of sports betting or for the
benefit of sports clubs, but it is also quite useful for new matching strategies formula-
tion. Hence, in near future we are going to investigate deep learners for instant model
adjustment while the game is playing live. In addition, we are going to implement a
classification system that has the deep learner as the core of making the final prediction
with reference to the outcome of games.
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