Ann. Data. Sci. (2017) 4(1):1-17 @ CrossMark
DOI 10.1007/540745-016-0096-6

Big Data Paradigm: What is the Status of Privacy
and Security?

Kenneth David Strang! - Zhaohao Sun®

Received: 16 August 2016 / Revised: 15 October 2016 / Accepted: 26 December 2016 /
Published online: 21 January 2017
© Springer-Verlag Berlin Heidelberg 2017

Abstract We extended the big data body of knowledge by analyzing the longitudinal
literature to highlight important research topics and identify critical gaps. We initially
collected 79,012 articles from 1900 to 2016 related to big data. We refined our sample
to 13,029 articles allowing us to determine that the big data paradigm commenced
in late 2011 and the research production exponentially rose starting in 2012, which
approximated a Weibull distribution that captured 82% of the variance (p < .01). We
developed a dominant topic list for the big data body of knowledge that contained 49
keywords resulting in an inter-rater reliability of 93% (r> = 0.89). We found there were
13 dominant topics that captured 49% of the big data production in journals during
2011-2016 but privacy and security related topics accounted for only 2% of those
outcomes. We analyzed the content of 970 journal manuscripts produced during the
first of 2016 to determine the current status of big data research. The results revealed a
vastly different current trend with too many literature reviews and conceptual papers
that accounted for 41% of the current big data knowledge production. Interestingly,
we observed new big data topics emerging from the healthcare and physical sciences
disciplines.
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1 Introduction

Big data is a relatively new paradigm with almost all of the scholarly literature having
emerged since 2012. Therefore it is a field that would benefit from literature reviews
and additional studies. Chen et al. [1] conducted a review on big data state-of-the-art
and concluded that there were several gaps in the literature. Their claims are worth
quoting to emphasize the problems.

There is compelling need for a rigorous definition of big data, a structural model
of big data, formal description of big data, and a theoretical system of data
science, etc. At present, many discussions of big data look more like commercial
speculation than scientific research. This is because big data is not formally and
structurally defined and not strictly verified. [1, p. 81].

They asserted that privacy, security and safety are key concerns which were not
adequately investigated within the big data body of knowledge [1]. Their work was
completed a couple of years ago so the research question here is see if their recommen-
dations for more research have been pursued by scholars and practitioners. On that
premise a research goal for this study was to determine what scholarly research has
been published that extends our understanding of big data privacy, security and safety.
The aim was also to examine what scholarly big data research topics were recently
published.

Big data privacy and security risks are hot topics in the media as well as in academic
research as proven by Goldfield [2], Kambatla et al. [3], Kim et al. [4], and Pence [5].
From an external risk perspective, there were multiple occurrences of cyber security
hackers breaking into multiple private electronic databases, linking fields together,
and subsequently leveraging that data to obtain confidential information [6—11]. For
example, in the USA a “hacker believed to be tied to the Russian intelligence services
made public another set of internal Democratic Party documents on Friday, including
the personal cellphone numbers and email addresses of nearly 200 lawmakers” [12].
Some big data privacy dilemmas originated internally as revealed by several well-
known American company misadventures, namely Orbitz, Netflix and Target [13, 14].

Healthcare practitioner experience suggests there is a need for more research into
big data privacy and security. When I worked for Blue Cross earlier in my career we
considered our millions of health claim records (in the gigabyte range) to be big data
because they were complex and distributed across several mainframe, mini and desk-
top network systems. It was difficult to understand exactly what was actually in the
data but we developed methods to calculate important benchmarks to inform our actu-
arial estimates (set asides to pay future claims), to create group or individual premium
quotes, and for other strategic decision making such as new product/service develop-
ment or harvesting/retiring. The datum relationships were complex mainly due to the
evolving regulations, products/services and our internal applications that necessitated
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field additions, modifications, deletions or entity-relationship changes. Additionally,
accuracy was a problem because the online claim systems sometimes allowed errors
to be captured despite our rigorous overnight mainframe batch adjudication routines.
Policy holder privacy and data base security concerns grew in importance because of
regulations and due to the ability of hackers to somehow get access to our informa-
tion (often through an employee accessing an Internet-based application or browser
which inadvertently spawned off viruses to steal or in one case delete data). Several
researchers concur that healthcare big data privacy is an important yet unpopulated
body of knowledge [10,15-18].

There has been some contemporary research published about big data privacy and
security. However, the majority of recent literature on big data privacy states that we
need more research (e.g. [8-10,15,16,19-25]). This was compelling justification to
examine the status of big data privacy and security research.

In this paper we examine the contemporary literature to determine which big data
topics scholars have recently examined as well as the relative contribution towards big
data privacy and security issues. This is important to know for two reasons. Firstly,
researchers and organizations need to know what current literature is available across
the disciplines about big data privacy and security. Secondly, since we know there
are gaps in the literature about big data privacy and security, research fund granting
institutions and universities ought to ensure the current production proportion of this
critical topic is sufficient and not being displaced by a relative overproduction of less
important or saturated big data topics.

It is difficult to validate how much research is sufficient in any topic but it makes
sense to know the status of the big data body of knowledge. Consumers, scholars and
decision makers of research funding need to know how much relative focus is being
put on big data privacy and security studies as compared to other facets in the big data
paradigm. The results from this study will inform grant funding and research decisions
for big data privacy and security topics. There may be other generalizations from the
results, such as what are the gaps or emerging topics in the scholarly big data body of
knowledge literature.

2 Methodology

We took a positivistic ideology with this study so we collected empirical qualitative
data. We applied nonparametric statistics such as rank and distribution tests to answer
the research questions. We applied both linear and nonlinear techniques to evaluate
the data.

We collected data from publishers through their searchable literature indexes (N
= 34), as summarized in Table 1. The table in descending order by number of
articles found. Some indexes contained other indexes such as ABI/Inform, ACM Dig-
ital Library, Bacon’s Media, Cabell’s, DBLPDBLP, Index Copernicus, INSPEC and
others. Although additional indexes existed, when searched them we found severe
duplication so based on the principle of diminishing returns we concentrated on explor-
ing those listed in Table 1. We did not use Google or other public domain search engines
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Table 1 Scholarly indexes for
data collection in descending
order (N = 34)

Data source

Business Insights: Essentials 32.2%
Business Source Complete 12.4%
Points of View Reference Center 9.1%
Applied Science & Technology Source 8.9%
ScienceDirect (with proquest) 6.4%
MasterFILE Premier 4.4%
OmniFile Full Text Select (H.W. Wilson) 4.3%
MEDLINE with Full Text 4.1%
Education Source 2.2%
InfoTrac Newsstand 2.0%
Vocational and Career Collection 1.7%
Canadian Reference Centre 1.4%
Environment Complete 1.2%
CINAHL Plus with Full Text 1.2%
PsycINFO 1.1%
Library, Information Science & Technology 1.1%
Scopus® 1.1%
Professional Development Collection 0.8%
Military & Government Collection 0.8%
Opposing Viewpoints in Context 0.6%
Social Sciences Full Text (H.W. Wilson) 0.5%
Humanities Source 0.5%
Entrepreneurial Studies Source 0.4%
SocINDEX with Full Text 0.3%
Literature Resource Center 0.3%
Energy & Power Source 0.3%
GreenFILE 0.2%
Teacher Reference Center 0.2%
Criminal Justice Abstracts 0.2%
America: History & Life 0.1%
Historical Abstracts 0.1%
Art Full Text (H.W. Wilson) 0.1%
LexisNexis Academic: Law Reviews 0.1%
Government Printing Office Catalog 0.0%

since our goal was to focus on scholarly literature and we desired an accurate result
with as few duplicates as possible to filter out.

The data we collected was big data from a pragmatic view point. From a theoretical
perspective it was not big data although the sample had a high variety/complexity
with presumed veracity (accuracy) and value. However, it did not meet the other
two V’s of big data, namely high volume and high velocity [25]. Our full text data
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reached an estimated size of 100,000 MB when considering an article averages | MB
including images and tables. Each article contained complex data, with some related
to one another and many others being distinctly unique. Our initial sample of big-data-
related full text articles was N =79,012 using the timeframe of 19162016, which is
one hundred years.

We analyzed the abstract, title and keywords for all publications available match-
ing the keywords “big data”. Due to the size of the data, we analyzed only the linear
and nonlinear trends for all publications. We then determined the cutting point using
nonparametric statistics to identify when the big data paradigm of publications signif-
icantly emerged in the literature, which was 2012.

We then analyzed the full text articles from scholarly academic journals from the
cutting point onwards (2011-2016) to answer the research questions. We used 2011
as the starting point for this second stage because at the time of writing we were in
the middle of 2016 so we wanted to include full year periods—thus we started in the
middle of 2011 and ended in the middle of 2016 (therefore our annual intervals were
not identical with the calendar year but we used the latter to simplify reporting and
consumer interpretation). We use the term sample in this study although we assert our
data represents the population of full text scholarly literature in the respective periods.
Nonetheless we recognize there more big data articles beyond those which are full
text and indexed so we will continue to apply the word sample here.

We used text analytics on resulting full text articles to locate the highest frequencies
of words used, and merged those with the keywords given for the manuscript. We then
designated one best-fitting keyword to represent the dominant topic of every full text
article. From that we performed various analytics to highlight interesting patterns.
Finally we interpreted the results to answer the research questions and then draw
implications. We closed with recommendations for future study.

3 Longitudinal Big Data Literature Analysis

The most influential source of the big data literature from the EBSCO Business
Insights: Essentials index at 32%, which was followed by Business Source Complete
at 12.4%, Points of View Reference Center at 9.1%, Applied Science & Technology
Source with 8.9% and ScienceDirect at 6.4%. These five sources amounted to almost
70% of the data. Figure 1 is a columnar chart summarizing the top 10 sources for our
data sample, starting from 1916 and ending in 2016. We actually included 11 indexes
plus the other category. The other column represents sources that individually held
less than 1% of the sample.

Next we examined the production of big data articles by year. Of the 79,012 articles
that we collected since 1916, it seemed clear that none existed prior to 2000 and
most were dated after 2010. We analyzed the total production of big data articles by
frequency probability, which is a technique that may be used to predict future trends
(once the distribution shape is known). We compared the big data article distribution to
several distribution types without censoring—Fig. 2 illustrates a panel of the four short-
listed probability plots whereby lognormal and Weibull appeared to best-describe the
sample distribution.
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Top 10 scholarly big data publications by source index since 1916

Fig. 1 Chart of top big data full text literature sources (1916-2016, N= 34 indexes)
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Fig. 2 Comparative distribution probability plots of big data studies (1916-2016, N = 79,012)

We then fitted the sample data into a Weibull distribution shape by creating an
exponential trend equation. The result was that the Weibull distribution significantly
captured 83% of the frequency variation by year (> = 0.8256, p < .01, N=79,012),
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Longitudinal big data publications by year with Weibull exponential trend
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Fig. 3 Frequency of new big data studies by year with dashed trend line (1916-2015, N = 79,012)

Table 2 Big data articles

chronologically by year Year Publications Percent ReverseCum.%

(1916-2016) <2006 169 0.2 100.0
2006 9 0.0 99.8
2007 15 0.0 99.8
2008 112 0.1 99.8
2009 78 0.1 99.6
2010 219 0.3 99.5
2011 1592 2.0 99.2
2012 7804 9.9 97.2
2013 15,744 19.9 87.3
2014 19,257 24.4 67.4
2015 21,691 27.5 43.0
2016* 12,322 15.6 15.6

* 2016 data consists of first six Total 79,012

months

as shown in Fig. 3. We did not include 2016 data because it was midway through the
year during our study. Figure 3 and Table 1 clearly show the production of big data lit-
erature commenced late in 2011 with 1592 new articles which increased almost 500%
to 7804 by 2012, although the rate of growth slowed during 2015. We may interpret
this as the scholarly big data research production is accelerating at an exponential rate.

The details are listed in Table 2. This table includes merges 1916-2006 data since
there were only 169 articles produced and this marked one decade from the time of
writing. The last column in Fig. 3 is the reverse cumulative percent of the frequencies.
This tests the Pareto principle to determine if most (80%) of the big data research
production was created in a few recent years. The test reveals that 97.2% of the big
dataresearch was produced since 2012 and 87.3% of the articles were published during
2013-2016.

Finally we looked at the big data production by outlet type, such as journals versus
conferences or newspapers. In this analysis we included all outlet types and all the
data. The results are summarized in Fig. 4, a bar chart ordered by highest frequency
type, with the data values displayed below the axis. Journals and newspapers were
similar, together accounting for approximately 70% of big data article production. It
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20.0% Breakdown of big data publication source types (1916-2016)
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Fig. 4 Big data production by outlet type (1916-2016, N = 79,012)

was a surprise to see conference proceedings at such a low 0.3% contribution rate
since new ideas often emerge through industry events and peer meetings.

4 Important Topics in the Big Data Body of Knowledge

In the previous section we established that the big data research production started in
2011 and it is rising exponentially. Next we briefly examined the 2011-2016 literature.
We were focused on identifying what the important big data topics were and what
attention was being given to privacy-related research.

First we compared the production of the top 10 big data keywords between journals
and conference proceedings. Here we wanted to determine if certain topics were more
likely to be studied in peer meetings at conferences or through projects published in
journals. The results are summarized in Fig. 6, which shows frequency of the top 10
or so big data production topics for journals (blue line) versus conference proceedings
(red line), in alphabetical order on the x-axis.

Generally, from the author’s experience, it takes longer to publish a manuscript in
a peer reviewed journal as compared with a peer reviewed conference. For this reason
we assumed that there would be more unique keywords encountered in the conference
proceedings. Ironically we found the opposite, as can be seen at the right of Fig. 6
where the majority of the journal topics were in the category ‘<1%’ (N = 5888) as
compared to conference in the ‘<1%’ group (N = 1806). This means that more one-off
unique topics were found in journals as compared to conferences during 2011-2016.

Another interesting finding was that there were more wholly theoretical generic
type concept papers in the conference proceedings (3109 or 42%) as compared to
journals (748 or 5%) during 2011-2016. This indicates that more than a third of the
conference papers were conceptual in nature but only 5% of the journal manuscripts
were purely theoretical. The deduction is that 95% of journal articles were focused on
specific big data topics such as data mining or cloud computing instead of conceptual
frameworks. We think big data studies require more time to complete and therefore
it is more likely to see authors publish in journals rather than try to synchronize their
projects with specific conference submission deadlines (Fig. 5).

Secondly, we zoomed into the production of big data studies published in academic
journals. The previous analysis had revealed that most of the big data body of knowl-
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Journal versus conference publications by top 10 big data keywords alphabetically
ordered (2011-2016)
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Fig. 5 Comparison of journal versus conference outcomes by top big data keywords (2011-2016)

edge outcomes were in journals (2011-2016, N = 13,029), almost double those in
conference proceedings (2011-2016, N = 7445). The earlier results had also revealed
that more unique topics had emerged in journals and there were substantially less
wholly-theoretical papers in journals. When also considering practitioner experience
that journal peer reviews are more rigorous than conferences and the journal submis-
sion deadline is not an arbitrary pressure to publish early, we narrowed our big data
analytical lens to journals.

We downloaded and closely examined the 13,029 manuscript titles, abstracts and
keywords published during 2011-2016 in journals. We used the title, abstract and key-
words to nominate a dominate topic for every article to represent the big data body of
knowledge. Our finalized big data body of knowledge resulted in 49 topics consisting of
1-3 words like ‘data mining’, ‘artificial intelligence’ and ‘online social networks’. We
edited the dominate keyword topics to ensure the spellings and meanings of the topics
were consistent between the raters, such as changing plural to singular, and changing
using the same underlying dominant topic; for example we changed ‘database mining’,
‘mining analysis’ to ‘data mining’. We also recoded individual statistical techniques
such as validity, correlation, regression, ANOVA, and so on, into the dominant topic
‘statistics’. We selected the Kappa inter-rater statistical technique to ensure the result-
ing topic list was reliable this approach is considered rigorous since it removes the
chance likelihood of agreement (i.e. the Chi Square expected probabilities). Since this
technique requires an ordinal rating, the researchers rated the perceived ability of the
keyword to fit the article, on a scale of 1-5 where 5 was the highest. We then performed
an inter-rater agreement on the keywords resulting in a Kappa index of 0.93 (p > .05)
which according to Cohen et al. [27] is considered a reliable agreement. This is com-
parable to a correlation of 1> = 0.8649 or 87% indicating that the researchers were
significantly in agreement about the dominate topic for each article.

We then factored the journal big data from 2011 to 2016 into a displayable short-list
of 10—15 dominant topics using the frequency, and grouped all remaining low-count
topics into a new category called ‘<1%’. This data reduction approach makes the
information easily displayed but without compromising the relative frequencies. Since
the full list of dominant topics (N = 49) was quite large, we elected to not display it
at present (but will provide it upon request). Instead we included a revised dominant
topic list in a later section of this article. We reformatted the pie chart into an exploded
view to better illustrate the relative popularity of dominant big data topics published
in journals during 2011-2016, as depicted in Fig. 6. The data labels in Fig. 6 represent
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Big data journal manuscripts by dominant subject (%)

data mining (9%)

data analytics (7%)
cloud computing (6%)
literature review (6%)
machine learning (3%)
social media (3%)
electronic data processing (3%)
algorithms (2%)
databases (2%)
mapreduce (2%)

W research (2%)

human behavoir (2%)
privacy & security (2%)
others <1% (51%)

%
. =
N

Fig. 6 Dominant big data topics published in journals by relative percentage (2011-2016, N = 13,029)

percentages not frequencies but note the last category of ‘others <1%’ means that
over half of the 13,029 manuscripts had a unique dominant topic shared by only a few
other researchers, or in some cases only there was only one study representing the
keyword. We aimed to reduce the data to the top 10 big data topics but in reality we
were able to accommodate 13 plus the ‘others <1%’ as a best-fit of the information.

The results from Fig. 6 reveal that the topmost of the 49 dominant big data topics
published in journals during 2011-2016 was data mining (N = 1186) at 9.1%. The next
three topics were similar in frequency and noticeably lower in application, namely data
analytics (N = 979, 7.5%), cloud computing (N = 808, 6.2%), and literature reviews
(N =784, 6.0%). For reference purposes we would classify the current study as a big
data literature review. Machine learning (N = 493, 3.8%) and social media (N = 466,
3.6%) came next but were a third less frequent than data mining. The following seven
big data topics were somewhat equivalent in frequency: electronic data processing (N
=455, 3.5%), algorithms (N = 388, 3.0%), databases (N = 360, 2.8%), mapreduce (N
= 358, 2.7%), research methods (N = 302, 2.3%), human behavior (N = 282, 2.2%)
and privacy & security (N = 280, 2.1%). These 13 dominant topics represented 49%
of the big data body of knowledge production in scholarly journals during 2011-2016.

As shown in Fig. 6, the remaining articles generated frequencies at or less than
1% so all were grouped into the ‘<1%’ category which amounted to 6752 or 51%
of the manuscripts during 2011-2016 in our sample. This other category included 36
topics like information technology, concepts or frameworks, hadoop, acquisition of
data, computer algorithms, etc.

The above analysis answers our research question about the relative literature con-
tribution towards big data privacy and security issues. The most important topics in
the big data body of knowledge at least by frequency of journal manuscripts were as
enumerated below. Note that all of these topics were specifically associated with big
data and not a ‘normal data’ or unspecified type study.
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data mining,

data analytics,

data cloud computing,
data literature reviews,
machine learning,
social media,
electronic data processing,
algorithms,

databases,

10. mapreduce,

11. research methods,

12. human behavior

13. privacy & security.

NN R LD =

he

We can also answer the research question about the relative contribution of privacy
and security topics within the scholarly big data body of knowledge which was 2%
and ranked at 13 out of 49 in our sample. We argue that 2% is low in comparison to
topics such as data mining at 9%. Furthermore we assert that less relative research is
needed for specific software like mapreduce (2%) and hadoop (approximately 1%),
which if reduced by half would provide more room to privacy and security, raising it
to an expected percentage of 3.5%. We also propose that several topics related to the
structure of the data, like databases and electronic data processing are similar enough
to amount to duplication but if combined they would release another 3% of existing
scholarly capacity to privacy and security, thus raising the latter expected frequency
to 7.5%. There are additional ‘other’ topics that we question the relative importance
of in the big data body of knowledge, such as why conceptual frameworks must be
done separate of good literature reviews (combined they amount to 7.8%). In essence
we argue that there should be a higher relative production of studies on privacy and
security within the big data body of knowledge. To better explore that assertion we
concentrated in more detail on reviewing contemporary journal manuscripts published
this year (2016).

5 Current Research in the Big Data Body of Knowledge

In the previous section we identified the 13 dominant topics in the big data body
of knowledge according to production frequencies in scholarly journals during 2011-
2016. We found that privacy and security was in this top list but at 2% we argued that the
relative contribution was lower than it ought to be based on the assumption that more
effort was being put into less important topics. In this section we took a subsample of
our data and examined in detail the content of the 2016 journal manuscripts. We were
not able to conduct a meta-analysis because very few studies published quantitative
benchmarks such as sample size of effect size.

Our earlier longitudinal analysis revealed that there were 12,322 manuscripts pro-
duced in 2016 related to big data keywords, with 1773 of those being published in
journals (as compared to newspapers, conference proceedings and other outlets). We
were able to access the full text manuscript of approximately half of the 1773 journal
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Scholarly big data studies by topic in academic journals (Jan-Jun 2016, N=970)

M literature review (26%)
m concept framework (15%)
3  statistics (2%)
W machine learning (2%)
2 W mining (1%)
M analytic techniques (1%)
1 M cloud computing (1%)
22 W social media (<1%)
M privacy or security (<1%)
W knowledge sharing (<1%)
W medical care (<1%)
W electronic processing (<1%)
M energy consumption (<1%)
W algorithms (<1%)
m graph theory (<1%)
m research design (<1%)
m internet of things (<1%)
W management (<1%)
W software analytics (<1%)
W computer algorithms (<1%)
W recommender systems (<1%)
® online social networks (<1%)
m supply chain management (<1%)
W marketing research (<1%)
W apache spark (<1%)
W cancer radiotherapy (<1%)
o k-means clustering (<1%)
W technology application (<1%)
M parallel processing (<1%)
W acquisition of data (<1%)
M intelligent transportation systems (<1%)
N<2 studies W computational linguistics (<1%)
m information resources management (<1%)
® information sharing (<1%)
M image processing (<1%)
B computer science (<1%)
® human activity recognition (<1%)
m clinical trials (<1%)
m technological innovations (<1%)
m biodiversity (<1%)
H genomes (<1%)
m quality (<1%)
M visualization (<1%)
m information retrieval (<1%)
m empirical research (<1%)
W wireless communication systems (<1%)
o signal processing (<1%)
W records access control (<1%)
W network analysis (<1%)
M cancer treatment (<1%)
M pattern recognition systems (<1%)
M boards of directors (<1%)

Fig. 7 Number of big data studies by best-fitting topic during January—June, 2016 (N = 970)

manuscripts due to the article simply not being accessible (private publisher, title and
abstract indexing only, etc.). We realized the big data body of knowledge research is
important only if it is shared so we concentrated on analyzing manuscripts that were
available as full text.

We downloaded 970 journal manuscripts published during January-June 2016. We
used carefully reviewed each manuscript, including the keywords (but not the title or
abstract), using our dominant topic list produced earlier. We added, changed or deleted
topics where needed. We calculated an inter-rater agreement of 100% on the resulting
final topic list using the same approach as we discussed earlier. This was an acceptable
level of reliability, which we attribute to the learning curve effect and not group think.
We provide both the topic list and manuscript title in the appendix (it was too large to
include in this paper). Additionally, we include the references for the current sample of
970 manuscripts. We will also provide these datafiles to other readers and researchers
upon request.

Figure 7 is an explored pie chart customized to summarize our findings about the
most current dominant big data topics published in scholarly journals within the last six
months (January—June, 2016). In Fig. 7, the data labels represent the topic frequency
with extender links connecting to the pie slice. The relative percentage of each big
data topic is shown beside the label within the legend.
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The current big data body of knowledge pie chart in Fig. 7 illustrates a vastly
different trend as compared to the longitudinal or 2011-2016 sample. The 257 literature
reviews at 26% of all production were the more frequent type of manuscript published
in journals thus far in 2016. By contrast to Fig. 6 literature reviews constituted only
6% of the entire big data body of knowledge literature including this year (2011-
2016). This reveals a relative increase of more than 400% towards literature reviews
in the big data journal outlets. We also discovered a higher relative production of
conceptual papers, at 148 or 15% which is a much larger share than the approximately
1% overall (see Fig. 6 to compare). This is almost 15 times more current focus on
concepts or frameworks in journals during the last six months within the big data body
of knowledge.

The next two dominant topics were 21 statistics articles (2% rounded) and 15
machine learning manuscripts (2% rounded). Statistics amounted to less than 1%
overall while machine learning constituted 3.8% of the topics during 2011-2016. We
believe the increased current focus on statistics is a result of our more accurately
coding algorithms and analytics into recognized statistical techniques. This differ-
ence between 2011 and 2016 and the current subsample is not significant. However,
machine learning has increased in interest during 2016. This could be due to researchers
applying predictive data analytics using machine learning as opposed to using generic
statistical routines like regression or forecasting. A close parable to this as an example
only the premise of the well-known American TV show ‘Person of Interest” where
machine learning and artificial intelligence were used to build a computer that can
predict a terrorist as well as identify an individual who is at risk of being killed.

There were only 14 articles focused on data mining (approximately 1%) as com-
pared 9.1% of the overall relative production in the big data body of knowledge during
2011-2016. This is a substantial decrease of interest in data mining which we suggest
is a result of the topic having become saturated by the end of 2015. Additionally, we
think researchers are developing more specific less commercial approaches to examine
big data, perhaps using open software, yet concentrating on the core topic of research
and less on the technology aspect. For example we noted unique topics emerging such
as software analytics focused on examining good versus bad code perhaps for viruses,
as differentiated from hardware or data analytics. We also saw subjects like recom-
mender systems (marketing discipline software) and topics like graph theory emerge
in the current big data in addition to visual analytics.

Following our earlier practices, we allocated an ‘other’ category to group less used
topics with less than 2 studies published, of which there were 128 articles amounting
to 13% of the relative current production in the big data body of knowledge. Some of
these unique topics included keywords like anemia (<1%), air quality (<1%), estro-
gen receptors (< 1%), agricultural industries (<1%), environmental auditing (<1%),
stratospheric aerosols (<1%), emergency service administration (<1%), raman spec-
troscopy (<1%), electron microscopy (<1%), speciation (<1%), electromyography
(<1%), and zooplankton (<1%). We assert this proves that other disciplines, partic-
ularly healthcare and the physical sciences (agriculture-aquaculture, chemistry and
geography).

Previously popular topics were less likely to be found in 2016. Table 3 is a compar-
ison of the top 13 big data topics during 2011-2016 with the current findings for this
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year. The last column is an interpretation of the topic from the perspective of the current
period. The data is double counted in the first column since the earlier sample of 13,029
articles included the current subsample of 970 manuscripts. This amounts to 7% of
the original sample but it was too difficult to eliminate the subsample retroactively.

There were significant increases of literature reviews (26%) and conceptual frame-
works (15%) which impacted all other topics given that N = 970 for the current year as
compared to N = 13,029 for the earlier analysis. Machine learning (2%) and statistics
(2%) garnered about the same relative attention in the current period. The remaining
big data topics decreased in frequency during the current sample frame, namely: data
mining (1%), data analytics (1%), cloud computing (1%), social media (<1%), privacy
or security (<1%), electronic processing (<1%) and algorithms (<1%).

There was a significant reduction of several topics from the current big data body
of knowledge although they were still in the sample, namely: social media (<1%),
databases (<1%), mapreduce (<1%), research methods (<1%) and human behavior
(<1%).

An interesting observation from Table 3 was the emergence of three new popular
terms in the current big data body of knowledge: knowledge sharing (<1%), medical
care (<1%), and energy consumption (<1%). We attribute this to the healthcare and
education disciplines where knowledge sharing and medical care are now becoming
more involved in the big data field. Additionally, since there has been an incredible
awareness of global climate change, the physical and social sciences have begun to
publish their studies about improved energy methods and pollution reduction, due to
the availability of large data samples. All of these topics were popular in the general
literature but 2016 has marked the point when many disciplines are entering the big
data paradigm as researchers are acquiring larger and more complex data for their
empirical studies.

6 Conclusions

In this paper, we extended the big data body of knowledge by analyzing the longitudinal
and current literature to highlight important research topics and identify critical gaps.
Our motive was that big data is a relatively new paradigm and numerous researchers
had claimed that more research was needed. Many researchers has also asserted that
privacy and security were not receiving sufficient attention in the scholarly big data
literature.

We analyzed a large amount of big data literature to confirm the above assentation’s.
We initially collected meta-data on 79,012 articles from all sources during 1900-2016
related to big data to analyze longitudinal research production trends. We determined
that the big data paradigm commenced in late 2011 and the research production expo-
nentially rose starting in 2012. From there, we refined our sample to the timeframe
of 2011-2016. We confirmed a Weibull exponential trend of big data knowledge pro-
duction that captured 82% of the variance increase (p < .01). Next we examined the
abstract and keyword content of the 13,029 articles in the sample to produce a domi-
nant topic list for the big data body of knowledge. The result was 49 dominant big data
topics which we calculated was valid for the sample with an inter-rater reliability of
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Table 3 Comparison of 2011-2016 versus current top big data topics published in journals

Top big data topic in 2011-2016 Top current big data topic Interpretation of current year
Data mining (9%) Literature review (26%) Significant increase
Data analytics (7%) Concept framework (15%) Significant increase
Cloud computing (6%) Statistics (2%) Similar trend
Literature review (6%) Machine learning (2%) Similar trend
Machine learning (3%) Data mining (1%) Significant decrease
Social media (3%) Data analytics (1%) Significant decrease
Electronic data processing (3%) Cloud computing (1%) Significant decrease
Algorithms (2%) Social media (<1%) Small decrease
Databases (2%) Privacy or security (<1%) Small decrease
Mapreduce (2%) Knowledge sharing (<1%) New topic

Research (2%) Medical care (<1%) New topic

Human behavior (2%) Electronic processing (<1%) Small decrease
Privacy & security (2%) Energy consumption (<1%) New topic

Others <1% (51%) Algorithms (<1%) Small decrease

93% (1> = 0.89). We found there were 13 dominant topics that captured most (49%)
of the big data production research in journals. Privacy and security related topics
accounted for approximately 2% of the total journal outcomes during 2011-2016.

We then took a more detailed subsample of 970 journal manuscripts produced
during the first of 2016 and we analyzed these in detail. This data illustrated a vastly
different trend as compared to the longitudinal 2011-2016 sample. Literature reviews
increased 400% from 6 to 26%, and conceptual papers went from less than 1-15% of
the total current big data knowledge production in journals. Together, these types of
non-empirical studies accounted for 41% of the current big data knowledge production,
which we asserted was far too high. There was too little concentration of current
research into other important big data topics as discussed below.

Several big data topics are currently on par with expectations but require no fur-
ther attention, such as machine learning and statistics. Other formerly popular big
data topics have significantly decreased in application, namely data mining, data ana-
lytics, cloud computing, social media, privacy or security, electronic processing and
algorithms.

Interestingly, new topics emerged in the current big data literature, including ane-
mia, air quality, estrogen receptors, agricultural industries, environmental auditing,
stratospheric aerosols, emergency service administration, raman spectroscopy, elec-
tron microscopy, speciation, electromyography, and zooplankton. We attributed this
increase of novel big data topics to the healthcare and education disciplines where
knowledge sharing and health/medical care researchers are now becoming more
involved in the big data paradigm. Additionally, since there has been an incredible
awareness of global climate change, the physical and social sciences have begun to
publish their studies about improved energy methods and pollution reduction, as well
as owing to the availability of larger more complex data samples. We believe other
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disciplines will enter the big data field and further expand the body of knowledge in
the coming year.

We answered the research question concerning the status of big data privacy and
security research. We determined that only 2% of the big data body of knowledge
production was focused on the privacy and security topic during 2011-2016. We
developed a unique expected frequency of 7.8% for big data privacy and security
production by relative comparison to other topics. The determined that the current big
data privacy and security output in 2016 was slightly less than 1% and well below our
expected frequency. Thus, we recommend more production of big data privacy and
security related studies.

In conclusion, we have presented a novel list of 49 important topics representing
the status of the big data body of knowledge. These were empirically developed from
the scholarly literature, primarily from peer reviewed journal articles, and weighted
towards the current trend since we are early in the production cycle for the big data
paradigm (it has evolved during only 5 years from 2011-2016). We also confirmed
the status of privacy and security related research production in the big data field to
be low (recently dropping from 2 to 1%) and below the expected relative frequency
of 7.8%.

Privacy and security is an important social topic and a critical dimension of big data
in most disciplines and industries. It is difficult to find a discipline or industry where
privacy or security is not important, but since big data is everywhere, therefore we
ought to see more studies using big data. Based on our findings, we call for consumers,
scholars and decision makers to address this gap in the big data body of knowledge by
asking for and funding more research about privacy and security. We believe the way
to do that is to encourage special issues in journals on the topic of big data privacy and
security, targeted at specific disciplines, and encouraging applications or empirical
studies. It is clear that we have seen enough literature reviews and conceptual models
in the big data body of knowledge because these account for 41% of the topics current
journal production (January—June 2016). More applied and empirical big data studies
are needed. In closing we will make our data available to anyone by request.
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