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Abstract
Resurgence is the reemergence of a previously reinforced behavior following the extinction of an alternative behavior. Although
several variables are known to impact resurgence, few studies have examined resurgence when the target responsewas previously
punished. Results of two studies examining resurgence after punishment have been mixed. In the current study, we employed a
human-operant procedure to compare resurgence following differential reinforcement of alternative behavior (DRA) with ex-
tinction and DRAwith extinction and response cost. For the three participants, target respondingwas eliminatedmore rapidly and
fully following DRAwith response cost. Similar levels of resurgence, however, occurred following both procedures. These data
provide evidence that arranging response cost during DRA facilitates suppression of target responding without affecting subse-
quent resurgence. The results further our understanding of the role of negative punishment in resurgence as a process and have
implications for the development of clinical intervention packages.
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Resurgence refers to the temporary reemergence of a previ-
ously reinforced behavior following the extinction of an alter-
native behavior. Over 50 years of studies have established
resurgence as a robust phenomenon that occurs across species
and has been replicated with non-humans and humans (see
Lattal & St. Peter Pipkin, 2009, for a review). Most evalua-
tions of resurgence involve a three-phase procedure (Lattal &
St. Peter Pipkin, 2009). During the first phase, a target behav-
ior is reinforced. During the second phase, the target behavior
is placed on extinction, and an alternative behavior is rein-
forced. In the third phase, some worsening of reinforcement
conditions occurs; most often, this worsening consists of both
responses being placed on extinction. Resurgence is the tran-
sient recurrence of the target response above recent response
rates (see Lattal et al., 2017, for an extended discussion of the
definition of resurgence).

Resurgence has recently gained attention because the
three-phase procedure parallels common behavioral treatments.

One such treatment is called differential reinforcement of an
alternative response (DRA). DRA is one of the most common
treatments for suppressing undesired behavior (Petscher, Rey,
&Bailey, 2009). The goal of DRA is to replace undesired target
behavior with an alternative response. During DRA, the previ-
ously reinforced problem behavior is put on extinction, and a
more desirable replacement response is reinforced. One exam-
ple of a replacement response is a communication response to
appropriately request the same reinforcer that was previously
maintaining the target behavior (i.e., functional communication
training; Carr & Durand, 1985). Previous research has shown
that if the DRA treatment is subsequently challenged, recur-
rence of the problem behavior may occur (e.g., St. Peter, 2015;
Volkert, Lerman, Call, & Trosclair-Lasserre, 2009). The resur-
gence effects seen in clinical populations are similar to demon-
strations of resurgence in the nonhuman animal literature (e.g.,
Lieving & Lattal, 2003).

Because of these parallels, several contemporary resur-
gence studies have modified aspects of DRA treatments to
reduce resurgence during subsequent treatment disruptions
(e.g., Fisher, Greer, Fuhrman, Saini, & Simmons, in press;
Lambert, Bloom, Samaha, Dayton, & Rodewald, 2015;
Romano & St. Peter, 2016). For example, Fisher et al. (in
press) used behavioral momentum theory (Nevin & Shahan,
2011) to predict that decreasing reinforcement rate during
baseline and treatment, as well as increasing the duration of

Authorship among the first two authors should be considered equal.

* Claire C. St. Peter
Claire.StPeter@mail.wvu.edu

1 Department of Psychology, West Virginia University, Life Sciences
Building, 53 Campus Dr., Box 6040, Morgantown,WV 26505, USA

The Psychological Record (2018) 68:81–87
https://doi.org/10.1007/s40732-018-0270-7

http://crossmark.crossref.org/dialog/?doi=10.1007/s40732-018-0270-7&domain=pdf
mailto:Claire.StPeter@mail.wvu.edu


treatment, would reduce subsequent resurgence. Results
matched the predictions for all four participants, who were
children with intellectual disabilities who engaged in problem
behavior.

Although effects of reinforcement parameters on subse-
quent resurgence are becoming more widely known (and
have resulted in quantitative models of the phenomenon;
Shahan & Craig, 2016), less is known about effects of pun-
ishment on resurgence. Understanding the role of punishment
may be important for the translation of resurgence research to
behavior analytic treatment because mild punishment proce-
dures, like reprimands or response cost, are commonly used as
intervention components (Conyers et al., 2004; Falcomata,
Roane, Hovanetz, Kettering, & Keeney, 2004). Despite the
potential importance of understanding the role of punishment
on resurgence, only two studies to date have directly exam-
ined resurgence following punishment. Kestner, Redner,
Watkins, and Poling (2015) evaluated impacts of positive pun-
ishment on resurgence using a group design with rats. They
implemented DRA alone (control group) compared to DRA in
combination with mild electric shock (experimental group) to
suppress rates of target responding during the second phase of
a resurgence procedure. Both groups of rats were exposed to
extinction for all responses in the third phase. Markedly less
resurgence occurred for the group that previously experienced
punishment than the no-punishment control group, suggesting
that including positive punishment procedures in conjunction
with DRA may attenuate resurgence. Although these results
are promising in regards to the inclusion of punishment pro-
cedures as part of treatment packages, positive punishment
procedures may be less acceptable in practice than are nega-
tive punishment procedures (Kazdin, 1980).

Response cost is a negative punishment procedure that is
commonly used to reduce challenging behavior. Response
cost involves the removal of a reinforcer contingent on a target
response (Lerman & Toole, 2011). Response cost procedures
have been shown to effectively suppress problem behavior in
treatment contexts (e.g., Kahng, Tarbox, & Wilke, 2001;
Keeney, Fisher, Adelinis, & Wilder, 2000; Conyers et al.,
2004). Multicomponent treatment packages including DRA
and punishment may be more efficient than DRA alone at
suppressing behavior (Fisher et al., 1993; Hangopian, Fisher,
Sullivan, Aquisto, & LeBlanc, 1998). The effects of response
cost on future resurgence, however, are less known.

Okouchi (2015) evaluated resurgence following DRAwith
response cost and DRA in isolation, using a group design with
human participants. Participants engaged in arbitrary re-
sponses (two-response sequences of touching squares on a
computer screen) with points exchangeable for money serving
as reinforcers. Two groups experienced response-dependent
reinforcement for a particular response sequence during the
first phase. Although particular response sequences were in-
dividualized for each participant, the contingencies for

participants were identical (a terminal variable-interval [VI]
10-s schedule) across groups. During the second phase, pre-
viously reinforced (target) sequences were eliminated through
a combination of reinforcement of an alternative and punish-
ment of target responding (DRA + RC group) or reinforce-
ment of an alternative only (DRA-only group). During the
third phase, the target sequences did not produce points for
either group (extinction). Resurgence occurred for both
groups, and no statistically significant differences in
resurgence were obtained. The results obtained by Okouchi
(2015) differ from those obtained by Kestner et al. (2015).
Clarifying the role of negative punishment on subsequent re-
surgence would further enhance our understanding of resur-
gence as a process as well as inform the development of clin-
ical intervention packages aimed at reducing resurgence dur-
ing treatment challenges.

The present study was a systematic replication of Okouchi
(2015) and aimed to evaluate resurgence following DRA
alone (DRA) and DRA with response cost (DRA + RC).
There were three main procedural differences between our
study and Okouchi (2015). First, we used a simpler
DRA-training phase by providing two discrete response op-
tions. Second, participants in the current study earned
time-based extra credit, independent of their performance,
rather than exchanging points for money or other backup re-
inforcers. Finally, we used a multiple-schedule arrangement to
conduct a within-subject comparison of resurgence following
DRA and DRA + RC.

Method

Participants and Setting

Three undergraduate students enrolled in lower-division psy-
chology courses participated. Participant Awas a 19-year-old
Caucasian female. Participant B was a 21-year-old Caucasian
male. Participant C was a 20-year-old Caucasian female.
Participants received course credit based on the duration of
their participation. Sessions took place in a 4.1-m × 3-m lab-
oratory equipped with chairs, two tables, a computer desk, a
Dell® Intel desktop computer with a 12-cm × 15-cm screen,
and a mouse. We stowed the keyboard in the desk during
sessions. Participants sat facing away from a one-way mirror
through which we monitored the sessions. Participants com-
pleted the experiment in a single appointment consisting of
two 60-min blocks separated by a 5- to 10-min break.

Procedure

We provided scripted instructions to the participant at the be-
ginning of the appointment (see Supplemental Materials).
During the consent process, we informed the participant that
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the study involved responding under different contingencies
of reinforcement without providing further detail. Before
starting the session, we asked the participants leave all person-
al items, electronic devices, and watches outside of the room
to prevent overt timing of the schedules or components. We
instructed the participant to use only the mouse to earn as
many points as possible.

A customVisual Basic® program delivered the experimen-
tal task. This program was developed in the third author’s
research laboratory and has been used in past studies on treat-
ment challenges (e.g., Marsteller & St. Peter, 2012; St. Peter
Pipkin, Vollmer, & Sloman, 2010). The computer screen
displayed two moving circles (one black and one white).
Each circle was 25.4 mm in diameter and moved around the
screen at a speed of 25 mm/s. The circles moved randomly
and independently across the screen until they reached the side
or corner of the screen, at which point they changed direction.
The program delivered or removed points according to the
reinforcement or punishment schedule in effect. There was a
cumulative point counter on the bottom left corner of the
screen, which flashed orange briefly when a point was earned
or lost. Points were not exchangeable for backup reinforcers.
Clicking the black circle was arbitrarily selected as the target
response, and clicking the white circle was selected as the
alternative response. After the first three-phase sequence, the
participant left the laboratory for a 5- to 10-min break. We
reset the program, and the participant then completed a repli-
cation of the three phases. At the end of the study, we provided
a scripted debriefing (see Supplemental Materials).

We used a multielement design embedded in a reversal
design to assess patterns of resurgence following DRA with-
out response cost (DRA) and DRAwith response cost (DRA+
RC). Each 60-min block included a three-phase sequence.
Each phase was 20 min in duration and included two compo-
nents. The program strictly alternated between components
and presented each 2-min component five times during each
phase. The initial component was counterbalanced across par-
ticipants and across replications for each participant. During
all phases, the program displayed a blue background during
the components associated with DRA during phase 2. The
program displayed a red background during components as-
sociated with DRA + RC. There were no programmed stimu-
lus changes to signal the beginning of a new phase.

Table 1 displays a summary of the component conditions
during each phase. During baseline (phase 1), both compo-
nents were identical except for background color. Clicks on
the black circle resulted in the delivery of one point on a
random interval (RI) 5-s schedule, which had a minimum
value of 1 and maximum value of 10. Clicks on the white
circle resulted in no points. During the alternative reinforce-
ment phase (phase 2), one component consisted of DRA and
the other of DRA + RC. During both components, clicks on
the white circle resulted in the delivery of one point on an RI

5-s schedule (arranged as in baseline). During the DRA com-
ponents, clicking on the black circle resulted in no pro-
grammed consequences. During the DRA + RC components,
clicks on the black circle resulted in the loss of one point on a
fixed-ratio 1 schedule. During extinction (phase 3), compo-
nents were identical except for background color, and there
were no programmed consequences for responding on either
circle.

Data Analysis

We used visual inspection of graphed data to evaluate
responding across components and phases. Of particular in-
terest was detecting resurgence during the extinction phases.
We defined resurgence as the rate of black-circle clicks in any
extinction component exceeding the rate observed during the
last three component presentations in the alternative reinforce-
ment phase (Marsteller & St. Peter, 2012).

Results

Table 2 shows obtained reinforcement rates (mean reinforcers
per min) for each phase and component. The obtained rein-
forcement rates were similar between participants and

Table 1 Reinforcement schedules displayed by phase and component

Phase 1 Phase 2 Phase 3

Blue component (DRA)

Black circle RI 5 EXT EXT

White circle EXT RI 5 EXT

Red component (DRA + RC)

Black circle RI 5 EXT + RC (FR 1) EXT

White circle EXT RI 5 EXT

Table 2 Obtained reinforcement rate (reinforcers per min) during each
component

Phase 1 Phase 2 Phase 3

DRA DRA + RC DRA DRA + RC DRA DRA + RC

Exposure 1

A 5.5 5.9 3.6 4.6 0 0

B 4.5 4.4 4.7 4.4 0 0

C 4.0 4.3 4.6 4.2 0 0

Exposure 2

A 5.1 4.9 5.2 4.7 0 0

B 4.1 4.3 4.6 4.2 0 0

C 4.5 4.3 3.9 4.4 0 0
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between components for each participant. Differences be-
tween components were no more than 1 reinforcer per minute
and did not vary systematically. Figures 1 and 2, respectively,
show response rates for black-circle clicks (target response)
and white-circle clicks (alternative response) for each partici-
pant. Across phases, participants allocated more responses to
the circle that resulted in point deliveries, which supports the
notion that points functioned as reinforcers.

Figure 1 depicts the black-circle clicks (target response) per
minute during each component presentation and phase for all
three participants. During baseline (labeled “BL” on the
graph), differences in responding across DRA (black sym-
bols) and DRA + RC (white symbols) were small and unsys-
tematic. During the alternative reinforcement phase (labeled
“ALT” on the graph), black-circle clicks decreased and both
DRA and DRA + RC reduced responding to zero or near-zero
levels. Responding was suppressed more rapidly during the
component associated with DRA + RC than with DRA. The
exception to this pattern was observed during the first treat-
ment phase for participant A, who engaged in a high rate of
responding during the first DRA component presentation.
This was followed by zero or near-zero levels of responding
during all other treatment component presentations for this
participant. During the extinction phases (labeled “EXT”),
resurgence of the target response occurred during both com-
ponents for all three participants. Table 3 displays the total
number of black-circle responses during each component in
the extinction phases. The observed levels of resurgence were
relatively similar between components previously associated
with DRA and those previously associated with DRA + RC.
Participants A and C engaged in slightly more resurgence
responses (27 and 19 more black-circle clicks, respectively)
during the component previously associated with DRA + RC
than the component previously associated with DRA.
Participant B engaged in marginally more resurgence re-
sponses (28 more black-circle responses) during the compo-
nent previously associated with DRA. Arranging response
cost in conjunction with DRA did not attenuate resurgence.

Figure 2 depicts the white-circle clicks (alternative re-
sponses) per minute during each component presentation
and phase for all three participants. During the baseline
phases, participants A and B engaged in low levels of
responding on the white circles, and participant C engaged
in moderate levels of responding on the white circle.
Responding on the white circle increased for the participants
when it was reinforced during the alternative reinforcement
phases. During the extinction phases, white-circle responses
quickly returned to baseline levels for participant B.
Participant C continued to click the white circle but at a lower
rate compared to the alternative reinforcement phase.
Participant A continued to click the white circle, with higher
rates occurring during the first few component presentations
and then decreasing toward the end of the phase.

Discussion

We compared resurgence following DRAwith or without re-
sponse cost, using a human-operant preparation. Although
target responding was more rapidly and fully suppressed dur-
ing DRAwith response cost than during DRA in isolation, no
differences in subsequent resurgence occurred. Thus, our find-
ings are similar to those from the study by Okouchi (2015),
which failed to show a significant difference in resurgence

Fig. 1 Black-circle clicks per min during both component presentations
(DRA and DRA + RC) of each phase for all three participants. Note the
difference in scaling on the y-axes
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when responding was eliminated via DRAwith either extinc-
tion alone or extinction and response cost for the target re-
sponse. Both studies showed quicker suppression of target
responding with DRA + RC.

Although our findings are similar to those obtained by
Okouchi (2015), our procedures differed in several ways.
First, Okouchi evaluated resurgence of a complex response
(two-response sequences), which necessitated a more com-
plex DRA-training phase. To shape the response sequences,

Okouchi first reinforced target sequences on a fixed-ratio 1
schedule, followed by a VI 2-s schedule, before transitioning
to the terminal VI 10-s schedule. In our study, only
two-response options were explicitly available to participants
(although participants sometimes clicked the computer screen
in areas other than the circles or engaged in unmeasured be-
havior like playing with their hair). This allowed us to more
fully control exposure to reinforcers and approximately equate
such reinforcer access across participants. Second, partici-
pants in the study byOkouchi were paid for their performance.
Although our participants earned extra credit in a course for
the time they spent participating (independent of perfor-
mance), all participants acquired target and alternative re-
sponses and resurgence occurred reliably for all participants.
Computer points functioned as reinforcers in both studies,
regardless of whether backup reinforcers were available.
Finally, Okouchi evaluated resurgence following different his-
tories using a group design. In our study, we used a multiple
schedule to conduct within-subject evaluations of resurgence.
The similarity in our findings, despite these differences in
experimental preparation, add to the already robust literature
suggesting that resurgence is a reliable phenomenon in
humans that occurs across a wide array of experimental
parameters.

Our findings differed from those obtained by Kestner et al.
(2015), who found that inclusion of a positive punishment
component during the second phase reduced subsequent re-
surgence. One obvious difference across the studies evaluat-
ing resurgence following punishment is the use of positive or
negative punishment. To date, no studies have included a di-
rect comparison of resurgence following response suppression
with positive and negative punishment procedures. Such an
evaluation may help to inform the extent to which variations
on punishment may impact resurgence. At least two other
factors may also impact the failure to replicate across studies.
First, Kestner et al. used a biologically relevant punisher (elec-
tric shock), whereas Okouchi (2015) and the present study
used relatively innocuous punishers (point loss). There may
be differences in the behavioral effects depending on the sa-
lience or biological relevance of a punisher (Crosbie, 1998),
and it is currently unknown whether there are differences re-
lated to the reduction of subsequent resurgence. Future

Fig. 2 White circle clicks per minute during both component
presentations (DRA and DRA + RC) of each phase for all three
participants. Note the difference in scaling on the y-axes

Table 3 Total number of black-circle responses during extinction in
each component

Exposure 1 Exposure 2 Total

DRA DRA + RC DRA DRA + RC DRA DRA + RC

A 193 202 223 241 416 443

B 198 193 203 180 401 373

C 108 117 45 55 153 172
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research should evaluate the type or intensity of punishing
stimuli used in the second phase on subsequent resurgence.
Such research may have important implications not only for
development of effective interventions but also for our under-
standing of the underlyingmechanisms that impact resurgence
(such as the resurgence-as-choice model; Shahan & Craig,
2016). Second, the species differed across evaluations.
Recall that Kestner et al. evaluated resurgence with rats, but
both Okouchi and the present study included human partici-
pants. Although resurgence has shown to be a reliable phe-
nomenon across species (and occurred in all three of the stud-
ies cited above), it remains possible that variables impacting
resurgence may differ to some extent across species. For ex-
ample, it is possible that the human participants in Okouchi’s
study and the present study developed self-generated rules that
contributed to equivalent resurgence during the extinction
phase (see Dixon & Hayes, 1998 for an example of the
effects of verbal rules on resurgence). Future research could
explicitly manipulate rule-governed behavior to evaluate the
potential impact on subsequent resurgence.

We used an arbitrary response maintained by conditioned
reinforcers with a non-clinical population. Although
human-operant procedures are beneficial in translating re-
search from the basic laboratory to humans, their generality
to other responses, reinforcers, and populations is unclear until
the results are replicated. Many negative punishment proce-
dures in clinical contexts involve the use of time out from
reinforcement (Lerman & Vorndran, 2002), whereas our pro-
cedure involved the removal of a generalized conditioned re-
inforcer. Differences in the effort of the responses, density and
type of reinforcers, and type of response cost used may limit
the generality of our findings to clinical contexts. Future stud-
ies should evaluate resurgence of socially significant behavior
when punishment involves time out rather than point loss.

Future research on resurgence could replicate these evalu-
ations of punishment and resurgence using different research
designs. In the current study, the baseline and extinction
phases consisted of two identical component schedules, and
similar responding was observed between components during
the extinction phases. One possibility is that similar response
patterns during extinction may be indicative that adding re-
sponse cost has no effect on resurgence. Alternatively, it is
difficult to rule out a lack of stimulus control between com-
ponents as a contributing to the similar patterns. Replicating
these results with additional designs (e.g., ABCADC) would
strengthen the evidence for the current conclusions.

We anticipated that our study might inform our understand-
ing of resurgence as a process as well as the development of
effective treatment packages that reduce the likelihood of sub-
sequent relapse during treatment challenges. Our results indi-
cate that punishment may not be an important variable to
consider when primarily concerned about relapse, but inclu-
sion of response cost procedures as part of a treatment package

may bewarranted when rapid suppression of target behavior is
necessary during initial treatment. Notably, although includ-
ing response cost seems unlikely to reduce subsequent resur-
gence, it also seems unlikely to increase resurgence if the
intervention is abruptly discontinued. Thus, clinicians should
continue to include response cost components in intervention
packages when initial rapid response suppression is a priority.
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