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Abstract The study examines the subjective factors that affect primary school

students’ learning outcomes when using multi-user virtual environments (MUVEs).

Eight variables were used so as to build a research model that was partially based on

the models developed by Salzman et al. and the technology acceptance model.

Structural equation modeling was used for parameter estimation and model testing.

Self-reported data, as well as the results of three knowledge acquisition tests, were

gathered from 396 sixth-grade students who used a MUVE in which the main theme

was space exploration. Results analyses revealed a good model fit, and 56% of the

variance in the learning outcomes was explained. Out of the 25 research hypotheses,

17 were supported. Perceived ease of use, enjoyment, motivation, and perceived

learning effectiveness were the most influential factors. On the basis of these

findings, it is suggested that software developers need to focus on the game-like

features of their applications and that educators need to foster in-world collaboration

between students.

Keywords Model � MUVEs � Primary school students � Structural equation

modeling � Subjective constructs

Introduction

Various technological innovations have multiplied and diversified the ways in

which students learn and interact with the learning material. One such technology,

which has seen rapid development in recent years, is 3D multi-user virtual

environments (MUVEs), a sub-genre of virtual reality (VR). In short, VR
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applications are 3D simulations of real or imaginary environments. A much-debated

aspect of these applications is presence/immersion, the sense one has that he/she is

present in the virtual environment and not in the real world (Rizzo et al. 1998).

Depending on the hardware and software used, VR applications can vary from fully

immersive (that use sophisticated equipment, such as head-mounted displays and

haptic devices), to simple ‘‘low-tech’’ desktop applications (that use just mid-range

computers) (Levin 2011). What is more, in MUVEs, multiple users can simulta-

neously use the same simulation and hence the term ‘‘multi-user.’’ Thus,

interactions are possible not just between the user and the virtual objects but also

with other users present in the virtual world.

Constructivism provides the theoretical framework for the educational uses of

VR and MUVEs (Dickey 2005). This learning theory supports the idea that learning

is an active process; knowledge is constructed on the basis of what learners already

understand and as they make connections between new and old information (Ertmer

and Newby 2013). Collaboration between users, peer feedback, visual, and audio

stimuli are but a few of VR’s features that have an educational interest (Zheng and

Newgarden 2011). The above, lead to—probably—the most significant benefits for

education, that of incentives for learning and active learning (O’Neil et al. 2005;

Mikropoulos and Natsis 2011). Together with learning activities (both in-world and

in-classroom), the educational process becomes more effective (Martin et al. 2011).

Indeed, the relevant literature demonstrating the educational benefits when using

VR/MUVEs in diverse educational settings is quite extensive (e.g., Merchant et al.

2014). While most studies report—more or less—satisfactory learning outcomes,

there is too much speculation on why these results were achieved, with the focus

being on the teaching methods that were used, on the educational settings, and on

the technological aspects of the applications (Merchant et al. 2014; Mikropoulos

and Natsis 2011). The problem with focusing just on the above is that a number of

important key factors that affect students’ learning experience when using VR/

MUVEs applications are left out of the equation. Therefore, we cannot (and do not)

have an in-depth understanding of their complex interactions or to the extent of

which each factor affects the learning outcomes. For example, the inclusion of

psychological factors is not common; the learner’s psychological perspective has

hardly been studied (Yaman et al. 2008). On the other hand, studies that included

such factors do exist. Merchant et al. (2015) examined the undergraduate students’

acceptance of MUVEs. Self-efficacy in MUVEs was correlated with course learning

in another instance (deNoyelles et al. 2014). Presence had also been the factor of

interest in a number of studies (e.g., Hassell et al. 2012). Self-efficacy and perceived

system efficacy and their impact on the effectiveness of virtual training systems

were examined by Jia et al. (2014). Vrellis et al. (2016) correlated satisfaction when

using MUVEs with the learning outcomes. Self-efficacy, presence and usability

were used for developing a model that tried to explain the observed learning

outcomes in desktop VR by Merchant et al. (2012). Finally, Lee et al. (2010) tried to

explain the learning outcomes in VR using a number of VR’s features together with

presence, motivation, cognitive beliefs, control, and reflective thinking.

From the above-mentioned studies, it can be concluded that there is a wide range

of factors used for explaining the learning outcomes in VR/MUVEs. Then again,
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these studies had very few in common; different factors were used as key

determinants of the learning outcomes or of the learning experience, different types

of VR/MUVEs were used, and the learning subjects were also diverse. The only

common element that they had was that they were narrowly focused on young adults

(mainly university students). Thus, it can be argued that:

• More research is needed toward a more comprehensive inclusion of factors or

toward the inclusion of factors not yet tested.

• Results of non-multiuser VR applications are probably not applicable to MUVEs

since users’ collaboration was not taken into account.

• Younger ages, for example, primary school students, are still understudied.

• The sample sizes, in some cases, were rather small. Also, the learning subjects

were too specialized. Therefore, the results are not easily generalized.

Taking into consideration the above ascertainments, it becomes evident that there

is the need for a more comprehensive inclusion of factors that affect the learning

experience and, subsequently, the learning outcomes when students use MUVEs.

These factors can be either subjective/psychological constructs or certain MUVEs’

features. In addition, there is the need to have a better understanding of how these

factors interplay with each other. These are exactly the objectives of the study at

hand. It presents the development and testing of a model for the examination of a

number of factors involved in the learning experience when using MUVEs. In

addition, and because of the lack of studies in younger ages, the target group was

primary school students aged around 12 (sixth-grade). In the coming sections, a

brief review of the literature regarding the factors affecting the learning outcomes

when using MUVEs is presented, followed by the research rationale and

methodology, and the results analyses. Subsequently, results are discussed, and

the conclusion completes the work.

Factors affecting the learning outcomes when using MUVEs

In order to develop a model for explaining how certain factors affect, and ultimately

shape, the learning experience and the learning outcomes in MUVEs, one has to

determine which factors to include. Among the first to propose a model of how VR’s

affordances work with other factors in shaping the learning process and the learning

outcomes were Salzman et al. (1999). In short, their model suggests that: (a) VR’s

features (e.g., multisensory cues and immersion) influence learning, (b) the

concept/subject being learned moderates how VR’s capabilities influence the

learning process, (c) the learner’s characteristics (e.g., gender, computer experience)

play a role in shaping the learning process and may also interact with VR’s features

in influencing learning, and (d) VR’s affordances, as well as the individuals’

characteristics, affect both the interaction experience (e.g., usability) and the

learning experience (e.g., presence, motivation), which, in turn, influence learning

(Fig. 1).
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While this model provided useful insights on what factors can be considered for

inclusion in the study’s model, one has to keep in mind that it was proposed for

immersive VR systems and also collaboration, a key MUVEs’ feature, was absent.

Therefore, other models relevant to VR and MUVEs, such as the ones presented in

the previous section, were also considered. It was found that even if they had

common factors (in some cases), these were not viewed in the same way. For

example, MUVEs’/VR’s features (e.g., realism) were defined either in terms of

technology (which, in essence, is an objective view) or in terms of quality and

accessibility (which is a subjective view). Dissimilar and, sometimes, contradictory

views regarding a factor may lead to confusion and different interpretations of a

study’s findings. Therefore, it was decided that all the factors included in the

proposed model would be subjective ones, as viewed through the eyes of the user

and how he/she interprets them.

Widening the literature review even further, models regarding the use of other

ICT tools were considered. Among them, the Technology Acceptance Model

(TAM) (Davis et al. 1989) is broadly used. The TAM tries to interpret one’s

intentions to use technological tools and, by extension, the learning outcomes

resulting from their use. This is done by modeling the causal relationships between

perceived ease of use, perceived usefulness, attitude toward an ICT tool, and

behavioral intention to use this tool. Summarizing the literature review, seven

factors were identified that were commonly used for explaining the learning

processes and outcomes when individuals, regardless of their age, use MUVEs and

other ICT tools. These factors can be roughly grouped into three major categories:

Fig. 1 Salzman et al.’s theoretical model
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MUVEs’ features, affordances, and constraints

• Perceived realism Although from a technical perspective, the simulation’s

realism is the result of how detailed the virtual objects are and, in general, how

close to reality their behavior is, it can also be viewed as a subjective feature,

because individuals perceive it differently. Studies indicated that realism plays

an important role when individuals use MUVEs/VR applications acting as a

facilitator of the learning experience (Dalgarno and Lee 2010; Harrington 2012;

Lee et al. 2010; Wan et al. 2007).

• Perceived ease of use Perceived ease of use is included in many studies that

utilize the TAM (e.g., Davis et al. 1989). It is also included in models regarding

VR (e.g., Lee et al. 2010). In all cases, it has been found to play a major role in

one’s experience when using diverse ICT tools.

• Collaboration One of the fundamental MUVEs’ features is that they allow

collaboration between users (including social interactions and peer feedback).

Studies have shown that it is an important element in the learning processes that

take place in MUVEs (Zheng and Newgarden 2011) as well as in other ICT

applications (Gomez et al. 2010).

State of mind

• Enjoyment The fun and pleasure which one feels in a MUVE can be defined as

the degree to which a user considers that its use is an enjoyable experience

(Ducoffe 1996). Studies have shown that these positive feelings contribute to

knowledge acquisition (Faiola et al. 2013; Harrington 2012; Wrzesien and Raya

2010).

• Presence While studies indicated that presence is affecting the learning

outcomes (Bulu 2012; Mikropoulos and Natsis 2011; Lee et al. 2010), one might

argue that it should be included as a factor in a MUVE only if sophisticated

equipment, such as head-mounted displays, are used. Actually, presence has

generated a lot of controversies. There are researchers who supported that it

solely depends on the equipment used (e.g., Schuemie et al. 2001; North and

North 2016). Others supported the idea that it depends on the individual’s

personality (e.g., Nunez 2004) and that it can be included as a factor even in

desktop VR applications, having a significant impact on the learning outcomes

(e.g., Hassell et al. 2012; Lee et al. 2010). Since the matter is not resolved, it was

decided to include presence as a construct in the present study, even if it was

planned not to use equipment that enhances presence in a MUVE.
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Learning enabling features

• Perceived usefulness is also a construct in the TAM and refers to the extent to

which a person believes that using an ICT tool would enhance his/her

productivity and performance. It also affects the course of the learning process

(Sun et al. 2008). Perceived usefulness was also considered as a construct in

other studies regarding VR’s impact on learning (e.g., Lee et al. 2010; Sharda

et al. 2004). Since certain aspects of perceived usefulness are not directly related

to learning (e.g., productivity), in this study its meaning was narrowed, and it

was renamed to perceived learning effectiveness. Thus, perceived learning

effectiveness is defined as the extent to which a person believes that a MUVE is

a learning enabler, a facilitator of the learning process, compared to other

teaching methods.

• Incentives for learning/motivation. Incentives for learning are not a static

attribute, but they are inherently volatile and sensitive to the way the content is

presented (Linnenbrink and Pintrich 2002). Research has indicated that the 3D

presentation of the MUVE, interaction with its objects and the increased control

on what the user selects to view, can influence motivation and, as a result, the

learning outcomes (Benbunan-Fich and Hiltz 2003; McLellan 2004; Piccoli

et al. 2001).

Research model and hypotheses

The proposed research model, shown in Fig. 2, includes the factors presented in the

previous section. Since it is an untested model, and since the literature suggests

diverse relationships among the factors, all possible relationships were added. The

study’s hypotheses were based on these relationships:

H1a–e Collaboration significantly and positively influences presence, enjoyment,

motivation, perceived learning effectiveness (PLE), and the learning outcomes.

H2a–e Realism significantly and positively influences presence, enjoyment,

motivation, PLE, and the learning outcomes.

H3a–e Perceived ease of use (PEU) significantly and positively influences

presence, enjoyment, motivation, PLE, and the learning outcomes.

H4a–d Presence significantly and positively influences enjoyment, motivation,

PLE, and the learning outcomes.

H5a–c Enjoyment significantly and positively influences motivation, PLE, and the

learning outcomes.

H6a–b Motivation significantly and positively influences PLE and the learning

outcomes.
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H7 PLE significantly and positively influences collaboration and the learning

outcomes.

In this study, the learning outcomes were used as the dependent variable, while

all the other factors were used as independent variables. For the purposes of

structural equation modeling, collaboration, realism, and PEU were considered as

exogenous variables, while presence, enjoyment, motivation, and PLE were

endogenous variables.

Method

To test the proposed model, a project was designed and implemented utilizing a

MUVE developed and used in previous research projects. Space exploration is its

theme, and it was developed using OpenSimulator (http://opensimulator.org/). The

MUVE has two levels and a total of three different areas. On the ground level, the

first area presents the history of rockets, from the first rockets to the space shuttle,

rocket engines, and a rocket launch pad. The second area presents space suits, moon

vehicles, and the Mars Rover (Fig. 3). Scripts allow interactions to take place; the

user can launch the Apollo 11, ignite rocket engines, disassemble a multistage

rocket, put rockets side by side and compare them. Videos and slide presentations

are also included, providing more detailed information on all objects. The second

level is placed high in the sky and presents man-made satellites. As in the first level,

Fig. 2 The proposed model
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the users can interact with the objects (e.g., put satellites side by side and compare

them or disassemble them and get information on each of their main parts). The

learning objectives of the application are not just to provide detailed information,

but to allow users to understand how they function and to make comparisons. The

application was installed on a computer running as an Opensimulator server in each

participating school.

The study’s target group was sixth-grade primary school students (12-year-olds).

Since the science curriculum at this grade (as well as at all the previous ones) does

not include any subjects/lessons related to space exploration, it was assumed that

prior knowledge was minimal and totally depended on what students have learned

by themselves. A total of 437 students participated in the study, coming from 20

primary schools in Athens, Greece. Students used the MUVE for a total of 6 h (three

two-hour sessions). In each session, they could visit one of the three application’s

areas, explore the environment, study the relevant material in whatever order they

liked and for as long as they liked, chat with each other (through instant messaging

or through voice, since the MUVE had this feature enabled), take notes, and to

collaborate in-world. The classes’ teachers were also present in the MUVE, guiding

students to the areas of interest and answering their questions. Because of the

limited number of computers, each class was divided into two halves, so that each

Fig. 3 Screenshots from the application
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student used his/her own computer. This limitation resulted in having to repeat each

session twice in each school.

Prior to the beginning of the project, students’ parents were briefed, and their

written consent for their children’s participation was obtained. The sixth-grade

teachers of the participating schools were also briefed, and they were explicitly

asked not to intervene in terms of trying to teach students anything related to the

MUVE during their regular teaching. In addition, in one two-hour session, students

explored the affordances and constraints of MUVEs using another very small one

without any learning material in it. This was deemed as necessary in order to

proactively face difficulties when using the main application. Also, at this stage,

students selected and edited their avatars. The project lasted from early September

till late November 2016 (it was not implemented simultaneously in all schools).

Instruments

Immediately following the end of each session, a short test was administered to

students, having 15 questions each (multiple choice, fill-in-the-blanks, right-wrong),

all relevant to the material presented in the MUVE. It has to be noted that about half

of the questions were about facts and figures (e.g., facts and figures about rockets

and satellites), while on the other half the questions were about concepts’

comprehension (e.g., how rockets and satellites function, differences, and

comparisons).

Also, immediately following the end of the last session, the MUVEs learning

factors scale (MLFS) (Fokides and Atsikpasi 2017) was administered to students.

The MLFS is a newly developed scale, measuring the factors that were presented in

a previous section. Specifically, for measuring the perceived learning effectiveness,

four questions were adapted from the corresponding questions in the computer

attitude scale (Selwyn 1997) measuring perceived usefulness. This scale is used and

validated in a large number of studies examining intentions to use diverse

technologies (including MUVEs) in an educational context (e.g., Teo and Noyes

2011; Teo and Lee 2010). The four questions measuring perceived ease of use were

also the ones used in the above-mentioned scale. For measuring presence, four

questions from Novak et al.’s (2000) presence questionnaire were used. Four items

Table 1 Factors’ mean scores
Factor Min Max M SD

Presence (20) 5 19 12.40 3.01

Collaboration (15) 3 14 6.31 2.59

PLE (20) 8 20 15.80 2.91

PEU (20) 8 20 14.96 2.85

Motivation (20) 4 20 13.74 3.33

Realism (20) 5 19 12.54 2.60

Enjoyment (20) 5 20 13.85 3.03

Tests’ scores/learning outcomes (45) 10 42 25.43 7.78
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from the Intrinsic Motivation Inventory (McAuley et al. 1989; Tamborini et al.

2010) were used for assessing the enjoyment when using a MUVE. Witmer’s and

Singer’s (1998) questionnaire for assessing presence provided four items for

measuring perceived realism. For measuring motivation, four questions were

adapted from a relevant questionnaire (Martens et al. 2007). Finally, three questions

for measuring collaboration were improvised by the MLFS’s authors. The scale is

presented in the Appendix.

Data analyses

A number of students had to be excluded from the study because they were absent in

one or more sessions. Also, questionnaires with unengaged (with no variance)

responses were removed. Consequently, the final sample size was 396 cases. The

distribution of boys and girls was fairly even (48 and 52%, respectively). Three

scores were computed on the basis of the correct answers in the three tests. These

scores were added as variables, in addition to the 27 variables of the MLFS, and

formed the learning outcomes factor. Scores from items on each subscale were

summed to provide individual scores on each construct (Table 1).

Exploratory and confirmatory factor analysis

Since the MLFS is a newly developed scale, it was decided to conduct an

exploratory factor analysis (EFA) and a confirmatory factor analysis (CFA), in order

to re-establish the underlying dimensions between the variables and the latent

constructs and to re-test its convergent and discriminant validity. The study’s 396

cases satisfied Tabachnick and Fidell’s (2007) rule of thumb for at least 300 cases,

and are considered very good according to Comrey and Lee (2013). In addition,

Cattell’s (1978) suggestion for a ratio of 3–6 times as many observations as

variables and an absolute minimum of 250 observations was also satisfied.

Skewness and kurtosis indices were small and well below the recommended level of

|3| and |10|, respectively (Kline 2005). The Kaiser–Meyer–Olkin (KMO) measure of

sampling adequacy index was .91, the Bartlett’s Test of Sphericity was significant

(p\ .001), and the extraction communalities were above the .5 level (Tabachnick

and Fidell 2007; Hair et al. 2006). Therefore, the data were well suited for factorial

analysis. Principal axis factor analysis (PAF) with oblique rotation was used for

assessing the underlying structure for the 30 items. PAF accounts for the covariation

among variables, thus, it is suitable for structural equation modeling (SEM) that was

to follow (Kline 2005), while for research involving human behaviors oblique

rotation is considered to produce more accurate results (Costello and Osborne

2005).

As hypothesized, 8 factors were extracted (MLFS’s 7 factors, plus the learning

outcomes) using both the Kaiser’s (1960) criterion (eigenvalue[ 1) and the more

recommended scree test (Costello and Osborne 2005) (Fig. 4). No variables were

dropped, and all factors had 3 or more strong loadings (Table 2). All items loaded

high on their respective factors ([.6) and each factor averaged above the .7 level, as
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recommended by Hair et al. (2006). There were no significant cross-loadings

between items, and there were no correlations between the factors greater than .7.

The total variance explained by the 8 components was 69.70%. The reliability

scores of all constructs using Cronbach’s alpha was between .85 and .97, and the

overall score was .92, exceeding DeVellis’s (2003) guidelines ([.70). All these

findings suggested that the internal consistency of the constructs and of the overall

scale was satisfactory.

The resulting factor structure was inputted into AMOS 24 to perform CFA. The

standardized estimates were regarded as very good (ranging from .74 to .99) (Hair

et al. 2010). The items explained more than half the amount of variance of the latent

variable that they belong since all of their R2 values were above .50 (ranging from

.54 to .97) (Table 3). The average variance extracted (AVE) in all cases was above

the .50 level as suggested by Hair et al. (2010). Also, the measurement items were

loaded with significant t-values on their theoretical constructs, and all the reflective

indicators were significant at the .001 level (Table 3). Therefore, the convergent

validity was satisfactory. The presence of discriminant validity was evaluated by

comparing the square root of the AVE for any given factor with the correlations

between that factor and all other factors. Since the variance shared between a factor

and any other factor was less than the variance that the construct shares with its

Fig. 4 Scree plot of the eigenvalues
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Table 2 Exploratory factor analysis

Item Factor loadings Communalities

Enj PEU Real Pre PLE Score Mot Col

Enj4 .88 .76

Enj2 .88 .83

Enj1 .78 .62

Enj3 .77 .60

PEU4 .85 .65

PEU2 .78 .68

PEU1 .76 .65

PEU3 .75 .68

Real2 .86 .69

Real1 .75 .56

Real4 .74 .61

Real3 .68 .53

Pre2 .90 .76

Pre4 .75 .58

Pre3 .75 .57

Pre1 .74 .61

PLE2 .82 .74

PLE1 .81 .71

PLE3 .76 .64

PLE4 .75 .64

Score2 .96 .93

Score1 .96 .97

Score3 .90 .88

Mot1 .83 .68

Mot2 .82 .72

Mot3 .80 .75

Mot4 .75 .70

Col2 .88 .75

Col3 .87 .78

Col1 .77 .66

Eigenvalues 10.80 3.51 2.00 1.79 1.76 1.33 1.03 1.01

% Variance explained

(Total 67.05)

35.09 10.62 5.67 5.05 4.71 3.54 2.68 2.35

Cronbach’s a

Total = .92

.90 .88 .85 .86 .89 .97 .91 .88

Extraction method: PAF. Rotation method: Oblique. Values\ .30 are omitted for clearance of

presentation

Enj enjoyment, PEU perceived ease of use, PLE perceived learning effectiveness, Pre presence, Real

realism, Mot motivation, Col collaboration

Scores = tests’ scores/learning outcomes
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measures, it was concluded that the discriminant validity was satisfactory in all

cases (Fornell et al. 1982) (Table 4).

Common method variance (CMV) is the variance caused by the measurement

method and not by the constructs that the measures represent (Podsakoff et al.

2003). CMV was a concern since the study was based on perceptual measures at one

point in time. It is commonly overlooked—or mentioned as a limitation—in

research papers, but if it is present, measurement errors do occur, and the legitimacy

of the conclusions is questionable. For that matter, two tests were conducted. The

Table 3 Results for the measurement model

Item SE t-value R2 AVE

Enj4 .88 – .77 .69

Enj2 .93 26.22 .87

Enj1 .75 18.37 .57

Enj3 .75 18.17 .56

PEU4 .78 – .61 .65

PEU2 .82 17.21 .68

PEU1 .80 16.71 .64

PEU3 .82 17.01 .66

Real2 .81 – .65 .59

Real1 .74 14.90 .54

Real4 .79 16.04 .62

Real3 .74 14.91 .54

Pre2 .85 – .73 .62

Pre4 .75 16.30 .57

Pre3 .77 16.65 .59

Pre1 .77 16.82 .60

PLE2 .86 – .74 .68

PLE1 .84 20.60 .70

PLE3 .79 18.89 .63

PLE4 .79 18.93 .63

Srores2 .97 – .93 .93

Scores1 .99 58.93 .97

Scores3 .94 42.37 .88

Mot1 .82 – .66 .71

Mot2 .85 19.631 .72

Mot3 .86 19.94 .74

Mot4 .84 19.26 .70

Col2 .85 – .72 .72

Col3 .89 20.08 .78

Col1 .81 18.41 .65

This value was fixed at 1.00 for model identification purposes

SE standardized estimate, AVE average variance extracted
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first was Harman’s single-factor analysis (Podsakoff and Organ 1986). For the

second, a common latent factor (CLF) was added, and the standardized regression

weights were compared before and after the addition of the CLF (Gaskin 2013).

There was no evidence of CMV in any factor since (a) Harman’s single-factor

analysis was\50% (36.01%), and (b) the standardized regression weights were not

very different when adding the CLF (difference\ .1, while Gaskin suggests

difference\ .2).

All the fit indices appeared to be good, with the exception of v2 (Table 5), which

has the tendency to indicate significant differences in sample sizes above 200 cases

(Hair et al. 2006). Therefore, this anomaly was assumed to be applicable in the

present study (N = 396).

Structural equation modeling

For testing the fit between the initial research model (Fig. 2) and the obtained data,

SEM was to be performed, using AMOS 24. The data were not imputed and a full

SEM was conducted. Before conducting the analysis, it was checked whether there

were outliers and influential cases and whether the multivariate assumptions were

met. A Cook’s distance analysis was done, and it was found that no case exhibited

abnormal Cook’s distance (all cases\ 0.025). Linearity was checked by conducting

a curve estimation for all the relationships in the model. In some cases, linearity was

slightly lower than the strongest relationship between variables but still significant.

Thus, it was concluded that the relationships were sufficiently linear to be tested

using a covariance-based structural equation modeling algorithm such as the one

used in AMOS. Multicollinearity was checked using the variance inflation factor

(VIF). The highest value of VIF that was observed was 2.31, well below the

recommended maximum of 3 (O’Brien 2007). Thus, the multivariate assumptions

were met.

The results of the SEM analysis of the direct effects in the initial model are

shown in Table 6. The shaded rows identify the effects that were not statistically

Table 4 Convergent and discriminant validity

Factor CR AVE Enj PEU Real Pre PLE Scores Mot Col

Enj .90 .69 (.83)

PEU .88 .65 .44 (.81)

Real .85 .59 .43 .49 (.77)

Pre .87 .62 .11 .13 .15 (.79)

PLE .89 .68 .55 .61 .57 .24 (.82)

Scores .97 .93 .57 .58 .43 .18 .67 (.96)

Mot .91 .71 .56 .73 .56 .13 .69 .63 (.84)

Col .88 .72 .01 .11 .15 .39 .15 .21 .05 (.85)

Diagonal in parentheses: square root of AVE extracted from observed variables. Off-diagonal: correla-

tions between constructs

CR critical ratio, AVE average variance extracted
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significant and their path coefficients were also small. The model fit, although

already satisfactory, may be improved if the non-statistically significant effects are

removed from the model, resulting in a simpler and more robust final model. For

that matter, all the direct effects were made optional in the model, forming a

hierarchy of 225 = 33 554 432 models which was analyzed using the Specification

Search Facility available in AMOS 24. The model with the smallest value for BCC0

was selected as the final model (BCC0 = 0.00), as suggested by Burnham and

Anderson (1998). The fit statistics for the final model were satisfactory [v2 (385,

N = 396) = 613.274, p\ .001, v2/df = 1.59, SRMR = .033, TLI = .97,

NFI = .93, RMSEA = .039, CFI = .97]. A summary of the hypotheses testing

results is shown in Table 7, while Fig. 5 presents the final model.

Mediation

Mediation models are used for providing a more accurate explanation for the causal

effect the independent has on the dependent variable. The bootstrapping technique

described by Hayes (2013) was used, and it was found that the direct effects of:

(a) PEU on the learning outcomes were also mediated through enjoyment,

motivation, and PLE, (b) enjoyment on the learning outcomes were also mediated

through motivation and PLE, (c) motivation on the learning outcomes were also

mediated through PLE. Even though realism did not have a direct effect on the

learning outcomes, it had significant indirect effects through enjoyment, motivation,

and PLE. Presence also had significant indirect effects, through PLE and

collaboration (Table 8).

Multigroup analysis

Gender effects were tested using v2 difference tests (Floh and Treiblmaier 2006).

The two models were freely estimated, except constraining one path at a time to be

equal across groups. It was found that the v2 test was not significant in any case,

indicating that the effects were not different for boys and girls.

Table 5 Fit indices of the research model

Result Recommendation Reference

v2 v2 (377, N = 396) = 606.38,

p\ .001

ns at p\ .05 Schumacker and Lomax (2010)

v2/df 1.61 1–3 Kline (2005)

SRMR .030 \.05 Klem (2000) and McDonald

and Ho (2002)

TLI .97 C.95 Hu and Bentler (1999)

NFI .93 C.90 Bentler and Bonett (1980)

RMSEA .039 \.05 McDonald and Ho (2002)

CFI .97 C.95 Hu and Bentler (1999)

Note. ns: not significant
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Post hoc statistical power

The post hoc power analysis for unsupported direct effects hypothesis was

conducted using the method described by Soper (2016). For the 7 predictors of the

learning outcomes, an observed R2 of .56 for this factor, a sample size of 396, and a

probability level of .05, the observed statistical power was 1.00. This means that the

proposed model had an excellent power to detect the significant effects; therefore, it

is certain that the non-significant effects that were observed were truly not

significant.

Discussion

High R2s and structural paths that are significant and substantial (close to .20 and

ideally above .30) are required for a model to have a meaningful predictive power

(Chin 1988). On the basis of the results, a number of paths had values below this

Table 6 Direct effects in the

proposed model
Path Path coefficient (b) t-value p

Pre / Real .07 1.06 .290

Pre / Col .37 6.54 \.001

Pre / PEU .05 .78 .433

Enj / PEU .30 4.91 \.001

Enj / Real .29 4.74 \.001

Enj / Col -.09 -1.57 .117

Enj / Pre .06 1.10 .270

Mot / PEU .53 9.59 \.001

Mot / Real .20 3.92 \.001

Mot / Enj .24 5.32 \.001

Mot / Col -.05 -1.22 .223

Mot / Pre .03 0.61 .541

PLE / PEU .17 2.52 .012

PLE / Mot .34 4.43 \.001

PLE / Real .20 3.67 \.001

PLE / Pre .11 2.42 .015

PLE / Enj .18 3.64 \.001

PLE / Col .04 0.83 .409

Scores / PLE .34 5.39 \.001

Scores / Mot .17 2.29 .022

Scores / PEU .16 2.53 .011

Scores / Enj .24 5.05 \.001

Scores / Col .14 3.36 \.001

Scores / Real -.06 -1.16 .245

Scores / Pre -.01 -0.32 .752
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threshold. Then again, even small interaction terms that are statistically significant

are important to a model (Chin et al. 2003). Having that in mind, out of the initial 25

hypotheses, 17 were supported by the data. Besides the—more than satisfactory—

R2 of .56 for the dependent variable (learning outcomes), it was found that

collaboration, perceived ease of use, enjoyment, motivation, and perceived learning

effectiveness were its most significant determinants, since the paths linking them to

the learning outcomes were significant (b = .13, b = .15, b = .23, b = .15, and

b = .32, respectively). Thus, it can be concluded that the model adequately

represents the relationships among the factors and possesses the power to explain

the learning outcomes when students use MUVEs.

In addition, perceived learning effectiveness (R2 = .58) was influenced by

realism, perceived ease of use, presence, enjoyment, and motivation (b = .20,

b = .17, b = .13, b = .18, and b = .33, respectively), while motivation (R2 = .63)

was significantly influenced by realism, perceived ease of use, and enjoyment

(b = .19, b = .52, and b = .25, respectively). In contrast, presence (R2 = .16) and

Table 7 Hypothesis testing results

Hypotheses Path Path coefficient (b) t-value p

H1a Col ? Pre .37 6.60 \.001

H1b Col ? Enj Not supported

H1c Col ? Mot Not supported

H1d Col ? PLE Not supported

H1e Col ? Learning .13 3.47 \.001

H2a Real ? Pre .10 1.81 .066

H2b Real ? Enj .29 4.69 \.001

H2c Real ? Mot .19 3.84 \.001

H2d Real ? PLE .20 3.71 \.001

H2e Real ? Learning Not supported

H3a PEU ? Pre Not supported

H3b PEU ? Enj .30 4.91 \.001

H3c PEU ? Mot .52 9.57 \.001

H3d PEU ? PLE .17 2.61 .009

H3e PEU ? Learning .15 2.50 .012

H4a Pre ? Enj Not supported

H4b Pre ? Mot Not supported

H4c Pre ? PLE .13 3.03 .002

H4d Pre ? Learning Not supported

H5a Enj ? Mot .25 5.47 \.001

H5b Enj ? PLE .18 3.63 \.001

H5c Enj ? Learning .23 4.95 \.001

H6a Mot ? PLE .33 4.41 \.001

H6b Mot ? Learning .15 2.12 .034

H7 PLE ? Learning .32 5.40 \.001
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enjoyment (R2 = .25) were not adequately explained. Nevertheless, presence was

influenced by collaboration (b = .37) and -far less- by realism (b = .10), while

enjoyment was influenced by realism (b = .29) and perceived ease of use

(b = .30).

It has to be noted that the correlation of the findings of the present study with that

of previous research is quite difficult and venturous, for the reason that the proposed

model is significantly different from others. Also, it is quite difficult to associate the

findings of studies where a single factor was examined (e.g., only presence) with the

findings of a model that takes into account multiple factors and their complex

relationships, such as the one presented in this study. Nevertheless, it seems that the

most influential factor in shaping the learning outcomes was perceived learning

effectiveness, followed by enjoyment. Motivation, perceived ease of use, and

collaboration were also influential but to a lesser degree. Besides having a strong

direct effect (b = .32), perceived learning effectiveness also acted as a strong

mediator of the effects of all the other constructs (except collaboration) (see

Table 8). This finding is in contrast to the findings of other studies, where no direct

effects were noted (e.g., Lee et al. 2010). Target group differences, different models,

and differences in the type of technology being evaluated are plausible explanations

for the discrepancy in the findings.

Motivation had a relatively low direct impact on the learning outcomes

(b = .15), but a strong indirect one through perceived learning effectiveness

(b = .33). It also had a strong influence on the aforementioned factor (b = .33).

The role of motivation in shaping the learning outcomes is noted in research

Fig. 5 The final model (non-significant paths were omitted for clearance of presentation)
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regarding VR (McLellan 2004) as well as other ICT applications (Gomez et al.

2010; Piccoli et al. 2001). Coming to enjoyment, even if it was not adequately

explained (R2 = .25), it seems that it is an important construct. It has a significant

direct impact on the learning outcomes (b = .23), has a quite significant impact on

both the learning enabling constructs (motivation and perceived learning effective-

ness), and mediates the indirect effects of realism and perceived ease of use to the

learning outcomes. While other studies related to VR applications have noted its

importance (Faiola et al. 2013; Harrington 2012; Wrzesien and Raya 2010), it seems

that enjoyments’ impact is far more important than it was previously considered.

On the other hand, the role of presence was minimal. It was the least explained

construct (R2 = .16), it had a relatively weak direct impact only on perceived

learning effectiveness (b = .13) and an equally weak indirect effect on the learning

outcomes (through perceived learning effectiveness, b = .14). To a certain extent,

the feeble role of presence was expected, since, in this study, no specialized

equipment was used that would have allowed increased levels of presence. While

others have reported significant effects on the learning outcomes in desktop VR

applications (e.g., Hassell et al. 2012; Lee et al. 2010), this is neither strongly

supported by the findings of the present study nor rejected. Another interesting

finding was that the MUVE’s realism had a rather small impact on presence

(b = .10), while collaboration had a very strong one (b = .37). Literature suggests

that there are three types of presence: place presence, social presence, and co-

presence (Bulu 2012). On the basis of the study’s findings, it can be argued that

MUVEs foster co-presence (the psychological interaction of the individuals) more

than social presence (which is related to the quality of the medium and users’

perception of the medium) (Schroeder 2002).

The study’s findings support previous research that underlined the importance of

perceived ease of use (e.g., Lee et al. 2010). It had direct (b = .15) and indirect

effects on the learning outcomes and had an impact on all the other factors (except

presence). It has to be noted that it had an exceptionally strong impact on motivation

(b = .52) and a very strong impact on enjoyment (b = .30). The application’s

Table 8 Mediation results

Hypothesis Estimate p Mediation effect Direct effect

Real ? Enj ? Learning .29 .001 Yes No

Real ? Mot ? Learning .12 .034 Yes No

Real ? PLE ? Learning .28 .001 Yes No

PEU ? Enj ? Learning .29 .001 Yes Yes

PEU ? Mot ? Learning .32 .038 Yes Yes

PEU ? PLE ? Learning .23 .008 Yes Yes

Pre ? PLE ? Learning .14 .001 Yes No

Enj ? Mot ? Learning .12 .025 Yes Yes

Enj ? PLE ? Learning .18 .002 Yes Yes

Mot ? PLE ? Learning .33 \.001 Yes Yes
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perceived realism was also an influential factor, having a strong indirect effect on

the learning outcomes (see Table 8) and direct ones to all the other study’s

constructs, with the strongest being on enjoyment (b = .29). This finding also

confirms previous research noting the importance of an application’s realism

(Dalgarno and Lee 2010; Harrington 2012; Lee et al. 2010; Wan et al. 2007). From

the above, it can be concluded that the MUVEs’ realism and ease of use are the most

influential factors in shaping the learners’ experience. Alas, the same does not hold

true for collaboration. Besides having the lowest mean score among the study’s

factors (see Table 1), it had only a weak impact on the learning outcomes (b = .13)

and a rather strong one on presence (b = .37). This finding is a cause for concern

since collaboration is a key MUVEs feature and also an important factor in shaping

the learning outcomes in a MUVE (Mikropoulos and Natsis 2011; Zheng and

Newgarden 2011) and in other ICT applications (Gomez et al. 2010). It seems that

students were displeased, probably because, to their view, collaboration did not

work well and expressed their dissatisfaction to the relevant questions. The short

duration of the project (6 h in each school) is a plausible explanation; almost

certainly, more time was needed so as students to get aquatinted with the software,

master its use, and, among other things, start collaborating efficiently.

As a final note, the model proved to be invariant across genders, meaning that

girls and boys are expected to have similar learning outcomes when using MUVEs,

and the factors’ relationships are also the same. There is no common consensus

regarding the role of gender in relation to VR/MUVEs. For example, in a study, it

was found that girls outperform boys in the learning outcomes (Nelson and Ketelhut

2008), while in another no gender differences were reported (Wrzesien and Raya

2010).

The study’s findings have certain implications for practice. Software developers

have to focus on the features of their applications, so as to increase their game-like

characteristics because these can act as facilitators to both enjoyment and

motivation, as others suggested (Kozlov and Johansen 2010; Wu et al. 2013).

Also, the application’s realism has to be taken into account, since it affects many of

the model’s constructs. On the other hand, this has to be done with caution, because

increased realism, in essence, means more complex applications and may result in

incompatibilities with the computers schools are equipped with. Educators need to

pay more attention to the educational settings, fostering collaboration between

students when they use MUVEs. This can be done by allowing more time for the use

of MUVEs so that students would be able to master their use.

There are limitations to this study that have to be taken into consideration.

Despite being meticulous in methodology, one can never be certain about the

accuracy or honesty of the participants’ answers. The data were collected from

primary school students in Greece and the sample size, although adequate for

statistical analysis, could have been larger. Therefore, the study’s results cannot

easily be generalized to other samples. The study’s learning subject was space

exploration; it is unknown what the results might have been if another subject was

chosen. Finally, time restrictions, imposed by the schools, did not allow the project

to last for more than 6 h (in each school). If students had more time at their disposal,

their views might have been different.
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Further validations are required for establishing the model’s applicability.

Presence and enjoyment require an in-depth examination, since, in this study, these

two factors were not adequately explained. Additional factors can be considered that

contribute in shaping the learning experience and the learning outcomes in MUVEs.

Also, future studies can examine whether the model is invariant in different levels of

education, or if it can be used in different types of VR applications, as well as in

other types of emerging technologies (e.g., augmented reality) and, thus, increase its

usefulness to the researchers.

Conclusion

A model has been developed within the theoretical framework laid out by Salzman

and her colleagues and also the Technology Acceptance Model, for explaining the

learning experience and the learning outcomes when students aged around 12 use

MUVEs. Educators can use the model in order to devise suitable strategies for

curricular integration. The model can also be used as a post-course outcome

measure of the effectiveness of MUVEs. Researchers can use the model as a

comparative measure of the learning experience when using MUVEs in all levels of

education, as well as revealing the extent of inequalities between students according

to gender, race, and efficacy in using computers. In conclusion, the study contributes

to the growing body of research on the educational impact of MUVEs, and it is

hoped that the model will be of use to educators and researchers alike.

Appendix

See Table 9.

Table 9 The MLFS scale

Factor Item

Perceived learning

effectiveness

PEL1 I feel that MUVEs can ease the way I learn

PEL2 MUVEs are a much easier way to learn compared to the usual teaching

PEL3 Why use a MUVE? There are easier ways to learn what I want to learn*

PEL4 MUVEs can make learning more interesting

Perceived ease of use PEU1 Learning to use the MUVE was easy for me

PEU2 I found the MUVE easy to use

PEU3 Whenever I used the MUVE, I needed help because it was not easy for

me to use it*

PEU4 It was easy for me to become skillful at using the MUVE

Presence Pr1 I forgot about my immediate surroundings when I used the MUVE

Pr2 When I used the MUVE, I often forgot where I am

Pr3 When I used the MUVE, the virtual world was more real than the real

world
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