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Abstract School personnel make a variety of decisions with-
in multitiered problem-solving frameworks, including the de-
cision to assign a student to group-based support, to design an
individualized support plan, or classify a student as eligible for
special education. Each decision is founded upon a judgment
regarding whether the student has responded to intervention.
These and other conclusions are inherently causal, thus re-
quiring that educators carefully consider the internal, con-
struct, and conclusion validity of each decision to ensure its
defensibility. Researchers have identified multiple variables
that are likely to moderate these validities, including the
integrity with which interventions are implemented, the psy-
chometric adequacy of progress-monitoring tools, the extent
to which interventions and supports are matched to a student's
needs, and the approach to single-case research design. We
therefore review each of these variables in the interest of
assisting practitioners to design acceptable and valid multi-
tiered frameworks of prevention and service delivery.
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Validity

School-based multitiered frameworks, including response to
intervention (RTI), have gained prominence as general service
delivery models, emphasizing risk minimization through pre-
vention, and early identification and intervention (Vaughn and
Fuchs 2003). Recently, Kratochwill et al. (2012) reviewed the

role of science within school psychological practice, illustrat-
ing the relationships between the RTI, scientist-practitioner,
and evidence-based practice movements. The authors speci-
fied two main roles filled by school psychology scientist-
practitioners. The first pertains to the consumption of scien-
tific evidence. RTI is founded upon the use of evidence-based
practices; schools are required to use interventions supported
by scientific evidence, which serves as a preliminary indicator
that such strategies are appropriate and likely to promote
student outcomes. Judgment as to whether evidence is both
scientific and sufficient to support applied use is a primary
function of the scientist-practitioner (Kratochwill et al. 2012).
The second role is the generation of scientific evidence.
Training in research methods and data analysis permits the
scientist-practitioner to engage in practice-based research for
the purpose of collecting evidence of the effectiveness of
interventions and supports (Sidman 2011). Such research calls
for the use of sophisticated methods and analyses, which
together support the validity of inferences regarding interven-
tion effectiveness and increase the likelihood of the evidence's
contribution to the peer-reviewed literature. Many have called
for the proliferation of such research, as it stands to both
enhance the dissemination of evidence-based practices and
determine how practices may be adapted to fit local contexts
and enhance effectiveness (Kratochwill et al. 2012).

Although a focus on school psychologists as generators of
evidence is necessary and crucial, we see potential for expan-
sion to the definition of the scientist-practitioner evidence-
generation responsibilities described by Kratochwill et al.
(2012). Despite its obvious benefits, the collection of evidence
worthy of contributing to the scientific literature is frequently
infeasible given the constraints of the applied setting Kazdin
et al. (1986). This is not to say that use of research methods is
not expected. Be it suitable for publication or not, evidence is
necessary to support local RTI-related professional judgments
and causal inferences regarding whether manipulation of an
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independent variable (e.g., an intervention) resulted in a cor-
responding change in a dependent outcome variable (e.g., oral
reading fluency; Riley-Tillman and Burns 2009). This less
intense, albeit important, form of local research has been
differentiated from practice-based research and described as
research translation (Sidman 2011).

The methods and analyses used within the research trans-
lation process are less rigorous than their practice-based re-
search counterparts. For instance, research translation is not
likely to include randomization or extensive controls for ex-
traneous variables (Sidman 2011). Yet, the process may still
yield evidence supportive of multiple important functions.
First, local research translation evidence may be used to
determine whether an intervention yielded intended effects.
Although an intervention may be hypothesized to work for a
student given its support in the literature, prior local effective-
ness, and fit to the student's needs, its effectiveness must be
demonstrated and cannot be assumed (Riley-Tillman and
Burns 2009). Use of experimental methods and collection of
technically adequate evidence may permit such demonstra-
tions, as they promote the various validity types that influence
local decisional accuracy, including internal, construct, and
conclusion validity (see Table 1 for a review of each of these
types; Shadish et al. 2002). They also facilitate the problem-
solving process through which each student's progress is
monitored toward timely application of effective supports
(Sidman 2011). Second, research evidence can serve a protec-
tive function, as it ensures each student is afforded due process
protections (Noell and Gansle 2006). According to IDEA
2004, to classify a child with a learning disability, it must be
shown that his or her underachievement is not the result of
limited appropriate instruction. Within the RTI model, a
school must therefore demonstrate that the lack of response
driving a change in supports or placement was, despite use of
interventions, appropriately matched to each student's needs

(Riley-Tillman and Burns 2009). Technically adequate assess-
ment tools and experimental controls must therefore be used
to ensure interventions were appropriate and not responsible
for the student's lack of response.

In summary, it can be argued that it is necessary to support
RTI practices through basic research given its potential to not
only promote the fairness and ethicality of decisions but also
increase the effectiveness and timeliness of services. Stoner
and Green (1992) described this local research as fulfilling the
promise of the scientist-practitioner model by creating an
“experimenting society,” wherein applied decisions are
founded upon empiricism. Scientist-practitioners may consid-
er multiple research elements suggested to influence the va-
lidity of causal inferences (Kratochwill et al. 2012). These
include the use of (a) assessment to inform selection of ap-
propriate interventions, (b) treatment integrity assessment, (c)
single-case research designs and data analytic procedures, and
(d) defensible, flexible, repeatable, and efficient progress-
monitoring measures. The purpose of this paper is to review
each of these elements, examine how each influences one or
more validity types, and briefly describe practices that pro-
mote the validity of RTI decisions. It is hoped that this infor-
mation will be useful to school psychologists working to
promote the ethicality and effectiveness of their services.

Intervention Match

Within an RTI model, interventions should correspond to two
broader construct categories to ensure the credibility and
appropriateness of student-related decisions. First, each inter-
vention should be evidence-based. The construct validity of
such an inference is supported by scientific evidence indica-
tive of the strategy's effectiveness. Second, each intervention
should be matched to a student's demonstrated difficulties.

Table 1 Definitions of validity types related to the decisional accuracy of RTI-related causal inferences

Validity type Definition Factors that promote validity

Internal Confidence with which one may conclude that changes in an
independent variable (e.g., explicit timing) caused changes
in one or more dependent variables (e.g., math computation
fluency)

Use of experimental and quasi-experimental research designs,
controls for extraneous variables, collection and interpretation
of progress-monitoring data and collection of treatment
integrity data

Construct Appropriateness of generalizations from observable methods
and procedures (e.g., use of a timer, instructions to work
quickly and accurately for 1-min segments, and provision
of feedback) to broader intervention categories
(e.g., explicit timing, math intervention, and
appropriately matched intervention).

Collection of data regarding match between a student's needs
and selected supports and collection of treatment integrity data

Conclusion Degree to which one may reasonably derive inferences
regarding the existence and extent of relationships
between variables in consideration of specific data and
analyses

Appropriate use and interpretation of analyses of data that meet
relevant assumptions. For instance, the use of baseline control
techniques when visually analyzing naturally trending data
(e.g., oral reading fluency) or the use of baseline standard
deviation when calculating standardized mean differences and
homogeneity of variance across phases cannot be assumed
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Intervention match may be considered a multifaceted concept.
In determining whether an intervention is a match, one must
collects data to determine whether these are both (a) suffi-
ciently intense and (b) functionally appropriate (Riley-Tillman
and Burns 2009).

Intensity The question of intensity pertains to whether the
applied supports are of sufficient strength to yield an intended
effect of eliminating the discrepancy between the student's
current and expected functioning (Yeaton and Sechrest
1981). Information regarding the extent of this discrepancy
may be collected using one of two ways. First, within the
academic domain, the degree of a student's difficulties is
frequently examined through screening via curriculum-based
measurement. Many schools have begun to conduct triannual
benchmarking of academic functioning, utilizing the data to
determine students' level of risk for learning difficulty (e.g.,
low, some, and high). The extent of risk may then correspond
to interventions of varying intensity, with those at greater risk
receiving more intense supports. A similar approach has been
proposedwithin the emotional and behavioral domain through
use of various methods, including selected screening via be-
havior rating scales or universal screening via multiple gating
procedures or universal rating methods (Lane et al. 2012).
Second, the appropriateness of intervention intensity may be
evaluated within a problem-solving approach, wherein
progress-monitoring data are collected and reviewed follow-
ing intervention application. Data suggestive of an interven-
tion's effectiveness indicate that the strategy is appropriately
matched to the student's needs. If data indicate insufficient
improvement, there may be a need for increased dosage or an
alternate intervention. (For more information regarding prog-
ress monitoring, please see below.)

It should be noted that although ensuring an intervention is
appropriately intense given a student's needs is important,
there is still a fundamental assumption that intensity mismatch
will occur. The existence of multiple tiers of service delivery,
each corresponding to an increasingly intensive level of sup-
port, implies this inevitability. As such, the identification of
interventions of appropriate intensity may not be feasible to
support all lower-stakes decisions (e.g., tier 2 intervention
selection). Yet, there is a need to ensure an attempt has been
made to identify an appropriately intense intervention within
the overall RTI process, as this would promote the construct
validity of higher-stakes decisions (e.g., special education
eligibility).

Function The second dimension along which an intervention
may be matched to a student's needs is through its alignment
with the function of the academic or behavioral problem.
Within the academic domain, the cause of student difficulties
may be considered in terms of reasonable functional hypoth-
eses (e.g., insufficient motivation, prompting and feedback,

and modeling; Daly et al. 1997). Research has supported the
use of brief experimental analysis (BEA) as a means to test
each of these functional hypotheses (Daly et al. 1997). The
goal of the BEA procedure is to identify one or more inter-
ventions that are best matched to the student's needs and
therefore most likely to be effective. An educator begins by
forming hypotheses regarding the nature of the student's prob-
lem. Interventions associated with each hypothesis are then
applied in a rapid and alternating fashion within an alternating
treatment design (see below for more information regarding
this approach). The intervention to which the student responds
best is thought to be associated with the true function of the
student's problem and should therefore be chosen for
prolonged implementation. Daly et al. (1997) demonstrated
the tenability of the approach, and subsequent studies have
supported its use across multiple academic domains (e.g.,
Burns et al. 2009).

Within the behavioral domain, a fundamental assumption
is that all behavior is purposeful and therefore maintained by
the consequences that follow it (e.g., adult attention; Cooper
et al. 2007). Researchers have called for educators to conduct
functional behavior assessments (FBAs) to identify which
consequences have maintained problem behavior and to use
this information in the design and selection of functionally
relevant interventions. This recommendation is founded in
research that has shown function-based interventions to be
more effective than their non-function-based counterparts
(Filter and Horner 2009). Some have identified tier 3 as the
level at which functional information should be considered.
However, a line of research supports the utility of considering
functional data at tier 2, as function has shown to moderate the
effectiveness of multiple commonly targeted interventions
(McIntosh et al. 2009). As it would be highly impractical to
conduct full FBAs for all tier 2 students, it is recommended
that educators instead only complete one or more efficient
functional assessment methods that are typically incorporated
into FBAs, including functional interviews, rating scales, and
checklists. Although the indirect nature of these procedures is
likely to yield relatively less valid decisions, the low-stakes
nature of tier 2 decisions and the need for functional informa-
tion may support their use.

In summary, the need to ensure intervention match should
not be understated, as it is necessary if RTI is to be a substan-
tive model of service delivery (Noell and Gansle 2006). The
promise of RTI lies in the timely application of supports to
prevent student problems. Little benefit is gained from pro-
viding a student with supports without some indication that
they are likely to be appropriate. The provision of potentially
ineffective supports runs the risk of wasting time during which
problems might worsen and collecting evidence that may lead
to RTI-related inferences lacking construct validity (e.g., “The
student did not respond to appropriate interventions”). It
could therefore be argued that time would be better spent
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engaging in additional assessment and problem identification
prior to implementation and using this information to make
more informed decisions regarding intervention selection
(Fuchs et.al. 2003). Although intervention success is never
guaranteed, the demonstration of match increases confidence
in the likelihood of effectiveness and the validity of inferences
(Riley-Tillman and Burns 2009).

Single-Case Design

Whereas the immediate focus of traditional group design
research is to yield results that are generalizable to a greater
population of interest, research utilizing single-case design
(SCD) is devoted to the study of the sample itself, investigat-
ing whether educators can have confidence that an indepen-
dent variable was responsible for a change in a dependent
variable. In other words, does a functional relationship exist
between the independent variable (e.g., group contingency
intervention) and dependent variable (e.g., student disruptive
behavior)? Each time the dependent variable systematically
changes in response to the application or removal of the
independent variable (e.g., from a baseline phase to an inter-
vention phase), an effect is demonstrated. There is also a
related increase in confidence regarding a functional relation-
ship between the two variables and the internal validity of
inferences regarding this relationship.

Design Elements The internal validity of inferences regarding
functional relationships is related to multiple design elements,
each of which should be considered relative to the research
question of interest and its associated stakes when
implementing SCDs. First, because repeated measurements
of the dependent variable are necessary to determine if the
intervention was effective, educators need to determine how
many data points are sufficient. Recommendations from The
What Works Clearinghouse's (WWC) technical report on
SCD (Kratochwill et al. 2010) suggest the collection of at
least three data points, but preferably five, in each phase of a
design. Doing so permits an initial understanding of trend and
more accurate estimation of variability and level in perfor-
mance within each phase. It is thus recommended for the
results of a study to meet WWC standards for evidence.
Second, educators should consider how many demonstrations
of an effect are necessary to support conclusions regarding a
functional relationship. As with data points, the “magic num-
ber” for demonstrations of an effect continues to be three
(Horner et al. 2005). If three opportunities for a demonstration
of an effect are provided and the study otherwise possesses
sufficient controls for extraneous variables, then one should
have confidence in the internal validity of causal conclusions
drawn from that study.

Design Types In an RTI framework, the question of “how
much confidence is needed?” may be relative to the tier at
which an intervention is being implemented. As described by
Riley-Tillman and Burns (2009), practices at tiers 1, 2, and 3
may be equated to and supplemented by SCD designs. Tier 1
is similar to a simple B design in that supports (e.g., positive
reinforcement of school-wide behavioral expectations) are
consistently in place. Each measurement, be it a test score or
behavior rating, occurs while an intervention is underway. At
tier 2, what was occurring at tier 1 may now be considered a
baseline. This baseline is then compared with what occurs
following implementation of the tier 2 intervention, establish-
ing an AB design. Tier 3 supports are the most intensive, and
the decisions regarding their effectiveness tend to be higher
stakes. As such, there is now a need for at least three oppor-
tunities to demonstrate an effect to accurately determine
whether the intervention was effective. Of course, providing
the opportunity for three demonstrations of an effect is no
simple task; that being said, steps may be taken to limit the
time and resources associated with the procedure. Three par-
ticular SCD types provide an opportunity for three demon-
strations of an effect and may be feasible at scale in applied
settings. Which of these is the most appropriate within any
particular instance is tied to the nature of the case and depen-
dent variable of interest.

The f irs t and most wel l -known design is the
ABAB/reversal design. This design provides three opportuni-
ties for a demonstration of an effect by transitioning between
baseline and intervention for three times: The intervention is
applied, then removed, and then applied again. The reversal
design has a history of use within both academic and behav-
ioral research and is considered an intuitive and powerful
means to demonstrate the relationship between a treatment
and a change in an outcome. Yet, although easily understood
and highly common within educational research, the use of
reversal designs is discouraged under certain circumstances.
For instance, reversal designs are considered inappropriate
when ethical considerations preclude ceasing an intervention,
such as with a student who is engaging in behavior that is
potentially harmful to his or her self or others or if a positive
response is observed upon initial implementation and stake-
holders are wary of removing an effective intervention.
Reversal designs are also considered ill-suited when the target
of intervention is irreversible, as they might lead to
effectiveness-related inferences lacking in conclusion validity.

For example, assume that the effectiveness of a spelling
intervention is to be evaluated through a reversal design. A
change in spelling from baseline conditions to the intervention
supports an initial conclusion of the intervention's success.
However, a reversal to baseline conditions is not associated
with a return to baseline spelling levels, as the student did not
“lose” the spelling skill he or she acquired during the inter-
vention phase. Based upon interpretive guidelines for reversal
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designs, the initial conclusion would be inappropriately
rejected given the absence of the verification of baseline
predictions necessary to establish a functional relationship
between the intervention and spelling ability (Cooper et al.
2007). Therefore, though reversal design can be a flexible and
feasible SCD, when the dependent variable of interest is likely
irreversible or a reversal to baseline might be unethical, it is
recommended that educators consider using alternate SCDs.

The second common design that provides for the opportu-
nity for three demonstrations of an effect is the multiple
baseline design. Multiple baseline designs are particularly
relevant when the dependent variable of interest is irreversible
or requiring a return to baseline condition will be infeasible or
inappropriate (Hammond and Gast 2010). In this design, the
intervention is not removed in order to provide the opportunity
for a demonstration of an effect but rather implemented in a
staggered fashion across at least three “conditions” of interest
for the case. If a demonstration of an effect is observed in each
condition under each intervention implementation, then the
interventionist may confidently infer a functional relationship.
Some possible conditions across which one could replicate
include students, settings, and behaviors. As seen here, some
of the most potent arguments for using multiple baseline result
from its flexibility; for instance, the multiple baseline design
offers the opportunity to add cases during a “study.” As long
as there is a sufficient degree of overlap in baseline and
intervention data collection across conditions, inferences
may be derived regarding functional relationships. This allow-
ance for the addition of conditions over time makes multiple
baseline particularly well suited for use at tier 2, where stu-
dents are continuously added and removed from existing
targeted interventions over time.

The third common design, alternating treatments, is
particularly well suited for simultaneously testing for a
functional relationship with multiple interventions. It is
frequently used to quickly identify which of two or more
interventions is most effective in remediating a student's
difficulties. Similar to the reversal design, alternating treat-
ments design requires that the dependent variable in ques-
tion be reversible. In contrast to reversal design and
similar to multiple baseline design, alternating treatments
design does not require a reversal to baseline conditions.
In alternating treatments, a baseline phase occurs as usual,
but in the second phase, treatments are rapidly alternated
across sessions in a randomized fashion (e.g., treatment A
during session 1, treatment B during sessions 2 and 3).
Crucial to the integrity of this design is identifying con-
ditions over which these interventions will be implemented
and balancing them accordingly (Cooper et al. 2007). For
example, if treatment A was always administered in the
morning and treatment B in the evening, the effect of
time-of-day could not be disentangled from that of the
treatments.

Data Analysis We raise a brief note regarding the analysis of
SCD data. At this time, visual analysis remains the gold
standard for the interpretation of single-case research. Yet,
research has noted difficulties associated with the derivation
of valid visual analyses of SCD data, indicating the need for
advanced training and understanding of appropriate interpre-
tive guidelines, such as controlling for a trend in baseline data
(Knapp 1983;Mercer and Sterling 2012). Partly in recognition
of these findings, recent research has targeted the development
of methods for the statistical analysis of graphed data. Such
analyses are of particular interest in the case of single-case
evidence syntheses and potentially in educator quantification
of student response to intervention. Effect sizes commonly
used in SCD research include percentage of nonoverlapping
data (PND; Scruggs, Mastropieri, and Casto 1987), standard-
ized mean difference (Busk and Serlin 1992), and improve-
ment rate difference (IRD; Parker et al. 2009). However, little
agreement has been reached on how well these effect sizes
function (Kratochwill et al. 2010). Research indicates that
certain effect size statistics are particularly prone to bias under
certain conditions. For instance, PND may drastically under-
estimate the effect of an intervention in the presence of vari-
able or trending baseline data (Campbell 2004). It is therefore
recommended that effect sizes be considered as supplemental
to visual analysis rather than as a stand-alone analytic tool.
Sole reliance upon potentially biased effect sizes may reduce
the conclusion validity of causal inferences, resulting in inap-
propriate conclusions regarding whether and to what extent an
intervention was effective. For more information on visual
analysis and effect sizes, see Riley-Tillman and Burns (2009).

Taken together, although somewhat time and resource in-
tensive, there is a clear justification to utilize SCD in applied
settings to support valid causal inferences. Given the relatively
low stakes of many tier 1 and 2 decisions, the use of less
rigorous designs (e.g., simple B and AB) may be appropriate.
Yet, as the stakes of decisions increase, so too does the need
for experimental rigor, and educators may subsequently con-
sider utilizing more sophisticated SCD types that will allow
for additional demonstrations of an effect. Although some-
what cumbersome, certain designs are particularly amenable
to the RTI structure. Furthermore, their use may provide
information useful in making more informed and effective
service delivery decisions (Sidman 2011).

Treatment Integrity

Treatment integrity data indicate the extent to which an inter-
vention is implemented as planned (Gresham 1989; Sanetti
and Kratochwill 2009). Unfortunately, adequate levels of
treatment integrity levels are often assumed, rather than
assessed (Cochrane and Laux 2008). In a survey of 806
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nationally certified school psychologists, respondents report-
ed that treatment integrity data were collected during only
11.3 % of one-to-one consultation and 1.9 % of team consul-
tation, even though 97.6 % of those surveyed endorsed the
assessment of treatment integrity as important (Cochrane and
Laux 2008). These rates are concerning, as research indicates
that higher levels of treatment integrity are associated with
better student outcomes (Biggs et al. 2008), and most teachers
demonstrate variable and low levels of treatment integrity
within only 2 weeks following intervention training (Noell
et al. 2005). As such, failure to assess the independent variable
has serious implications for student outcomes and data-based
decision making.

Implementation data are particularly important within RTI,
where decisions regarding supports and services are based on
inferences regarding the rate and magnitude of student re-
sponse to intervention. Treatment integrity data support the
construct and internal validity of causal inferences regarding
intervention effectiveness (Peterson et al. 1982). Absence of
such information limits an educator's ability to determine
whether the intervention was implemented as intended, if it
is responsible for a change in the student and whether the
intended intervention should be modified or replaced given
limited student response. For instance, data indicative of a lack
of student response may support development of a more
intensive intervention (see the intervention match method
described above). However, if treatment integrity data indicate
that only 60 % of the critical components of an intervention
are regularly implemented, a more appropriate strategy would
likely be to bolster intervention implementation.

Assessing Treatment Integrity There are few prescribed treat-
ment integrity assessment measures. Therefore, for most
cases, assessment measures specific to the intervention and
context must be developed (Schulte et al. 2009). In the ab-
sence of specific research-derived rules for developing these
measures, five steps to guide the design of treatment integrity
measures have been proposed (for further detail see Sanetti
et.al. 2011). First, after an evidence-based intervention is
selected, the specific steps should be delineated and described
in operational, behavioral terms (Gresham 1989). Second, in
consideration of these steps, a feasible and appropriate assess-
ment method should be chosen (i.e., direct observation, per-
manent product review, and self-report; Sanetti et al. 2011).
These methods vary in their (a) time intensity, (b) obtrusive-
ness, and (c) objectivity. The designer should consider the
implementer and the intervention and perhaps use a combina-
tion of techniques. For example, a self-monitoring interven-
tion may result in permanent products that could be reviewed
to assess implementation; however, observation may provide
a less biased estimate of a teacher's delivery of contingent
praise. Third, in consideration of the steps and the assessment
method, one should determine how delivery of each

intervention step will be rated. Step delivery may be rated
using dichotomous (yes/no) or Likert-type scales (e.g., 1–5),
among other methods. Fourth, the designer should consider
how often treatment integrity data will be assessed and eval-
uated. Like the other guidelines described here, there is no
clear rule. However, similar to student outcome data, one may
consider the intensity of the intervention and what decisions
will be made based on the data (Sanetti et al. 2011). Treatment
integrity assessment might be completed more often and with
more rigorous methods when complex, intensive interven-
tions are implemented or when high-stakes decisions might
be made based on the data. Last, one should regularly evaluate
treatment integrity data.

Reporting Treatment Integrity Treatment integrity data are not
regularly included in the school psychology literature, poten-
tially due to the lack of unified recommendations around
reporting these data (Sanetti and Kratochwill 2009). Until
consensus around reporting emerges, educators may consider
including treatment integrity mean and range across sessions
(i.e., overall treatment integrity and session integrity), as well
as the treatment integrity mean and range of specific interven-
tion components (i.e., component integrity). In addition, edu-
cators might consider reporting treatment integrity data related
to dimensions of treatment integrity outside of adherence
(e.g., quality, participant responsiveness) and describing if
promotion strategies, such as performance feedback, were
used.

Progress Monitoring

Collection and evaluation of progress-monitoring data are
essential for determining whether an intervention should be
maintained, modified, or discontinued (Brown-Chidsey et al.
2009). School psychologists can serve a vital role in assisting
school problem-solving teams to determine how to measure
change in target outcomes. Emphasis should be placed on
consideration of the psychometric defensibility of potential
progress-monitoring tools, as this may influence the internal
validity of causal claims. Consideration of unreliable and
invalid data may lead to RTI-related decisions lacking internal
validity, given that changes in student performance attributed
to introduction of an intervention may be explained by mea-
surement error or a change in some unspecified and inadver-
tently measured variable.

Psychometric Defensibility A search of any academic search
engine will reveal many progress-monitoring tools across
multiple domains. According to the National Center on
Response to Intervention (NCRTI; www.rti4success.org),
research supports conducting academic progress monitoring
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via both general outcome measures (e.g., Dynamic Indicators
of Basic Early Literacy Skills) and mastery measures (e.g.,
Accelerated Math). Within the behavioral domain, commonly
used progress-monitoring methods and procedures include
systematic direct observation (e.g., momentary time sam-
pling), short-form behavior rating scales (e.g., change-
sensitive brief behavior rating scales), Direct Behavior
Rating (DBR; e.g., single-item scales; Gresham 2010), and
goal attainment scaling (Ruble et.al. 2012). When deciding
which of these specific academic or behavioral tools are to be
used in monitoring a student's response to intervention, edu-
cators must determine whether each potential candidate pos-
sesses multiple psychometric properties outlined by the
NCRTI and Urbina (2004), among others, as necessary for
supporting the applied use of a progress-monitoring tool.

First, each tool must yield scores that evidence acceptable
reliability. Of the numerous reliability types, several are rele-
vant to academic progress-monitoring tools, including test-
retest, internal consistency, and inter-rater. Availability of
alternate forms that produce reliable data should also be
considered, as it affords frequent data collection. Effective
progress monitoring uses formative assessment or several
short and quick evaluations of student performance over time.
Such data need to be collected frequently (e.g., daily and
weekly) to examine interventions and make adjustments
based on student needs. The more intense the problem and
the more high stakes the decision, the more frequently data
should be collected and interpreted. Thus, the availability of
parallel forms that are equivalent in level of difficulty and
sufficient for frequent administration may be a necessary
component of academic progress-monitoring tools.

Whether each of these reliability types is pertinent to be-
havioral progress-monitoring tools depends on the specific
tool in question and circumstances associated with data col-
lection. For instance, test-retest may be expected of certain
measures, including change-sensitive brief behavior rating
scales, given their occasional pertinence to more stable trait-
like attributes (e.g., social competence). It may be less expect-
ed of DBR data, as the state-like variables targeted by the tool
(e.g., disruption) are likely to vary over time in response to
changing environmental contingencies. It is therefore recom-
mended that educators carefully consider the progress-
monitoring tool of interest and determine which reliability
evidence is necessary to support its applied use. Relevant
technical manuals and peer-reviewed research should then
be considered in search of pertinent evidence.

Second, each tool should demonstrate acceptable validity,
with evidence supporting both the measure's correspondence
to variables it is intended to measure as well as its use in
decision making. Multiple validity types are relevant to both
academic and behavioral progress-monitoring tools, including
content, criterion-related, and construct validity. According to
Messick (1995), each of these validity types may actually be

considered to fall under the broader umbrella of construct
validity, which provides the evidential basis for score use.
Construct validity evidence is also part of a broader unified
validity framework, which takes into consideration a mea-
sure's relevance/utility, value implications, and social conse-
quences (Messick 1995). Although each of these latter facets
is far less frequently examined in the literature, existing re-
views set a precedent for their consideration in providing
support for progress-monitoring tools (e.g., Good and
Jefferson 1989).

Third, sensitivity to student improvement toward goals is
another feature of defensible progress-monitoring tools. The
tool must be sensitive enough to measure incremental changes
to demonstrate intervention effects. To ensure this, data ob-
tained by the tool must be functionally related to the target
outcome and matched to the skills being taught in the inter-
vention. Effective progress-monitoring tools also specify rates
of improvement expected of students making sufficient growth
with regard to benchmarks. Such information is vital during
periodic performance evaluations throughout the year and for
setting student goals. Although evidence regarding sensitivity
to change is available in both the academic and behavioral
progress-monitoring literature, there is an absence of evidence
regarding expected rates of improvement within the behavior
literature. This supports the need for idiographic decision
making within the behavioral realm given the absence of
norm- or criterion-referenced information.

Additional Considerations Once educators have selected a
psychometrically defensible progress-monitoring tool, they
must ensure data will be collected consistently. Chafouleas
et al. (2007) outlined additional factors to consider that may
improve the reliability and validity of data and therefore
strengthen the internal validity of causal decisions made based
on data obtained from the tool. First, individualized academic
or behavioral targets of the intervention must be operationally
defined and measurable. Definitions must be objective and
detailed so that both data collectors and interpreters can rec-
ognize and understand each target. Second, educators must
provide opportunities for data collectors to be trained for
mastery on using the selected progress monitor. Data collec-
tors should also be provided booster-training sessions to
maintain high training standards and minimize artifacts (e.g.,
observer drift and recency effects). Finally, data should be
collected in a predetermined, controlled, and periodic fashion.

Case Example

Intervention Match The following case example illustrates
how each of the aforementioned recommendations might be
incorporated to increase the internal, construct, and conclusion
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validity of RTI-related inferences. Mrs. Ramirez, a third grade
teacher at Northeast Elementary School, approached the
school psychologist with concerns regarding three students
in her classroom. Mrs. Ramirez indicated that the students had
been engaging in a range of problem behaviors. Suspecting
that these behaviors were indicative of risk for externalizing
problems, the school psychologist asked Mrs. Ramirez to
complete the Student Risk Screening Scale (Drummond
1994), a brief seven-item screener, for each of the students.
SRSS ratings indicated that each student was at moderate risk
for externalizing problems, suggesting the necessity of tier 2
behavioral supports. As a follow-up, the school psychologist
met with Mrs. Ramirez to complete the Functional
Assessment Checklist: Teachers and Staff (FACTS; March
et al. 2000). Results of the brief interview revealed two main
problem behaviors common to each of the students: disruption
and off-task behavior. FACTS findings further indicated that
these problem behaviors were most common during morning
seatwork and math lecture and were primarily maintained by
adult attention (student 1), escape from academic tasks (stu-
dent 2), and peer attention (student 3).

Based upon the results of the problem identification assess-
ment, it was determined that Check In/Check Out (CICO) was
likely to be an appropriately intense intervention for all stu-
dents. Typical CICO procedures were applied to the student
whose behaviors were maintained by adult attention, as CICO
has been found to be most effective for these individuals
(McIntosh et al. 2009). Additional minor function-based mod-
ifications were made to CICO procedures for the remaining
two students to increase the relevance of the intervention to
their behavioral function (Campbell and Anderson 2008;
Turtura et.al. 2013).

Treatment Integrity The school psychologist chose to monitor
Mrs. Ramirez's treatment integrity via two methods. First,
whether Mrs. Ramirez regularly rated each student's behavior,
and appropriately delivered reinforcing stimuli was evaluated
through a review of permanent products (i.e., completed
CICO daily progress reports). Second, the school psychologist
conducted one direct observation of Mrs. Ramirez's CICO
implementation per week. Of specific interest was whether
the nature and content of Mrs. Ramirez's feedback to the
students were in accordance with the intervention protocol.
The school psychologist also established a treatment integrity
criterion of 80 %. If treatment integrity assessments indicated
that Mrs. Ramirez had correctly implemented fewer than 80%
of intervention steps for three consecutive days, the school
psychologist consulted with Mrs. Ramirez to increase the
fidelity with which CICO was implemented.

Progress Monitoring and SCD Next, the school psychologist
and Mrs. Ramirez collaboratively selected DBR single-item
scales as a progress-monitoring tool. This decision was based

upon a review of the literature, which was indicative of
support for DBR criterion-related validity, generalizability
and dependability, and sensitivity to change (Chafouleas
2011). Using DBRs, Mrs. Ramirez rated each student's dis-
ruptive behavior and academically engaged behavior twice
per day within the two settings considered to be most prob-
lematic for the three students. Data collection began at the
same time for all students as part of the baseline phase of a
multiple baseline design. Multiple baseline was considered
most appropriate in evaluating CICO effectiveness given Mrs.
Ramirez's expressed desire to not revert to baseline conditions
once intervention began. Students were staggered into the
intervention, with the order of introduction based upon the
stability of baseline data.

Data Analysis DBR data were evaluated through two
methods. First, data were visually analyzed in terms of the
level, trend, and variability of data. CICO effectiveness was
evaluated through the analysis of changes in these character-
istics across baseline and intervention phases. Conclusions
regarding the presence of experimental control were based
upon a review of the similarity across students in terms of (a)
baseline characteristics, in an evaluation of whether initial
baseline predictions were subsequently verified, and (b) inter-
vention characteristics, in an evaluation of whether treatment
effects were replicated across the students. Second, IRD effect
sizes were calculated to supplement visual analysis in the
comparison of baseline and intervention performance for each
student. IRD was chosen in recognition that relative to the
related PND statistic, IRD is less biased in the presence of
outliers and atypical baseline performance (Parker et al.
2009).

See Fig. 1 for a graphical summary of example
findings as they pertain to academically engaged behav-
ior. A visual analysis of the findings indicated that
CICO was effective for students 1 and 2, with academic
engagement moving from variable and low to consistent
and high following the introduction of CICO. CICO
was not as effective for student 3, whose academic
engagement remained variable and low. IRD statistics
corroborated these findings, with large effect sizes for
students 1 and 2 reflecting minimal data overlap across
the phases (IRD=1.00 for each) and a small effect size
for student 3 connoting the high degree of overlap and
minimal change (IRD=0.50). Based upon student 3's
response, the school psychologist reengaged in problem
identification assessment to verify the original functional
hypothesis. Direct observations supported the assump-
tion that the problem behavior was maintained by peer
attention, thereby indicating that the student's nonre-
sponse likely resulted from the use of an intervention
that was not sufficiently intensive. Student 3 was there-
fore referred for assessment and intervention at tier 3.
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Fig. 1 Example data
demonstrating effect of Check In/
Check Out on academic
engagement
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Application to School Psychologists

For RTI to function as an effective framework for service
delivery, the decisions to provide students with particular
levels of support must be well founded. More specifically,
RTI decisions should have adequate validity. As school psy-
chologists hold unique training, expertise, and responsibilities,
they are particularly qualified to help ensure the appropriate-
ness of RTI decisions and associated supports for students
(Kratochwill et al. 2012; National Association of School
Psychologists 2010). In their multifaceted role as scientist-
practitioners, school psychologists can work to incorporate
appropriate assessment of intervention match, treatment in-
tegrity assessment, single-case research design, and psycho-
metrically defensible progress-monitoring methods into the
RTI framework at their schools.

To do so, school psychologists can participate as active
members of problem-solving teams to advocate for these
elements to be incorporated into individual student plans
as well as the system-wide RTI framework; additional
resources to help guide school psychologists through these
processes are listed in Table 2. For example, during
problem-solving team meetings, school psychologists may
encourage utilizing SCDs that are appropriate to the stu-
dents' level of risk and tier of support. In addition, the
appropriateness of an intervention for a particular student

can be assessed by engaging in problem identification
procedures and through a review of progress-monitoring
data. Before an intervention is implemented, a school
psychologist may advocate for the use of psychometrically
defensible progress-monitoring methods and treatment in-
tegrity assessment. Throughout implementation, he or she
may support ongoing data collection to evaluate the effec-
tiveness of an intervention.

This article is a primer to several critical components
of RTI. As this framework is relatively new, many
practicing school psychologists may not feel conversant
in the topics or be able to fluently apply them to their
practice. In this case, it may be appropriate to seek out
advanced training in these areas, whether it be the
identification of appropriate progress-monitoring mea-
sures, the implementation of advanced SCDs, or the
defensible use of statistic or visual analytic techniques
or evidence-based problem identification procedures
(e.g., FBA). In this way, school psychologists may
incorporate the elements described here to promote the
validity of RTI decisions within their setting. As RTI is,
at heart, little more than the foundation for making
decisions about how to best promote student success
in schools, these methodologies may provide the bricks
and mortar for engaging in actionable work with stu-
dents in schools.

Table 2 Elements to promote the validity of RTI decisions: key components and additional resources

Research element Resources

Intervention match

○ Interventions should be appropriately intense to address student needs, which can be
assessed through regular benchmarking of student risk level or a problem-solving approach

○ Interventions should be appropriate to the function of the academic or behavior issues,
which can be assessed through brief experimental analysis or functional behavior
assessment

Crone and Horner 2003;
Riley-Tillman and Burns 2009

Treatment integrity

○ Treatment integrity data indicate the extent to which an intervention was implemented as
planned

○ These data are necessary to accurately evaluate student outcome data and make informed
data-based decisions

Researchers without Borders (http://www.
researcherswithoutborders.org);

Heartland Area EducationAgency (http://www.aea11.
k12.ia.us/idm/checkists.html);

Sanetti et al. 2011

Single-case design

○ Single-case designs informwhether a functional relationship exists between the independent
variable (e.g., an intervention) and dependent variable (e.g., student oral reading fluency and
academic engagement)

○ Appropriate designs (and related confidence) may vary at different tiers, with increasing
tiers associated with more rigorous evaluations of effect

Alberto and Troutman 2009;
Riley-Tillman and Burns 2009

Progress monitoring

○ Progress-monitoring measures should be psychometrically defensible, in that each measure
should have acceptable reliability, validity, and sensitivity

○ Other considerations include ensuring behavioral targets are sufficiently operationalized,
proper training for data collectors is provided, and data are collected regularly

Chafouleas et al. 2007;
Intervention Central (http://www.interventioncentral.
org);

National Center on Response to Intervention (NCRTI;
www.rti4success.org)
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