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1 Introduction

Transmission eigenvalues play an important role in the inverse scattering of acoustic,
electromagnetic and elastic waves for inhomogeneous media and have been studied thor-
oughly in the last years. We refer the reader to [3,6,7] and the references therein for a
detailed review. However, the use of transmission eigenvalues in non-destructive test-
ing of materials suffers from some drawbacks. Firstly, measured scattering data may be
used for the determination of only real transmission eigenvalues and thus cannot be used
for absorbing media. Moreover, since transmission eigenvalues are determined from the
physical properties of the scattering object, we do not a priori know the range of the

interrogating wave frequencies which in turn, are required for successful measurements.
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As a result, we need to collect multifrequency data in order to accurately measure the
eigenvalues. In practical terms, this is translated as high engineering costs.

To overcome the disadvantages mentioned above, a new approach for the scattering
problem has been developed recently [4]. The main idea is to modify the far field operator
so that the wavenumber can be fixed and define a new parameter which is now the “sig-
nature” eigenvalue of the scattering problem. Injectivity of the modified far field operator
is associated with the new eigenvalues in a similar way as the classic far field operator
is related to transmission eigenvalues [2,18]. Moreover, this modification of the interior
transmission problem has led into two different spectral problems. One is a Steklov-
type eigenvalue problem for which the corresponding eigenvalues can be measured from
scattering data and may be used to detect flaws in the material properties of an inhomege-
neous medium [1,4,8]. The latter corresponds to a problem, similar in structure with the
Steklov eigenvalue problem, for which the corresponding eigenvalues can be determined
from scattering data as well [1,10,11].

For the second case, it is assumed that the inhomogeneous medium is embedded inside
another, artificially introduced inhomogeneous medium. More specifically, let D, C R™
be a bounded region with smooth Lipschitz boundary dD,. The modified transmission
eigenvalue problem has the following formulation:

Aw+Kn(x)w =0, x e D, (1)
—aAv+ Ano(x)v =0, x €D, (2)
w=v, x¢cdD, (3)
ow av

— =—a—, € 9D 4
v an * b @)

where k > 0 is the fixed wavenumber, € L°°(Dj) is the refractive index, n9 € L*°(Dp)
is the artificial refractive index, a is a positive constant and v is the outward unit normal
to dDy. We furthermore suppose that R(n), R(np) > 0 and J(n), I(no) = 0 so that the
metamaterial refractive index —no(x)/a is always negative valued. We denote as nmax :=
supr(n), 10,max ‘= supr(no) and assume that 7y := infp, (1), Momin := infp, (no) are
strictly positive. The complex values of A for which (1)—(4) has a non-trivial solution (w, v)
are the modified transmission eigenvalues.

The modified transmission eigenvalue problem was initially introduced in [10], for
—a > 0 and no = 1. The authors of [1], considered the possibility of a constant meta-
material background, instead. For the purposes of this paper, we examine the spectral
properties of (1)—(4) as a generalization of the problem introduced in [1], by allowing
the artificial metamaterial background to be a variable function. Firstly, we show that this
problem is equivalent with a self-adjoint and compact operator eigenvalue problem which
secures existence and discreteness of the spectrum. We also show, that under a sufficient
condition on the wavenumber, there exists an equivalent generalized eigenvalue prob-
lem for a coercive operator which provides an upper positive bound for all eigenvalues.
Using this result we infer that a constant refractive index is uniquely determined by the
knowledge of the largest eigenvalue. Next, we show that surprisingly, the eigenfuction
system is not complete in the solution space. We construct an orthonormal basis on the
solution space by introducing an auxiliary Dirichlet—Neumann eigenvalue problem and
we use its eigenelements as an orthonormal basis. From this complete system, we develop
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a Galerkin scheme for the numerical approximation of the eigenvalues. We prove that the
approximate eigenvalues converge to the corresponding original by using some results
for convergence of compact and positive operators. Furthermore, we verify our approx-
imation method with some numerical examples of discs in R2, for which we can also
analytically compute the eigenvalues by applying the separation of variables technique.
Finally, we address the corresponding inverse spectral problem by minimizing the error
of the largest eigenvalue.

2 Formulation of the problem
Consider the system of equations (1)—(4). We define as an eigenpair of the problem, all
combinations of values A € C and non-trivial solutions (w, v) of (1)—(4). These A are the
eigenvalues and (w, v) are the corresponding eigenfunction pairs of the problem. In order
to study the spectral properties of (1)—(4), following the ideas of [1], we proceed with a
variational formulation.

We consider the Hilbert space H(Dp) := {(w,v) € HY(D}) x H'(D}) : w = v on dDp}.
Then, a weak solution of (1)—(4) is defined to be a function pair (w, v) that solves the
following equation:

;. (w,v), (W) = /

Vw - Vi dx + a/ Vv Vv dx
Dy,

Dy,

_ _ (5)
_kZ/ U(x)W'W/dvakz)»f no(x)v-vdx =0
Db Db

forall(w,v) € ‘H(Dy), where @, can be seen as a sesquilinear form defined on H(Dj,) x
H(Dp).

By substituting as a test function one of the eigenfunctions (w, v), we notice that all
eigenvalues A of (5), if they exist, have to be real. In fact, we later demonstrate that the
eigenvalues A correspond to a self-adjoint operator. It is also easy to show that system of
equations (1)—(4) is strongly elliptic [19].

Further study of the spectral properties of the above eigenvalue problem requires to
proceed by defining an equivalent operator eigenvalue problem by means of Riesz Repre-
sentation Theorem:

Define A, : H(Dy) — H(Dp), A € C such that:

(A3 v), 0, V) ripy) = Polwv), (W, V)
Thus, problem (5) is equivalent to the following eigenvalue problem:

(Ax V), W,V Depyyxrmy) = 0 YW, v') € H(Dy) (6)
We can also define K, : H(Dp) — (H(Dp))*, A € C such that:

(K (w, v), (W, V/)>H*(Db)><7-l(Db) = &, ((w,v), (W),
where the above notation corresponds to the duality pairing of (H(Dp))* x H(Dp).

Thus, problem (5) is also equivalent to the following eigenvalue problem:

(Ko (w,v), W, v Vaeyrpy = 0, YW, v) € H(Dy) )
We note that K, (w, v) is an antilinear functional defined on H(Dj) and (H(Dy))* is the
space of all antilinear functionals defined on H(D}). These operators, defined by means of

the Riesz representation Theorem, are linear and bounded. They are linked through the

following relation:

A, =T K, VreC, (8)
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Operator I' : (H(Dp))* — H(Dy) is the topological isomorphism, defined by the Riesz
Representation Theorem, such that for every f € (H(Dy))* we have I'(f) = x, where
fW) = 6 V)1, xHD,):

It can be easily verified that the family of operators A, are of Fredholm type for all
A € C, since they can be written as sum of a coercive and a compact operator. They also
depend analytically on the spectral parameter A. Since the Fredholm property remains
invariant under linear isomorphisms, namely I" 1, we infer that {K; };cc is also a family
of analytical Fredholm operators.

Moreover, if we choose a 7 € R and set t = it, we can see that N(4;) = 0, i.e.
A¢(w,v) = 0 possesses only the trivial solution. Since A; is of Fredholm type, it must
then be a bijective mapping. Hence, (4,)~! exists as a linear and bounded operator, for a
complex number z = t. Now, we make use of a Theorem from Analytic Fredholm Theory
[12, Theorem 8.26]

Theorem 1 Suppose {Q,};cc is a family of operators that depend analytically on the
parameter z. Then, exactly one of the two alternatives is correct:

(a) (Q,)~! does not exist for any z € C or,
(b) (Q,)~! exists at every z, excluding at most a discrete subset of the complex plane.

Thus, for the family of operators {4, },cc alternative (b) is valid and this proves the
discreteness for the spectrum of our eigenvalue problem. Also, as a consequence of alter-
native (b), we can always find a 8 € R, such that AEI exists as a linear, bounded operator.
From this point onward, we always assume that 8 € R has this property. We are now able
to proceed in proving the existence of an infinite set of eigenvalues.

We define the compact, linear operator B : H(Dy) — H(Dy,)

(Bw,v), W, V/))H(Db)xH(Db) = / novv' dx
Dy,

Then, eigenvalue problem (6) is equivalent with:
Ap(w,v) = k*(B — 1)B(w, v)

Next, we formulate an equivalent eigenvalue problem to (6) and (7) that corresponds to
a compact and self-adjoint operator. For each f € L?(D;), we also have that nof € L2(Dy).
Define an operator, depending on the fixed parameter 8

T : L*(Dy) — L*(Dp) such that If = vy € H'(Dp)

where vy is the unique element in HY(Dy) such that Kp(wy, ve) = (0, nof) € (H(Dp))*.
Since 8 € R was selected in such a way that Agl exists as a linear and bounded operator,
from (8), K 5 1 also exists as a linear and bounded operator. In what follows, we demon-
strate the properties of T and its corresponding eigenvalue problem. To begin, we define
the weighted inner product (f, g) 12Dy nod) = /; D, no(x)fgdx, where £ g € L%(Dp). As a
consequence of Nomin < 70 < No,max, the weighted inner product is equivalent to the

usual inner product of L?(Dj). We are now able to state the following:

Proposition 1 T : L2(Dy, nodx) — L%*(Dy, nodx) is a compact and self-adjoint operator.
Furthermore, the eigenvalue problem that arises for T:

1

Tv = m%

)
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where v is identified as the second eigenfunction from an eigenpair (w,v) of (5), is an
equivalent eigenvalue problem to (5).

Proof T is compact because the mapping from L?(D;) — H'(D}) is bounded, the embed-
dingI : HY(Dy) — L*(Dy) is compact and the equivalence of the usual and weighted inner
products. Moreover, since Ag, B € R is a family of self-adjoint operators, T is self-adjoint.
We proceed by proving the equivalence of eigenvalue problems (5) and (9).

Let {)\, (w, v)} be a non-trivial solution of (5). Then,

(Ky(w, v), (w/, V/)> =0, forall (w/, vl) € H(Dp)

or,

(Kg(w,v), W, v)) = k*(B — ) f now'dw, forall (w,v) € H(Dy).
Dy,

Also,letf € L*(Dp). Then, (0, nof) € L*(Dp) x L*(Dp). Since L*(Dy) x L*(D}) € H™1(Dp) x
H™(Dy) C (H(Dp))*, we have that:
(O 10f) 0, = [ maf s = (Ko ), ')

Dy,
Hence,

(Kg(k2(B — Wy — w, K2(B — Mvp —v), W, V)
= K2(B — W {(Kp(wp, vp), W, v)) — (Kg(w, v), W, V)
= K28 — )0, nof ), W, v)) — k2(B — 2)((0, nov), (W, v))

If we set f = v, where v is the second eigenfunction in any eigenpair (w, v), the expression
above is equal to zero for all w,v) e ‘H(Dp). Since Kpg is invertible, its nullspace is trivial,
that is N (Kg) = {0}. Consequently,

1
KB —1

Conversely, if (¢, u) is an arbitrary eigenelement of T, with ¢ # 0, then we can show that

KB — Mwp=w and KB — Mvep=v, thus Tv=

it satisfies eigenvalue problem (5).
We have that (Kg(w,, tu), W, v)) = (0, nou), W, ), thus

/ Vw, - Vw dx + a/ Viu - Vv dx — k2/ n(x)w, - w'dx
Dy, Dy, Dy,

+k*B Uo(x)tu'deZ/ no(x)u~7dx
Db Dh

or equivalently,
/ v@.vﬁdxﬂzf Vu~V7dx—k2/ 1) 2% Wdx
D, t D, Dy, 14

— 1 -
+&2B | nox)u-vdx = —/ no(x)u - v'dx
Dy, 1 Dy

and we conclude that

/ V&~Vvdx+a/ Vu-V?dx—kZ/ n(x)&~de
p, t Dy, Dy, ¢

40
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1 =
+ KB — tk—z)/Db nox)u - v'dx = 0.
Hence, { — tkLZ’ ( %wu, u)} is an eigenpair for eigenvalue problem (5). O

Proposition 2 Operator T is injective:

Proof Suppose f € N(T). Then, it satisfies the following equation for any choice of test
functions (W, v):

/ Vwy - Vw'dx — k2/ nwy W dx = / anydx
Dy Dy Dy
We fixaw € H&(Dh), w # 0 and we pick V/l =0, v,2 € Hé (Dp). Then,
(Kp(wy, 0), (W, v1)) = (Kp(wp, 0), (), v,)) = /D nof vydx = 0
b

Since nof € (H& (Dp))* and v; € H& (Dp) is an arbitrary element, nof has to be the zero
functional of (H(} (Dp))*. Thus, f = 0. O

Remark 1 Since T is injective, from the following Hilbert space decomposition:
L*(Dy, modx) = N(T) & R(T) = R(T)

and the Hilbert-Schmidt theorem, the eigenelements of T' form an orthonormal basis for

L%(Dy, nodx) and this also proves the existence of an infinite, discrete set of eigenvalues
{Antnzs-

Until this point, we have selected a € R, such that AEI exists as a linear and bounded
operator. In what follows, we attempt to find sufficient conditions, under which there
exists a A > 0, such that A 4 is a coercive operator. Note that, all coercive operators are
invertible, due to the Lax-Milgram theorem.

Lemma 1 Suppose that (w,v) € H(Dy). Then, the following inequality holds:

c_
—w|?* < LIVWI® + VY] + (e = DIvI% (10)

1o(Dp)
where € > 1 and Ao(Dy) is the first Dirichlet eigenvalue on Dy,

Proof As a consequence of Poincare’s inequality on H& (Dp), we have:

2
- =

< IVw — Vv
Ao(Dp)

lw—v

and so,

2
(wll = Ivi? <

2 2
=< AO(D;,)[”VW” + 1Vvi?]

Using Young’s inequality for an € > 1, we derive that:

LIVwl? + Vv]2]

1 2 2
(1 - E) Iwll* + @ —e)lvl® = 7o(Dp)
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Lemma2 Leto € (0,1), € > 1 and c; = min{l, a}. Then, for the operator A, to be
coercive, it suffices:

e 0=oak®)e—1 |, (-oaibe-1D -
2€Nmax 2k2770,min

Proof Inequality (10) can be used, in combination with a sufficient condition on the
wavenumber k2, to show that there exists a positive number A > 0, such that A, is a
coercive operator. Choose a A > 0. Then,

Arw,v), (W, v) = [ Vw - Vwdx + a/ Vv - Vidx
Dy Dy,

—kz/ n(x)w - wdx +k2A/ no(x)v - vdx
Dy, Dy

v

al IVWI + IVVIP] — K2 nmax Wl + k> Ano min | vII*
o[ IVw)* + IVvI?] + (1 — o)er [ IIVwI? + IVv?]
— K ma |WI* + K2 Anominl|V |2

Ao(Dp)(e — 1)

2
lwll
2¢

A%

oo [IVWI® + IVVI?] + (1 — 0)ey [

ho(Dy)(€ — 1)
I | = K nmaxl Wl + K Ang i IV

O

Choosing values for o, € provides a lower bound for A that also serves as an upper bound
for all eigenvalues {A,,}°° ;. Moreover, it is possible to derive a coercivity constraint on the
wavenumber k2 which explicitly determines o, € and A, such that (11) holds.

Corollary 1 Suppose that the wavenumber k? satisfies the inequality
c11o(Dp)
27)max

K2 < (12)

Then, there exists a A > 0, such that A 4 is coercive.

Proof Suppose that (12) is satisfied. Then, it is easy to see that there are suitable choices
for o,€ and a A > 0 large enough, such that (11) holds. As a result, the operator A 4 is
coercive. O

Theorem 2 Suppose (12) is satisfied. Then, there exists an infinite sequence of eigenvalues
{An}32 1 of (5), with —oo as their only accumulation point. As a consequence, there exist at

most finite positive eigenvalues.

Proof Suppose (12) is satisfied. Then, there exists a A > 0, such that A, is coercive.
Hence, (5) is equivalent to the generalized eigenvalue problem:

/ Vw - Vw dx + a/ Vv - Vv dx — k2/ n(x)w - wdx
Dy Dy, Dy

+ k%A / noG)v - vVdx = k2(A — 1) | nolx)v/ dx
Dy, Dy,

or,

(Aalw,v), W, v)) = k(A = 1)(Bw, v), (W, V)
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A, is a linear, coercive, self-adjoint operator. Moreover, B is also linear, self-adjoint,
compact and positive. Operator eigenvalue problem:

Aa(w,v) = k2(A — 2)B(w, v) (13)

which is equivalent to (5), has been shown to have an increasing and positive sequence of
eigenvalues {k%(A — A;j)} that have +o00 as their only possible accumulation point (if they
are indeed infinite) [12, Theorem 10.23]. From Remark 1, A; is an infinite sequence. Thus,
k2(A — Aj) = 400 andso, A; — —oo. Furthermore, since A —1; > 0, we conclude that:

Aj<A VjeN (14)

As we can see, (14) is the aforementioned upper bound for all eigenvalues A;.

For the second part of the theorem, let’s assume to the contrary that there exists an
infinite number of positive eigenvalues, i.e. {1;};c/, is a subsequence of positive eigenvalues.
Since (14) is an upper bound for all eigenvalues, the subset of positive eigenvalues {};};c;
is contained in (0, A). From Bolzanno-Weierstrass theorem, there exists a convergent
subsequence of positive eigenvalues {};, }xc;. That is a contradiction, since their limit
would be a second accumulation point for the eigenvalues {1, };° ; of (5). O

The sequence of generalized eigenvalues k(A — ;) follows the Courant-Fischer type
min-max principles, with the first (smallest) eigenvalue k(A — A1) being an infimum [12,
Theorem 10.24]:

(AA(W, V)} (W, V))H(Db)XH(Dh)

KA —2y) =
(wV)eH(Dy), vi£0 (B, V), (W, V) 1(Dy) x H(Dy) s
2 2 _ g2 2 2 2
o I el VP = R Py 4 K24y molvd
(w,v)eH(Dp), v#£0 be nolv|2dx
From inf — sup properties and (15), the following min-max principle for A; holds:

1 —IVwl* = alVv|* + &> [, nlwl*dx

M= sup 5 (16)
k (w,v)eH(Dp), v#0 be nolv| dx

Corollary 2 Suppose that the coercivity constraint (12) is met. Then, there exists a positive,
lower bound for the largest eigenvalue ).:

"min

A > >0

10,max

That is to say, there always exists a positive eigenvalue for (5).

Proof By substituting (1, 1) € H(Dp) in the right-hand side of (16), we have that

be ndx - be Mmindx _ min

M= > =
be nodx be 10,maxdx 770,max

[}

Furthermore, (16) implies that the largest eigenvalue A; is monotonically increasing
with respect to the refractive index 7. As a result, if we consider (1)—(4) for a constant
refractive index, we have the following uniqueness result for the inverse spectral problem:

Theorem 3 Under the coercivity constraint (12), a constant refractive index is uniquely
determined from the knowledge of the largest eigenvalue d1 = A1(n).
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Proof Suppose that n1(x) = n1 # n2 = n2(x) are two distinct, constant indices of
refraction and that A1(n1) = A1(n2). We furthermore assume that &, a and g = 1o(x) are
identical for both problems. Without loss of generality, we suppose that n; < ;. From
(16), we have that:

1 — Vw1l — al|| Vil + K2y [lwi |2

A = —
1(m) 2 Ty, ol Pdx

where (w1, v1) is a maximizer of (16). Then,

1 =IVml? = alVvill* + Knzllwa |1*

k? Jp, nolvi|*dx

satisfies the inequality A1(n1) < m < A1(n2), which is a contradiction. Similarly, we arrive

at a contradiction, if we assume that 7y < 7. O

Remark 2 In contrast to [5], uniqueness for the inverse spectral problem for a constant
index of refraction is not associated with any constraints on the sign of 1 — .

3 Non-completeness for the eigenfunction system
One of the main goals of our study is to implement a Galerkin Scheme for the numerical
approximation of the modified transmission eigenvalues. To this end, an orthonormal
basis for the solution space H(Dp) is required. At first glance, an attempt to define an
auxiliary spectral problem, similar to (1)—(4), would be reasonable. A natural choice for
the latter occurs as a special case of (1)—(4), by choosing 7 and 59 to be constants.
Obviously, this potential eigenvalue problem would then have properties similar to
the starting eigenvalue problem and thus, in order to determine whether it produces a
complete set of eigenfunctions, one could firstly study the completeness of (1)—(4).
According to the previous analysis, if the coercivity condition for our wavenumber is
satisfied, then the following eigenvalue problems are equivalent:

(Arw,v), (W, V) =0
or,
(Apw, v), W, V) = k(B — 1)(Bw, v), W, 7))
or,
(Aalw,v), W, v)) = K2(A = M)(Bw, v), (W, V) 17)

where A 4 in particular can be chosen to be a coercive, self-adjoint operator. We will find
out, later in our study, that the coercivity property is of great significance, both to the
theoretical and the numerical aspects of the spectral problem.
Define T : H(Dp,) — H(Dp), such that
T:= A:‘%BAZ%
1 41 141 41 1
A%, A ,* are well defined and the property A ,* -A,> =1 =A,* - A ,* holds, since A 4

is a coercive, self-adjoint operator (as a consequence of coercive operators being positive

o=

operators). Thus, (17) is equivalent with the operator eigenvalue problem for 7":

[kz(A—l_ A)I - T] u=0 u=(uy,u) € H(Dp) 18)
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1 .
where (11, u) = AIZ (w, v), excluding the zero eigenvalue for T.

We denote by:
_ 1
S ETy—y

the eigenvalues of (18).
We note that the operator 7 is compact, self-adjoint and positive. Thus, the following
decomposition holds: H(D,) = N(T) & R(T).

Proposition 3 There exists an orthonormal basis {V;.},'E/ consisting of eigenelements of T

that correspond to the zero eigenvalue of T, that spans N(T').

Proof N(T) is a closed subspace of H(Dp), thus is a Hilbert space itself. It is also sepa-
rable, since it is a subspace of H(Dj), which is a separable space. Hence, there exists an

orthonormal basis for N(T'). O

Proposition 4 R(T) is spanned by an orthonormal system of eigenelements {u;}icr of T
that correspond to all nonzero eigenvalues of T.

Proof Corollary of Hilbert-Schmidt theorem. O
Corollary 3 If we combine the orthonormal basis {v;.},'ej and {u;}icr for N(T) and R(T)
respectively, we get an orthonormal basis for H(Dy). That is, {v;} iey U{ui}ier is an orthonor-

mal basis for H(Dy) since (N(T))* = R(T).

We examine the existence of a system of eigenfunctions (wy, v,) that correspond to
1

the eigenvalues {1}, ;, which constitutes a basis for H(Dp). Operator Azi is a topo-
logical isomorphism, defined on H(Dy). If {i,};>, is any orthonormal basis, then the

_1
system {A ,”i1,}0° | is a Riesz basis for H(D;). Furthermore, we notice that if (w, v) is
an eigenfunction pair for (5), then from equivalence of the two problems (5) and (18),

+3 : . 2
u:=A,*(w,v) is an eigenelement of 7.

Proposition 5 Suppose that {u,}° | is an orthonormal basis of R(T), consisting of

. _1
eigenelements of T and define the eigenfunction system (Wy, vy,) := A ,* uy, of (5). Then,
- _1
span{(wp, vy)} = R (AA2 R(T))

Proof Let w € R(T). Then it can be written uniquely as w = Y02 | Gntiy, for some
1

complex constants a,,. Since A? is bounded, we have that
o
+1 +1
Ajlw=A," Zanun
n=1
+
— 472 -
=Ay ) Ay
n=1

IR 00
= AAZAAZ Zﬂn(wm Vi) = Zﬂn(Wm Vin)

n=1 n=1

o=

AWy, Vi)

This concludes the proof. O
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In the following lemma, we present a dimensional analysis for the nullspace N(T'), which
is necessary in order to study the completeness of eigenfunction pairs {(wy, v,)}52 ;.

Lemma 3 Suppose the coercivity condition (12) is satisfied. Then,
dimN(T) = oo

Proof Since A:‘% is a topological isomorphism, N(T) = N(AZ%BA:‘%) = N(BA;%). Let
u € N(T). Then, Tu = 0 is equivalent with BA:‘%M = 0and A:ﬁu € N(B).
Furthermore, the nullspace of B can be described as follows:
N(B) = (n,0) : w € Hy (D)},
as a result of the orthogonality relation
(Bw,v), (w,v))=0forall (w,v) € H(Dp)
which is equivalent tov = 0and w € HO1 (Dp).
Hence, we have that dimN (B) = dimH(} (Dp) = o0. Moreover,AZ%u € N(B), thatis,u €
AZ%N (B) and since AX% is a topological isomorphism, it will also conserve dimensions.

1
Thus we have the desired result, dimN(T) = dim(AXzN(B)) = dimN (B) = oo. O

Theorem 4 Suppose the coercivity condition (12) is satisfied. Then, eigenfunction pairs
{(Wn, vi)}32 1 of (5) are not complete in H(Dy), in the sense that they are not a Riesz Basis.

1 =
Proof Since A ,* is a topological isomorphism and R(T) is a proper subset of H(D;)

_1
as a consequence of Lemma 3, we conclude that R (A A |R(T)) C H(Dp). Invoking

Proposition 5 yields that span{(w,, v,)} C H(Dg), that is the system of eigenfunctions

{(Wp, vu)}52, of our eigenvalue problem isn’t complete in the Riesz-Basis sense, in H(Dj).
O

Remark 3 Note that the previous procedure can be applied to any self-adjoint, generalized
eigenvalue problem. More specifically, if it is possible to define an equivalent eigenvalue
problem, corresponding to an operator with the form A_%BA_%, where A is self-adjoint
and coercive and B is a compact operator, then spectral completeness in the Riesz Basis
sense is dependent on whether compact operator B is injective or not.

4 An auxiliary spectral problem
In what follows, we define an auxiliary eigenvalue problem, in order to construct an
orthonormal basis for the solution space H(Dy). We consider the system:

Ap—op=0, xeD, (19)
AY —oy =0, xe€D, (20)
d=1v, x€dDy (21)
9 9

% = —%, x € 0Dy (22)

which is similar in structure with eigenvalue problem (1)—(4), but as we will discuss later
on, it also has the spectral completeness property that (1)—(4) lacks. It is also a degenerate
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system, in the sense that the differential operator A — o repeats itself on both equations
(19) and (20). We will examine the analytical implications of the above definition in the
following chapter.
We proceed by illustrating the spectral properties of the auxiliary problem defined
above. Consider the variational formulation of (19)—(22):
Find (¢, ¥) € H(Dp) and a o € C, such that
f v¢-v$dx+f VY - Vy'de+o | ¢ddeto | wy'de=0,
Dy Dy, Dy Dy (23)
¥(¢, ) € H(Dy)
By means of Riesz representation theorem, we define an operator eigenvalue problem,
equivalent to (23):
(e 90, 0,0 = [

Dy,

v¢.v¢7dx+/ Vi - Vi da

Dy

+o ¢>$dx +o ldex =0
Dy Dy
for all (qb/, 1//) € H(Dp), where A, : H(Dp) — H(Dp) is a linear bounded operator that

depends analytically on the spectral parameter o € C.

Remark 4 A, is self-adjoint if and only if o € R. It is easy to verify that if o is not a real
number, then N(A,) = {0}.

Remark 5 The family of operators {A; }5<c is of Fredholm type and depends analytically
on o. Thus, if we set: 6 := ¢ + io}, o1 # 0, then from Remark 4, R(Az) = H(Dp), and
as a consequence, A ! exists as a bounded, linear operator. From the theory for analytic
Fredholm operators, we conclude that {A },<c is invertible for all o € C, except mostly
on a discrete subset of the complex plane. Thus, we can choose one 8 € R, such that AEI

exists as a bounded operator.

We can also define, by means of the Riesz Representation theorem, a bounded linear
operator Kg : H(Dp) — (H(Dp))* in the following way:

(Kp(d W) @, ¥ ) rupp)ys xroy) = Bple ¥) (@ ¥ ) rioy) < 1(Dy)

Hence, Kg is also of Fredholm type and ]K/gl : (H(Dy))* — H(Dp) exists as a bounded
operator.

This operator can be used to define an equivalent eigenvalue problem with (23). Define
T : L2(Dy) x L2(Dp) — L*(Dy) x L?*(Dyp) which is depending on the fixed parameter 8,
such that T(f g) := (¢y, V) € H(Dp), where K;l(ﬁg) = (¢r, ¥g) . Since Kp is invertible,
T is well defined.

Proposition 6 Operator T : L?>(Dy) x L*(Dy) — L*>(Dy) x L*(Dy) is compact and self-
adjoint. Furthermore, the eigenvalue problem (23) is equivalent with the following eigen-
value problem for T, excluding the zero eigenvalue of T (if zero is an eigenvalue).

T(6, ) = —— (¢, ¥) (24)
B—o

Proof T iscompact, since it is a bounded mapping from L2(D;) x L?(Dy,) to H(Dj,) and the
compact embedding of H(D},) into L?(Dy,) x L*(Dp). Also, T is self-adjoint as a consequence
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of Ag, B € R being self-adjoint. We proceed by proving the equivalence of eigenvalue
problems (23) and (24):

Suppose (¢, ¥) is a non-trivial solution of (23) for some o. Then (¢, 1) belongs to the
nullspace of K, i.e.

(Ko W), (¢, 9) =0 Y(@,v) e H(Dp)

Alternatively, the relation above can be written as:

(Kp(, ¥), (8, %)) — (B—0)(¥) (@, ¥)) =0

for all (qﬁ/, I/f/) € H(Dy), since {0, (¢, ¥)} is an eigenpair for (23). As a consequence,
_ 1
Kg(e, ¥) = (B — 0)(¢, ¥) and thus, T(p, ¥) = K5 (¢, ¥) = OV
Conversely, suppose {t, (41, u2)}, t # 0 is an eigenpair of T. Then, it is also a non-
trivial solution of (23). Indeed, we have that T(u1, u2) = t(uy, up) is equivalent to
Klgl(ul, ug) = t(uy, uz). This implies that KﬁKlgl(ul, uz) = tKg(u1, up) and so (uy, uz) =
tKg(u1, uz). As a result, (Kg(ui, u2), @, wl)) = (%(ul, u), (@, w/)) which can be written
as: (Kﬂ_l(ul, u), (@, ¥)) = 0 for all (qb/, I/f/) € H(Dp). That is, B — % is an eigenvalue
t
and (u1, uz) the corresponding eigenfunction pair for (23). O

As aresult, the eigenvalues o of (23) form a discrete set with no accumulation points in
R.

Lemma 4 Operator T is injective, i.e. N(T) = {0}

Proof Let (fo, go) € N(T). Then, T(fo, go) = (0,0) = Kgl(fo,go) € L2(Dy) x L*(Dy,) and
since K/;l is an isomorphism, we conclude that (fy, go) = (0, 0) € H(Dp) O

From the decomposition L?(Dp) x L*(Dp) = N(T) & R(T), injectivity of T implies that
L2(Dy,) x L*(Dp) = R(T) and thus, the eigenelements {(¢,, ¥,)}ne; of T can form an
orthonormal basis for the space L?(D,) x L?(Dy). Moreover, injectivity of T also implies
that eigenvalues {0,,}7° ; are infinite.

In what follows, we illustrate that eigenfunction pairs of (23) are orthogonal with respect
to the inner products of both L?(Dy,) x L*(Dp) and H(Dj).

Proposition 7 Let 01 # o9 are two distinct eigenvalues of (23) and (¢1, V1), (2, Vo) are
corresponding eigenfunction pairs. Then, they are orthogonal with respect to the L>(Dj) x
L*(Dy)-inner product. That is,

((¢1: Wl)) (¢2) wZ))LZ(Db)xLZ(Db) =0.

Proof Ift; # t are two distinct eigenvalues of T and (f1, g1), (f2, £2) are the corresponding
eigenelements, they are orthogonal with respect to the L2(D;) x L(D},) inner product, due
to T being self-adjoint. Equivalence of eigenvalue problems (23) and (24) implies that all
eigenfunction pairs of (23) that correspond to distinct eigenvalues o are also orthogonal
with respect to the L2(Dy) x L?(Dy) inner product. O

Lemma 5 Suppose{o1, (¢1, Y1)} and {02, (P2, ¥2)} are two eigenpairs of (23), with o1 # 0.
Then, they are orthogonal with respect to the H(Dy)-inner product, i.e.

((P1, Y1), (@2, V2)) 1Dy xH(Dy) = O
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Proof Let {01, (¢1, ¥1)} and {09, (¢2, ¥2)} be two eigenpairs of (23), with o1 # o3. Since
(¢1, ¥1) is an eigenfunction pair, it is a solution of (23) for any choice of test functions.
Choosing (¢, ¥2) as test functions yields

/ Vo1 - Viodx + / Vlﬂl-v%dx—l—al[ [ d1dodx + / wlﬁdx} =0 (25
Dy, Dy, Dy, Dy,

From Proposition 7,
$1¢odx + [ Y1Ydx =0 (26)
Dy, Dy,
Equations (25) and (26) imply that
/ Vo - szdx+/ Vi - Viadx = 0
Dy Dy

As a result,

(91, Y1), (D2 Vo)) 1(Dy) x H(Dy) = (1, V1), (D2, ¥2))12(D,) x12(Dy)
+ (Vér, Vi), (Voo, V) 120,y x12(Dy)
=0

O

In what follows, an equivalent generalized eigenvalue problem to (23) is formulated,
which grants a min-max characterization to the eigenvalues {0} ; of (23):

Let A > 0 be an arbitrary positive number. Then, eigenvalue problem (23) is equivalent
with the following:

/ v¢.v¢7dx+/ vw.deerA[/ ¢>q7dx+/ dex}
Dy Dy, Dy, Dy,

=(A—0) [ od dx + I/de}

Dy Dy,

(27)

We define a bounded, linear operator B : H(D,) — H(Dj) by means of Riesz Represen-
tation theorem:
(B, ), (8, ¥ Vrepy)x D) = /D o'dr+ | yylds
b b

Then, (27) can be written as an generalized, operator eigenvalue problem:

AA(¢: Iﬂ) = (A - U)B(¢, W);

where A 4 is a linear, self-adjoint, coercive operator and B is a compact, linear operator.
Note that, in contrast to our original eigenvalue problem (5), there are no coercivity
constraints.

The eigenvalues A —o;, of this operator eigenvalue problem are positive, increasing, with
only possible accumulation point at 400, if they are infinite [12, Theorem 10.23]. They
also have a min-max characterization (Courant-Fischer), with the smallest eigenvalue,
A — o1, being an infimum:

. (AA(¢, W); (¢t w))H(Db)X'H(Dh)
1= m
(@ WIEHDy), 6, 9)#0,0) (B(, V), (&, V) 1(Dy) x H(Dy)

A—o
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‘ IVOI + IVYI2 + A [, 16°dx + A f, ¥%dx
= mn
(@AM D), (6:1)#(00) p, 1#12dx + [ [v[*dx
inf IVl + [V |I?
T @MDY, 61£00) Jp, 1¢12dx + [1, 1¥|2dx

= A, (by choosing (¢, ¥o) = (1, 1))

+ A

These properties are then passed onto the sequence {0, }7° ;. Hence, {0,,}3° ; isa decreas-
ing sequence , with only possible accumulation point at —oc. Since A can be chosen to be
an arbitrarily small positive number, o, < 0 Vn € N. Also,

=A-A=0

We will later find out that o7 corresponds to the first Neumann eigenvalue. In fact, the
sequence {—oy},eN consists of either Dirichlet or Neumann eigenvalues for the Laplacian
in Dy,

In order to construct the orthonormal basis for our solution space H(Dy), we define an
operator T : H(D,) — H(Dy) as follows:

- _1 _1

T:=A,*BA,>
Hence, T is a self-adjoint, compact and positive linear operator. From definition of B,
N(B) = {0} which implies that N(T) = {0}. Injectivity of B is crucial for spectral com-

pleteness, as from the the Hilbert space decomposition H(Dp,) = N(T) @ R(T) = R(T) and
the application of the Hilbert-Schmidt theorem to T, it is possible to select an orthonormal

basis of H(Dj) consisting of eigenelements of T.
The eigenvalue problem (23) is equivalent with the following:

|: 1 I—T]u:O, u = (uy, uz) € H(Dyp) (28)
A—o

1
where (11, uz) = AXZ (¢, ¥), (¢, ¥) is an eigenfunction pair of (23) and both operators

+1 -3 N . L
A ,* A ,* are topological isomorphisms. In contrast to (18), this eigenvalue problem
corresponds to an injective operator thus zero isn’t one of its eigenvalues.
}OO

Suppose that {i; 2= {(u({), u2 )}°°1 is an orthonormal basis for H(Dj), consisting

of eigenelements of T. Then, {A A2 u]}“1 is from definition, a Riesz basis for H(Djp). It
consists of eigenfunction pairs (¢, ¥) of (23), since (23) and (28) are equivalent eigenvalue
problems.

Using the results mentioned above, we present a convenient method to construct the
desired orthonormal basis. For each eigenvalue 0, n € N, we select an orthonormal basis
for its corresponding eigenspace: {(qu'), A (), (qb(”) 1//5")),

o (¢ l((n})q)’ wlﬁ?i))}’ where k(1) < 400 is the geometric multiplicity of o,,. Then, from the

equlvalence of (23) and (28), we have that:
AL iy € spant(@, ™), @, p),.., @y Ui, VneN (29)
Theorem 5 The system:

F = U{(«p(’” P @503 - @y Vo)

is an orthonormal basis for H(Dyp).
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Proof From Lemma 5, F is orthonormal. Let w € H(D,). Since {A un} ° ; is a Riesz
basis for H (D), w can be described from a series expansion

s _1
= cubhy’ ity (30)

for some choice of constants ¢,. Relation (29) implies that

_1
2 Za(”)(¢(") (")), neN (31)

As a consequence of (30) and (31),
o0 k(n)

w = Z Za(n)((p(n) 1p(n

Hence, w € spanF, implying that H(Dp) C spanF. On the other hand, spanF C H(Dp),
so we have that spanF = H(Dg) and the proof is concluded. O

5 Analytic construction of the orthonormal basis
In the previous chapter, we showed that (19)—(22) provides a complete eigenfunction
system in H(Dy). Firstly, we restrict ourselves to the simple case of Dj being the disc
D(0, R) C R?. Hence, we can apply separation of variables and obtain analytical formulas
for the eigenfunction system. However, as we will mention later on, this procedure can be
generalized for all feasible geometries Dy,

For simplicity, in what follows we substitute —o with ¢ and the auxiliary eigenvalue
problem is re-written in the form:

Ap+0¢9p =0, xeD (32)
AV +oy =0, xeD, (33)
d=v, xeciDy (34)
9 9

a_‘f _ _%, x €D, (35)

Thus, any solution pair of problem (32)—(35) for x = (r,0) in polar coordinates, must
have the form:

Om(r, 0) = dm]m(\/g’”)eime
Y 0) = bm]m(\/gr)eimg;

where m = 0,1,2,.. and J,, are the cylindrical Bessel functions. Since any solution
pair must also satisfy the boundary conditions (34)—(35), i.e. ¢(R 6) = (R 0) and
3¢/V(R,0) = —3y/dv(R, 09), the following homogeneous, linear system of equations
emerges for constants a,, and b,,:
am]m(\/ER) - bm]m(\/gR) =0 (36)
VO] (NTR) + /T by (VOR) = 0 (37)

Non-trivial eigenfunctions w(r, ) and v(r, 0) stem from values of ¢ that are roots of the
determinant:
dt( In(VoR) (/o R) )
VoI (VoR) /o], (/o R)
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Equivalently, 2ﬁ];n(ﬁR) Jm(x/oR) = 0, that is,

Jm(x/oR) = 0 (38)
or,
Vo) (VoR) =0 (39)

To summarize, if o is an eigenvalue of the auxiliary spectral problem, then it has to be
either a Dirichlet eigenvalue (38), or a Neumann eigenvalue (39) for the Laplacian, in the
disk D, = D(0, R). We notice that (38) and (39) are mutually exclusive (for fixed m € N),
since a Dirichlet eigenfunction can not be simultaneously a Neumann eigenfunction.

In the case where (38) holds, the eigenfunction pairs take the following form, as a
consequence of (36) and (37):

1\ Jm Imi, e I fint ) gimé »aet
2 R (40)

where j,,; is the [-th zero of J,, m € Ny

In the case where (39) holds and o # 0, the eigenfunction pairs take the following form,
as a consequence of (36) and (37):

¢ (]m (J%r) e, Iy (%r> ei’”g), ¢ eC, )

where jlml is the /-th zero of];n, m € Ny
The case when o = 0 is special, because the corresponding Neumann eigenfunctions

for —A is the family of constant functions.

Lemma 6 Foro = 0, eigenfunction pairs take the following form:
c3(1, 1), c3€C

Proof Let (¢, ¥) be an eigenfunction pair for the auxiliary eigenvalue problem, corre-
sponding to o = 0. Define u := ¢ — 1. Then, u satisfies the differential equation:

Au=Adp— Ay =0, inD,
ulap, = (¢ — ¥) lap, =0

This differential equation is well posed and only possesses the trivial solution # = 0. Thus,
our eigenfunction pair (¢, ¥) satisfies the relation ¢ = 1, in D;,. Hence, by substituting in
the auxiliary eigenvalue problem, ¢ must be a solution of the differential equation:

Ap =0, inD,

0
—¢ =0, onaDy
av

That is, both ¢ and v are Neumann eigenfunctions foro = 0,i.e.¢ =y =¢, c € C. O

To summarize the results above, we state the following:

Corollary 4 Let D(D(0, R)) and N (D(0, R)) denote the set of all Dirichlet and Neumann
eigenvalues respectively, for — A in the disk D(0, R). Then, the eigenvalues o of the auxiliary
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eigenvalue problem consist of the set D(D(0, R)) U N'(D(0, R)), where the corresponding
eigenpairs are of the form:

1 Un(Var)e™, —Jn(Jor)e™), ifo € D(D(0, R))
2 Um(Tr)e™, Ju(\/ar)e™), if0 # o € N(D(0,R))
e3(1,1), ifo =0

The above result, as mentioned earlier, can be generalized to all feasible geometries
Dy,. That is, the problem of constructing an orthonormal basis for H(Dj), where Dy
is an arbitrary geometry, reduces to solving the corresponding Dirichlet and Neumann
eigenvalue problems on D,,. This can be proven by using the fundamental properties of
Dirichlet and Neumann eigenfunctions, for — A on a general geometry Dj,. Therefore, the
following result can be inferred:

Theorem 6 The spectrum of the auxiliary eigenvalue problem (32)—(35) consists of Dirich-
let and Neumann eigenvalues for — A on Dy. The corresponding eigenpairs are of the form:

1@, —u), ifo € D(Dy)
Cz(ﬁ, I:l), lfO 75 [oANS] N(Db)
c3(L,1), ifo=0

where u, it are Dirichlet and Neumann eigenfunctions respectively.

The previous method of constructing an orthonormal basis for H (D) focuses in the
special case where Dj, is chosen to be a disk. However, it is possible to obtain a basis
in more general geometries. Theorem 6 implies that the only practical difficulty appears
when solving the Dirichlet and Neumann eigenvalue problem on D,,. If the geometry
allows separation of variables, it is possible to derive analytical expressions for Dirichlet
and Neumann eigenfunctions, after solving the characteristic equations.

6 A spectral Galerkin approximation method for the eigenvalues
In what follows, a spectral Galerkin method is implemented to calculate the eigenvalues
of (5). The computation of modified transmission eigenvalues is also considered in [9,10].
Furthermore, for the numerical approximation of Steklov eigenvalues associated with a
modified far field operator, we refer the reader to [4,16,17]. Here, we adopt a similar tech-
nique with [14,21], where a spectral Galerkin method was introduced for the computation
of transmission eigenvalues. In that case, the bilaplacian eigenfuctions were used as the
appropriate basis in the corresponding solution space. According to the previous analy-
sis, we assume that the coercivity condition (12) for the wavenumber k2 is satisfied and
that {(¢, ¥n)}52, is an orthonormal basis for H(Dj). We have already demonstrated one
method of constructing such basis, through means of the auxiliary, degenerate spectral
problem (32)—(35).

Let {X, (w, v)} be an eigenpair for (5). Since (w, v) € H(Dy), we can consider its Fourier
expansion with respect to {(¢, ¥n)}50 ;5

(w,v) = Z Cn (Pns ¥n)
n=1
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Hence, an approximation for the eigenpair (w, v) can be defined through the partial sum:

N
W, )N =" (B Yn)

n=1

N N

wiN) .— chd)n and v .— ch‘ﬁn
n=1 n=1

By substituting w") and v™) in variational formulation (5), and choosing as test functions

the orthonormal system {(¢y, 1/;,,)}2’:1, an approximate generalized, matrix eigenvalue

problem arises:
MNe = MM (42)

where M1, My are N x N matrices, defined as follows:

MM = f Vi - Véjdx +a / Vi - Vidx — kK / n(x) iy dx
Dy Dy, Dy,

ME = [ oot
b

andc = (cp,cp.nen)l €RN, 4j=1,2.,N
Equation (42) is a generalized matrix eigenvalue problem and is a discrete analogue of
the eigenvalue problem (5). Since the coercivity condition is met, (5) and (13), are also
equivalent eigenvalue problems. Thus, approximation results for eigenvalues of matrix
equation (42) can be obtained, through an application of spectral approximation theory
for the generalized eigenvalue problem (13).

It is useful to introduce an abstract framework for convergence of projection methods
[15]. Then, a Galerkin discretization scheme can be defined, since it falls into such category.

Let X be a Hilbert space and {Xy}%;_; be a sequence of finite-dimensional subspaces of
X,wheredim(Xy) = N, VN € N. Also,let Py : X — X be bounded orthogonal projectors
on the finite-dimensional subspaces Xy, VN € N, such that Pyx — x, Vx € X. Given
an invertible operator A € L(H), the projection method for A seeks to approximate a
solution of the equation Ax = y, by a sequence of solutions {xx'}3;_; to the equations:

PNAPNx =Pyy, N =1,2,.. (43)

Definition 1 The projection method for A is said to converge, if there exists an integer
ng such that for every y € X and for every N > ny, there exists a unique solution xy to
equation (43) and, additionally, it is required that xn — A~!y.

We denote by [ [(Pwn) the set of all linear, invertible operators for which the projection
method converges. The following result is useful for our analysis [15, Theorem 17.1]:

Theorem 7 Let A € L(X). Then, A € [[(Pn) iff there exists an integer ng, such that

Jorall N > no, PnAlxy = PNAPNIxy : XN — XN has a bounded inverse and also,
-1

(PvAPyxy) H < .

SUPN/> o

We also make use of the following result [15, Corollary 17.5]:

Corollary 5 Let X be a Hilbert space and A : X — X be a linear, coercive operator. If
Py : X — X is a sequence of orthogonal projectors, such that Pyx — x, then A € [ [(Pn).
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Combining the above considerations, we derive the following:

Corollary 6 Let A € [[(Pn) and set AN) .= Py A| Xy : XN = XN. Then, as a consequence
of (43) and Theorem 7,

-1
(A(N>) Pyy — A"l

Furthermore, the asymptotic behaviour of eigenvalues corresponding to matrix equa-
tion (42) can be revealed, by using a spectral approximation result for positive and com-
pact operators [13, pg. 134]. We note that the assumptions for spectral convergence are
stronger than in [14,21], where the corresponding eigenvalue problem was not self-adjoint.

Theorem 8 Let H be a Hilbert space and Ky : H — H be a sequence of positive and
compact operators, that converge uniformly to a positive and compact operatorK : H — H
(norm-convergence). If we denote by {tn i} the sequence of eigenvalues of Ky and by {ti}
the sequence of eigenvalues of K, then we have that:
lim tyi =¢
N—oo Nk k

where the convergence is uniform with respect to k.

Using the aforementioned framework for projection methods and spectral approxima-
tion, allows us to define a Galerkin discretization scheme which intends to approximate

the eigenvalues {1}, ; of (5) and examine its convergence properties.
Let X := H(Dp) and the N-dimensional subspaces Xy C X, N € N:

XN = Spﬂ"{(¢1: WI)) (¢27 1#2)} (¢N; wN)}

Moreover, we consider the orthogonal projection operators Py : H(Dp) — H(Dp), with
range in X . Then, we define the following linear, bounded operators:

N
A(A ) = PNAslxy : XN = XN

B™) .= PyBlx, : XNy — Xy

Since A 4 is coercive, from Corollary 5,A 4 € [[(Py). Itisalso easytosee thatA(/]‘V) inherits
_1 +1
the coercivity property from A 4. Hence, the operators (A(/]\V)) 2 (A(/]\\[)) o XN — XN

can be defined, since both A(/va) and Ag\[) are positive operators. Furthermore, we can

define the discrete analogue of operator eigenvalue equation (13) as follows:
(A(/]‘V)(W(N), V(N)), (W/, V/)> — kZ(A _ )“(N)) (B(N)(W(N), V(N)), (W/’ V/)) )
v (44)
Y(w,v) € Xy

Define the linear, bounded and self-adjoint operator TW) . Xy — Xy such that:
1 1
F(N) . N)\ 2 oV (N)) 2
TN = (47) 7 B (a9")
Then,

1 .
[ml — T(N):| M(N) =0, M(N) - (M(IN), M(ZN)) € X

+,
where (u(lN), u(ZN)) = (Ag\[)) : (W), vy isan equivalent eigenvalue problem with (44),

excluding the eigenvalue ™) = 0 for 7™,
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The finite-dimensional operator eigenvalue problem (44) is equivalent with the matrix
eigenvalue problem (42). Set:

- d - -
H” 24—y AN RT )

Then, to obtain the convergence result A 5 A N — oo, it suffices to show that
u™N) — 1, N — o0o. To achieve this, we also make use of the following results:

Lemma 7 Let H be a Hilbert space and F, Fn : H — H positive operators, N € N. If
Fn — F strongly, then:

1
Fy — F2 strongly

The above Lemma can be proven by using a Taylor series representation for the square root
operators and Tannery’s Lemma, a Corollary of the Dominated Convergence Theorem.
It is also easy to show that:

Proposition 8 Let H be a Hilbert space and A : H — H be a coercive, linear operator. Let
Py : H — H be orthogonal projections with range in a finite dimensional subspace Xy.
Then, AN) .= PyA| xy : XN — XN is a sequence of coercive, linear operators that satisfy

()

operators.

-1
< C for some C > 0. Moreover, {(A(N )) PN }R_, is a sequence of positive

By combining these, we can prove the following:

Theorem 9 The eigenvalues of matrix equation (42) converge to the eigenvalues {1,},° |

of (5).

Proof Consider the operator TW)py : H(Dp) — H(Dp), N € N. This is a linear exten-
sion of TW) onto H(Dy), VN € N. Since the spectrum of TPy and TW) are identical,
apart from (possibly) the zero eigenvalue, we will attempt to use the spectral approxima-
tion setting for the sequence of operators {T™ )PN}]?f:l.

SetK := Tand KN := TW)py, Since both K and K™ are linear, compact and positive
operators, it suffices to show that ||[K — K N)|| = 0. Consider the estimation

11 -3 -3
IK — KN = ”AAZBAA2 = (a97) 7 B (a9)

_1
2

11 -3
’AA2BAA2 — (a%) " puBa,
+(47)

1 ) -1 1
<AA2—<AA ) PN)BAAZ

i) (o - ) )|

1
2

D=

1
PyBA~E — (a37) T BN (a0)

<

By setting

- -1 _1
a(N) == H (AA — (a9 2PN> BA,?

[N
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and
a(N) := H (A(j)’))_% <PNBA;5 — B (A(j”)_% pN> “

it suffices to show that limy _ o0 21 (N) = limy_ 0 a2(N) = 0.
The second term satisfies the broader estimate:

_1 1 _1
aN) = | (a)) (PNBAAZ—B(N) (a5 ZPN>H

IA
b
~Z
~
|
S

-1
Operator A 4 is coercive. From Corollaries 5 and 6 , (Ag\[)) Py — AZI strongly.

-1
Applying Lemma 7 to the sequence of positive operators (A%”) Py, we have that

_1
2

1
-1 2 -1 _1 _1
((A(/]‘V)> PN> =<Ag\[)) : Py —>AA2. We also notice that B AA2 — (A(/le)> Py
‘H(Dp) — H(Dp) is a sequence of compact operators, since B : H(Dy) — H(Dy) is

1
2

_1 -
compact. Furthermore, A ,* — (A(/]‘V)> Py : 'H(Dp) — H(Dp) is self-adjoint and B is

self-adjoint. Hence,

_1 -3 _1 -1
ot () )| = (" - () 2v)

We also apply the following [15, Lemma 17.8]: Multiplying a strongly convergent opera-
tor sequence with a compact operator on the right hand-side, it becomes norm convergent.

B (A;% B (Ag‘w)—%PN) (A(f;[))_%

formly bounded), as a consequence of the coercivity property of A(f‘\]). The orthogonal

Thus, — 0. Also, < C for some C > 0 (uni-

projection operators are also uniformly bounded, since ||Py|| < 1.
As a consequence, limy s o0 a1 (N) = limy_, o0 @2(N) = 0 and the proof is concluded. O

Remark 6 Since (44) is a generalized operator eigenvalue problem for the linear, coercive
operator Ag\[) : Xy — Xy and the linear, compact and positive operator BN) : Xy —
Xy , its corresponding generalized eigenvalues satisfy the property k*(A — A1) > 0 for
all N € N. Asaresult, A > 0 serves as an upper bound for all approximate eigenvalues:
A > AW forallN € N. We note that this is a property inherited by the original eigenvalue
problem (13).

7 Numerical results for the modified transmission eigenvalue problem

We now present some numerical results, to validate the Galerkin method, as described
above. We are interested in the direct and in the inverse spectral problem as well. For
the direct spectral problem we aim to calculate the modified eigenvalues, given known
material properties (i.e. shape of the scatterer and refractive index). For the inverse spectral
problem, we attempt to determine the unknown physical parameters, with an a priori
knowledge of a subset of the spectrum. We note that uniqueness for the inverse spectral
problem is completely open.
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Fig. 1 Modified transmission eigenvalues for the unit disk withn =4, no =1, a = 1and k = 1, from the
first four Bessel functions. Negative roots are shown on the left and the (only) positive on the right

We restrict our analysis to circular domains with constant refractive index where in this
case, modified transmission eigenvalues can also be computed analytically. Let Dy, be the
unit disk B(0, 1)  R2. We assume that the wave number k > 0 is fixed, the metamaterial
parameters a and 1 are both positive constants and the refractive index is constant as well,
n(x) ;== n > 0. We can compute the modified transmission eigenvalues using separation
of variables for (1)—(4). The eigenfunctions can be expressed in terms of Bessel functions:

Vin(1,0) = amm (k‘/ @ ) el
—a

Wi(1, 0) = bm]m(k«/ﬁr)eime

where m € Np. From the boundary conditions, we conclude that A is a modified trans-

mission eigenvalue, if and only if:

kT (k ﬂ)
det =0, m=0,1,... (45)

LTtk Sar) =1 a ) <k\/@r>

Since A € R, equation (45) may have both positive and negative roots. When A > 0, we

r=1

use the property that J,(ix) = i"L,(x) in order to compute the positive eigenvalues, if
any, where I, is the modified Bessel function of the first kind. An example is shown in
Fig. 1.

On the other hand, we construct an orthogonal system {(¢y, Y)Y

n=1
Galerkin method to approximate the modified transmission eigenvalues AN, We use the

and apply the

method described in Sect. 5, and from Corollary 4 we represent the eigenfunctions as
Dirichlet and Neumann pairs:

Um(Nor)e™, ], (Jor)e™), ifo € D(B(0,1)
Um(or)e™, Lu(/ar)e™), if0 # o e N(B(0,1))
(1L,1), ifeo=0

The Dirichlet and Neumann eigenvalues /o, correspond to Bessel function roots given
in (40)—(41) and can be easily computed [23]. We form a basis with 40 eigenfunction pairs
and compute the 40 x 40 matrices of the generalized eigenvalue problem (42) with 2-D
numerical integration.
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0 2 4 6 8 10 12 14 16 18 20
refractive index n

Fig.2 Plots of the first three modified transmission eigenvalues versus the refractive index 5, for
k=035 a=1andny =1

Table 1 Approximation of modified transmission eigenvalues for disks with different material
properties and fixed wavenumber k = 0.35

(1, 10, 9) A ‘M - AM Ao ‘Az - A‘M A3 ‘)Lg - A;N)‘
(0.1,05,1) 0.2006 1.9 x 1076 943193 00713 —239.5053 0.4822
05,1,1) 05077 24 % 107° —46,9584 0.0349 —119.3490 03753
41,2 44093 0.0109 —74.1301 0.1276 2003112 0.8096
(15.8,6,4) 3.8892 0.1463 —202322 0.0189 —582437 0.2978

For the direct problem, we assume that all physical parameters are known and using the
MATLAB function eig, we compute the approximate modified transmission eigenvalues
AN), We note that we use a sufficiently small wavenumber X, to satisfy the coercivity
constraint (12). For the unit disc of R? and for refractive indices in the range € (0, 20)
with a > 1, we must take k < 0.38.

In Table 1, we report the first three eigenvalues for disks with different material proper-
ties. We also calculate the corresponding errors between analytically known and approx-
imated eigenvalues. In all cases, we take k = 0.35, to satisfy the coercivity constraint.

Furthermore, in Table 2, we verify the convergence of our Galerkin approximation
method. Relative error is reduced as we increase the basis dimension, as we expect from
Theorem 9.

We noticed that all material parameters affect the distribution of eigenvalues. Of par-
ticular interest is the monotonic relationship between eigenvalues and refractive index,
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Fig.3 Reconstructions of the unknown refractive index for unit disks. The material properties (, no, a) for the
above examplesare (0.8,2, 1), (4,1,2), (7.2,3,1) and (15.8, 6, 4) respectively

Table 2 Convergence for the first three modified transmission eigenvalues, for a disk with
n=4, n=1a=2andk =0.35

Error N =10 N =20 N =30 N =40
R 00320 00155 00151 00109
12 = 20| 04018 02681 0.1704 01276
|13 = 20| 23993 12239 09311 08096

which is demonstrated in Fig. 2. This result is theoretically addressed in (16), for the largest
eigenvalue.

Next, as a preliminary approach to the inverse spectral problem, we assume that the
largest eigenvalue is known and we estimate 1. We also fix parameters &k, a and 7o. In
Theorem 3 we have shown that the largest positive eigenvalue can uniquely determine the
constant refractive index. We calculate the 40 x 40 matrices of the generalized eigenvalue
problem (42) for n € (0,20) and step 0.1. We construct a database with the eigenvalues
)L(IN), and reconstruct 7 by minimizing the error ‘)q — A(IN)’ where we consider A(IN) =

A(IN)(n). Some plots of the error versus n are shown in Fig. 3. We see that the error is
minimized for estimated n very close to the original one, which corresponds to ;.

Remark 7 We note that for the above numerical examples, we do not a priori assume
that n > 1 or n < 1, which is the case for the classical transmission eigenvalue problem
[14,21].
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Remark 8 Galerkin schemes could also be utilized in geometries that allow separation of
variables, since it is then possible to obtain analytical expressions for the orthonormal basis
and derive the Galerkin discretization scheme (42). For more general domains, one could
potentially examine whether other numerical methods, such as finite elements [20,22],
are applicable for the modified transmission eigenvalue problem.
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