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Abstract
An energy management strategy (EMS) plays an important role for hybrid vehicles, as it is directly related to the power dis-
tribution between power sources and further the energy saving of the vehicles. Currently, rule-based EMSs and optimization-
based EMSs are faced with the challenge when considering the optimality and the real-time performance of the control at 
the same time. Along with the rapid development of the artificial intelligence, learning-based EMSs have gained more and 
more attention recently, which are able to overcome the above challenge. A deep reinforcement learning (DRL)-based EMS 
is proposed for fuel cell hybrid buses (FCHBs) in this research, in which the fuel cell durability is considered and evaluated 
based on a fuel cell degradation model. The action space of the DRL algorithm is limited according to the efficiency char-
acteristic of the fuel cell in order to improve the fuel economy and the Prioritized Experience Replay (PER) is adopted for 
improving the convergence performance of the DRL algorithm. Simulation results of the proposed DRL-based EMS for an 
FCHB are compared to those of a dynamic programming (DP)-based EMS and a reinforcement learning (RL)-based EMS. 
Comparison results show that the fuel economy of the proposed DRL-based EMS is improved by an average of 3.63% com-
pared to the RL-based EMS, while the difference to the DP-based EMS is within an average of 5.69%. In addition, the fuel 
cell degradation rate is decreased by an average of 63.49% using the proposed DRL-based EMS compared to the one without 
considering the fuel cell durability. Furthermore, the convergence rate of the proposed DRL-based EMS is improved by an 
average of 30.54% compared to the one without using the PER. Finally, the adaptability of the proposed DRL-based EMS is 
validated on a new driving cycle, whereas the training of the DRL algorithm is completed on the other three driving cycles.

Keywords Deep reinforcement learning · Energy management strategy · Fuel cell hybrid bus · Fuel cell degradation · 
Reinforcement learning

1 Introduction

As one of new energy vehicles, fuel cell hybrid vehicles 
(FCHVs) have gained increased attention worldwide, espe-
cially in China, fuel cell hybrid buses (FCHBs) have been 
developed rapidly in recent years. FCHBs use fuel cell 

systems (FCSs) and batteries as two power sources, which 
generates the energy management problem. Thus, an energy 
management strategy (EMS) is necessary for FCHBs, which 
determines the power distribution between FCSs and batter-
ies and further influences the fuel economy of FCHBs and 
other relevant factors such as the performance degradation 
of FCSs.

Two types of EMSs were developed previously for hybrid 
vehicles, i.e. rule-based EMSs [1–4] and optimization-based 
EMSs [5–8]. The former is composed of some if–then con-
trol rules which are based on the expert knowledge. The real-
time control performance of the former is good owing to the 
simplicity, however it still leaves rooms for the control opti-
mality. The latter is usually based on different optimal con-
trol theories, which guarantees the control optimality but the 
real-time applications of which are limited mainly due to the 
dependency on the future driving cycles. Besides, in order to 
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increase the adaptability to different driving conditions, rel-
evant parameters should be adjusted appropriately in those 
two types of EMSs. Along with the rapid development of 
the artificial intelligence, the third type, i.e. learning-based 
EMSs have been gradually investigated for hybrid vehicles 
in recent years, learning algorithms adopted in which mainly 
include the reinforcement learning (RL) algorithm and the 
deep reinforcement learning (DRL) algorithm. RL-based 
and DRL-based EMSs are fully data-driven, which reach 
the optimal control results through interactions between the 
agent and the environment and the trial-and-error learning. 
In addition, RL-based and DRL-based EMSs do not rely on 
any predefined rules or optimal control theories and present 
good real-time performance and adaptability.

In the earlier research [9], the RL algorithm was adopted 
to the EMS for a hybrid electric tracked vehicle, and the 
results showed that the RL-based EMS presents the strong 
adaptability, optimality, learning ability, and also the effec-
tively reduced computational time. In recent years, the RL 
algorithm has been widely adopted to different hybrid vehi-
cles, such as engine-motor hybrid vehicles [9–17], FCHVs 
[18, 19], engine-ultracapacitor hybrid vehicles [20], and 
electric vehicles using hybrid energy storage systems [21]. 
In research [22], a parametric study on several key param-
eters of RL-based EMSs was conducted for hybrid vehicles, 
such as the state types and number of states, the state and 
action discretization, the exploration and exploitation, and 
the learning experience selection. The offline training & 
online application mode is commonly used for RL-based 
EMSs for hybrid vehicles. Besides the control optimality, 
the convergence rate during the offline training and the 
adaptability during the online application are also impor-
tant performances of RL-based EMSs. In order to improve 
those performances of RL-based EMSs, some skills have 
been developed. Introducing the transition probability matrix 
(TPM) of the vehicle’s required power to the RL algorithm 
framework is a common way to expedite the convergence 
of the offline training. Additionally, the learning rate was 
adjusted during the offline training in some research [12, 13] 
in order to improve the convergence rate. Furthermore, refin-
ing the RL algorithm using other strategies [19] and intro-
ducing initialization strategies to the RL algorithm using 
properly selected penalty functions [16] are also used to 
speed up the convergence of the offline training. For improv-
ing the adaptability of RL-based EMSs, some characteristic 
factors of the TPM, such as the kullback–leibler divergence 
rate [10, 13, 20], the induced matrix norm [12], and the 
cosine similarity [18], were introduced to the RL algorithm, 
and the control strategy was updated in real-time according 
to those characteristic factors, respectively.

The difference between the RL and DRL algorithms is 
on the expression form of the Q-value, which is an impor-
tant factor for the decision-making for both algorithms, 

i.e. the Q-table and the Q-network. The RL algorithm is 
based on the state discretization, which will cause the 
rapid increase on the Q-table size and consequently the 
long computational time and the bad convergence ability 
when dealing with a higher-dimensional state space. On 
the other hand, the DRL algorithm uses a deep neural net-
work (DNN), i.e. the deep Q-network (DQN), for fitting 
the Q-table, which is helpful for considering more state 
variables and also results in a more accurate identifica-
tion of state variables as any continuous changes in state 
variables can be reflected in the DNN-based decision-
making system. In earlier research [23], a DQN-based 
EMS was proposed for a power-split hybrid electric bus, 
and simulation results showed that the fuel economy of 
the proposed EMS approaches a 5.6% better performance 
than the RL-based EMS in a trained driving cycle and 
achieves nearly 90% level of the dynamic programming 
(DP) in an untrained driving cycle. In some research [24, 
25], an extra DNN named the target network was created 
in order to improve the convergence performance, in which 
the target network was periodically updated by copying 
parameters from the original network. In research [26], a 
dueling network structure- DQN-based EMS was proposed 
for hybrid vehicles to further speed up the convergence, 
which is particularly useful in states where the actions 
do not affect the environment significantly. In addition to 
above DQN-based EMSs, the deep deterministic policy 
gradient (DDPG), which belongs to the actor-critic DRL 
framework, has also been adopted to DRL-based EMSs of 
hybrid vehicles [27–29].

Although DRL-based EMSs have presented the superi-
ority compared to other types of EMSs, there are still some 
problems need to be solved to improve the performance. 
The leaning ability, i.e. the convergence speed of the DRL 
algorithm is the first key factor. Additionally, the control 
effect and the adaptability of the EMSs are also important 
factors. Those factors could be further improved by using 
different skills. Currently, most of research on RL-based and 
DRL-based EMSs is focused on traditional hybrid vehicles, 
i.e. engine-motor hybrid vehicles and rarely on FCHVs. In 
addition, for FCHVs, the fuel cell stack lifetime is an issue 
due to the high-cost, thus the fuel cell stack durability should 
be considered when designing EMSs.

In this research, a DQN-based EMS is proposed for FCHBs, 
in which the Prioritized Experience Replay (PER) is adopted 
in order to expedite the convergence of the DRL algorithm. 
In addition, the action space of the DRL algorithm is limited 
in the proposed EMS according to the efficiency characteris-
tic of FCSs in order to improve the fuel economy of FCHBs. 
Furthermore, the fuel cell stack durability is considered in the 
proposed EMS based on a fuel cell degradation model. Finally, 
to validate the effectiveness of the proposed EMS, simulation 
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results of the proposed EMS for an FCHB are compared to 
those of an RL-based EMS and a DP-based EMS.

The remaining part of this paper is organized as follows: 
in Sect. 2, the target FCHB model is introduced including the 
fuel cell degradation model; in Sect. 3, the DRL-based EMS 
is proposed for the FCHB based on the introduction on the rel-
evant algorithms; in Sect. 4, the effectiveness of the proposed 
EMS is validated in terms of the fuel economy, the fuel cell 
durability, the convergence performance, and the adaptability 
by comparing to an RL-based EMS and a DP-based EMS; at 
the end, conclusions are drawn from this research in Sect. 5.

2  The FCHB Model

The FCHB powertrain is mainly composed of the FCS, the 
DC/DC converter, the battery, the motor, and the final drive, 
as illustrated in Fig. 1. In this research, an FCHB is selected as 
the target bus, which is shown in the recommendation model 
lists for the new energy vehicle popularization and application 
of Ministry of Industry and Information Technology of China 
[30]. The relevant data of the FCHB are provided in Table 1.

2.1  FCHB Power Demand Model

The vehicle movement is determined by the tractive forces and 
resistances acting on the vehicle during driving. The power 
required for the vehicle during driving can be expressed as 
follows:

where f  is the rolling resistance coefficient, M is the mass 
of the vehicle, g is the acceleration of gravity, � is the road 
slope which is set to 0 in this research, �a is the air mass 
density, A is the vehicle frontal area, CD is the aerodynamic 
drag coefficient, v is the vehicle velocity, � is the mass fac-
tor which is set to 1 in this research, and a is the vehicle 
acceleration. For the FCHB, the power Preq is provided by 

(1)Preq = (fMg cos � + 0.5�aACDv
2 +Mg sin � + �Ma) ⋅ v

the FCS and the battery, and the specific relationship on the 
power balance is as follows:

where Pfcs and Pbatt represent the FCS power and the battery 
power respectively; �conv , �mot , and �final represent the DC/
DC converter efficiency, the motor efficiency, and the final 
drive efficiency respectively. Detailed values for a part of 
the parameters above are listed in Table 2, and the rest of 
parameters will be explained in the following parts.

2.2  FCS Model

An FCS consists of a fuel cell stack and some auxiliary 
components such as the air compressor, the cooler, and the 
humidifier. A part of power generated from the fuel cell 
stack is provided to the auxiliary components to keep the 
regular operation of the FCS. The fuel cell stack is com-
posed of a number of single cells, and there are three types 
of losses which occur in every single cell, i.e. the activation 
loss, the ohmic loss, and the concentration loss. The voltage 
of the single cell vfc can be expressed as follows:

where E is the open circuit voltage (OCV), vact , vohm , and 
vconc represent the activation loss, the ohmic loss, and the 
concentration loss respectively.

The hydrogen consumption rate of the stack 
∙
m h2

 is related 
to the stack current Istack according to the following equation:

(2)Preq =
(
Pfcs ⋅ �conv + Pbat

)
⋅ �mot ⋅ �final

(3)vfc = E − vact − vohm − vconc

Fig. 1  Powertrain configuration of the FCHB

Table 1  Vehicle parameters of the FCHB

Parameter Value

Vehicle total mass (kg) 14,000
FCS Max power (kW) 53
Battery power (kW) 170
Battery capacity (Ah) 300
Motor max power (kW) 150

Table 2  Parameter values of the FCHB

Parameter Value

Rolling resistance coefficient f 0.007
Air mass density (kg/m3)�a 1.21
Vehicle frontal area  (m2)A 7.5
Aerodynamic drag coefficient CD 0.6
Tire radius (m) 0.472
Final drive gear efficiency �final 0.95
DC/DC converter efficiency �conv 0.9
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where Ncell represents the cell number of the stack, Mh2
 rep-

resents the molar mass of the hydrogen, n represents the 
number of electrons acting in the reaction, F is the Faraday 
constant, and � is the hydrogen excess ratio. For the FCS, 
the efficiency �fcs is defined as follows:

where LHV is the lower heating value of the hydrogen. Fur-
ther details on the FCS model can be found in our previous 
research [8, 31–33]. A 53 kW FCS is used in the FCHB, for 
which the hydrogen consumption rate and the efficiency of 
the FCS vary according to the FCS power as shown in Fig. 2.

In this research, an empirical fuel cell degradation model 
[34] is adopted in order to evaluate the effect of EMSs on 
the fuel cell durability, in which the fuel cell degradation is 
mainly caused by the load changing, the startup and shut-
down, the idling, and the high power load operation condi-
tions [34, 35]. The fuel cell degradation model is expressed 
as follows:

where Δ�degrad represents the voltage decline percentage; 
t1, n1, t2, and t3 can be obtained from the driving condition 
of the FCHB, which represent the duration of the idle time, 
the start-stop count, the duration of rapid load variations, 
and the duration of high power loading conditions, respec-
tively; k1, k2, k3, and k4 are the corresponding coefficients 
for the above each term, detailed values of which can be 
found in the research [34]; � is the natural decay rate; Kp is 
a modifying coefficient for on-road systems considering the 
durability difference between in the laboratory and on the 

(4)
∙
m h2

=
Ncell ⋅Mh2

n ⋅ F
⋅ Istack ⋅ �

(5)�fcs =
Pfcs

∙
m h2

⋅ LHV

(6)Δ�degrad = Kp
((
k1t1 + k2n1 + k3t2 + k4t3

)
+ �

)

road. Detailed values of � and Kp are also sourced from the 
research [34].

2.3  Battery Model

The battery is modeled by an equivalent circuit, which is com-
posed of a voltage source Uoc and a resistance Rint connected to 
the voltage source in series, as illustrated in Fig. 3. The volt-
age source Uoc , which is also called the open circuit voltage 
(OCV), and the internal resistance Rint vary according to the 
battery state of charge (SOC), as shown in Fig. 4.

The battery SOC is derived from the ampere-hour integral 
method as follows:

where q represents the battery capacity. The following rela-
tionship can be obtained from Fig. 3.

(7)
∙

SOC = −
Ibat

q

(8)Ibat =
Uoc(SOC) −

√
Uoc(SOC)

2 − 4Rint(SOC) ⋅ Pbat

2Rint(SOC)
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Fig. 2  Fuel consumption rate and efficiency of the FCS

Fig. 3  Equivalent circuit diagram of the battery model
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2.4  Motor Model

The motor is modeled by an efficiency map, which indicates 
the relationship among the motor speed, torque, and effi-
ciency, as illustrated in Fig. 5.

3  The Proposed DRL‑based EMS

In this section, relevant algorithms including the RL and 
DRL algorithms are introduced first, and then the proposed 
DRL-based EMS is explained.

3.1  RL and DRL Algorithms

The RL algorithm is a main branch of machine learning 
algorithms, which contains several important factors includ-
ing the agent, the environment, the state, the action, and the 
reward. The main concern of the RL algorithm is how the 
agent takes actions under a given environment in order to 
maximize the cumulative reward and finally reaches the opti-
mal control results through interactions between the agent 
and the environment.

The Q-learning is the most commonly used RL algorithm, 
in which the Q-function that satisfies Bellman’s equation is 
defined as follows:

where Q is also called the value function; E represents the 
expectation of cumulative returns; s, a, and R represent the 
state, the action, and the reward, respectively; � is a discount 
factor for the future value function, which is beneficial for 
the convergence during the learning process. The updating 
rule of the Q-learning is as follows:

(9)Q
(
st, at

)
= E

[
Rt + � max

at+1

Q
(
st+1, at+1

)
|st, at

]

where � is the learning rate, which influences the conver-
gence performance, i.e. the larger value results in the faster 
convergence speed but also causes the learning oscillation 
and overfitting problems. The relationship between the 
exploration and the exploitation during the learning process 
is decided by the �-greedy algorithm, i.e. the agent randomly 
chooses actions with a small probability 1 − � while selects 
actions maximizing the Q-function with a probability � . The 
optimal control strategy � can be finally acquired as fol-
lows after the Q-function is converged through the algorithm 
iterations.

In the Q-learning algorithm, the Q-value for each state-
action pair is stored in the huge Q-table. This will cause 
the rapid increase on the Q-table size when dealing with a 
higher-dimensional state space and consequently make the 
convergence difficult. The DRL algorithm uses DNNs to fit 
the Q-function, which is effective when dealing with higher-
dimensional systems, as follows:

where � represents the network parameter. In order to break 
the dependency between the target Q-value and the origi-
nal DNN parameters and speed up and stabilize the conver-
gence, an extra DNN named the target network is usually 
created with the network parameter of �− . The original DNN 
is called the evaluation network and used to select actions 
and the target network is periodically updated by copying 
parameters from the evaluation network. The evaluation 
network parameter � is updated by implementing the back-
propagation and gradient descent based on the loss func-
tion, which is defined as the mean squared error between 
the target Q-vale and the current Q-value derived from the 
evaluation network, as follows:

In order to break correlations among training data, the expe-
rience replay is usually adopted during the training, where the 
experience et =

(
st, at,Rt, st+1

)
 at each time step is stored in 

an experience pool DN =
{
e1, e2,… , eN

}
 and mini-batches 

of data are sampled from the pool randomly for training. The 
experience replay is effective for cutting off the relationship 
among training data through the random sampling, however 
some important samples can be missed and this will influence 
the convergence [36]. In this research, the PER is adopted to 

(10)

Q
(
st, at

)
← Q

(
st, at

)
+ �

[
Rt + � max

at+1

Q
(
st+1, at+1

)
− Q

(
st, at

)]

(11)�∗(s) = argmax
a

Q∗(s, a)

(12)Q
(
st, at;�

)
≈ Q

(
st, at

)

(13)

L(�) = E

[(
Rt + � max

at+1

Q
(
st+1, at+1;�

−
)
− Q

(
st, at;�

))2
]

Fig. 5  Motor efficiency map
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replay important samples more frequently, in which the abso-
lute temporal difference (TD) error of each data sample is 
selected to assess its importance, i.e. the priority. The sam-
pling probability of each sample is proportional to the sample 
priority, as follows [36]:

where pi and Pi are the priority and the sampling probability 
of the ith sample, respectively, ∈ is a little positive number 
for avoiding the zero sampling probability.

3.2  The Proposed DRL‑Based EMS

For the DRL-based EMS of FCHB, the agent is the EMS while 
the environment includes the FCHB status and the driving 
condition, as shown in Fig. 6. Important factors of the DRL 
algorithm, including the state, the action, the reward function, 
and the DNNs, should be set and designed first according to 
the control problem characteristics of the FCHB. Owing to the 
powerful fitting ability of DNNs, the discretization on the state 
variables is not necessary and considering more state variables 
is possible compared to the case of the RL algorithm.

In this research, the FCHB velocity, the acceleration, and 
the battery SOC are selected as the state variables, as follows:

The FCS power is set as the action variable, which is 
limited in an effective range according to the efficiency char-
acteristic shown in Fig. 2, as follows:

(14)

TD
�
st, at

�
= Q

�
st, at;�

�
−

�
Rt + � max

at+1

Q
�
st+1, at+1;�

−
��

pi =
��TDi

��+ ∈

Pi =
pi∑
k pk

(15)S = {v, a, SOC}

The reward function is significant for the performance 
of the DRL-based EMS as it directly influences the control 
effect and the convergence rate. Considering the control 
objective of improving the fuel economy and the fuel cell 
stack durability and the fuel cell degradation model intro-
duced in 2.2, the reward function R is designed as follows:

where the first term is related to the fuel economy, the sec-
ond term is related to the battery SOC sustaining, while the 
rest of terms are related to the fuel cell durability. � , � , � , � 
are weighting factors for each term, SOCref  is the reference 
SOC value for sustaining which is set to 0.7 in this research, 
and f  represents the sigmoid function, as follows:

ΔPfcs and tlife are defined as follows:

where t1 , n1 , and t3 correspond to those in the fuel cell deg-
radation model in (6), which are related to the idling, the 
startup and shutdown, and the high power load conditions 
respectively. Those three factors are considered together 
owing to the fact that the calculation time-step for the algo-
rithm is one second in this research. According to the reward 
function (17) and the mechanism of the DRL algorithm, in 
order to maximize the cumulative reward, the agent will tend 
to minimize the fuel consumption, maintain the battery SOC 
to the reference, and minimize harmful operation conditions 
of the FCS.

The evaluation and target DNNs are designed with the 
same structure, where the input and the output of the net-
work are related to the state variables and the action varia-
ble. Considering the network structure presented in research 
[37], there are three hidden layers except the input and out-
put layers, where there are 200, 100, and 50 neurons in each 
layer. The ReLU function [38] is used as the activation func-
tion for each layer, which is defined as follows.

The pseudocode of the DRL algorithm for the pro-
posed EMS is presented in Table 3, where the first loop 
circulates different training episodes, i.e. driving cycles, 
which is processed once for every driving cycle, the sec-
ond loop is processed once for every time-step within one 
driving cycle, and the third loop is processed nth at every 

(16)A = {2, 3, 4, 5,… , 36, 37, 38, 39, 40} kw

(17)
R = −

(
𝛼ṁh2

+ 𝜇(SOCref − SOC)2 + 𝜑
|||ΔPfcs

||| + 𝜉f (tlife)
)

(18)f (x) =
1

1 + e−x

(19)
ΔPfcs(t) = Pfcs(t) − Pfcs(t − 1)

tlife = t1 + n1 + t3

(20)f (x) = max(0, x)

DRL-based EMSState St

St+1

Reward Rt

Rt+1

Action At

Agent

Environment

Fig. 6  Learning framework of DRL-based EMS for FCHB
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time-step, which is the size of the mini-batch from the 
experience pool. The framework of the proposed DRL-
based EMS is illustrated in Fig. 7.

4  Simulation Results

Four driving cycles are utilized in this research as shown 
in Fig. 8, where the West Virginia University city cycle 
(WVUCITY) [39], the West Virginia University suburban 

Table 3  Pseudocode of the 
DRL algorithm for the proposed 
EMS

DRL algorithm with PER

Parameters: M: number of episodes; T: length of one episode; n: size of mini-batch; C: target network 
updating period

Initialize experience pool D with capacity N;
Initialize evaluation and target networks with random weights � = �−

1. for episode = 1: M do
2. Reset environment s0
3. for t = 1:T do
4. With probability � select a random action at
otherwise select at = argmax

a∈A

Q
(
st, a;�

)

5. Execute action at , observe reward Rt , update to next state st+1
6. Store 

(
st, at,Rt, st+1

)
 in D

7. Sample mini-batch of 
∑n

i=1

�
st, at,Rt, st+1

�
 from D using PER

8. for i = 1:n do
9. if t = T, yi = Ri

else yi = Ri + � max
ai+1∈A

Q
(
si+1, ai+1;�

−
)

10. Implement a gradient descent step based on loss function L(�) and update evaluation network
11. Update target network by �− = � every C steps
12. end for
13. end for
14. end for

Fig. 7  Framework of the proposed DRL-based EMS
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cycle (WVUSUB) [39], and the Manhattan Bus driving 
cycle are used in the algorithm training while the Japan 
1015 driving cycle is used for the validation of the pro-
posed DRL-based EMS. The effectiveness of the pro-
posed DRL-based EMS is validated in terms of the fuel 
economy, the fuel cell durability, the adaptability, and the 
convergence performance, respectively. Specific values for 
the algorithm parameters are listed in Table 4.

4.1  Fuel Economy

The hydrogen consumption of the proposed DRL-based 
EMS is compared to that of an RL-based EMS and a DP-
based EMS for the FCHB, where the DP is a global opti-
mization method, the result of which is usually regarded as 
the benchmark for the evaluation of other control methods 
and details of which can be found in our previous research 
[40]. In order to focus on the fuel economy, only the first two 
terms in the reward function (17) are considered here. Fig-
ures 9, 10, and 11 show the comparison results of the FCS 
power and the battery power for the above three EMSs on 
the three training driving cycles respectively. Table 5 sum-
marizes the hydrogen consumption comparison, where the 
differences on the final battery SOC are considered by the 
equivalent hydrogen consumption. The comparison results 
indicate that the fuel economy of the proposed DRL-based 
EMS is improved by 2.93%, 4.25%, and 3.72% compared 
to the RL-based EMS on the WVUCITY, WVUSUB, and 
Manhattan Bus driving cycles respectively, while the dif-
ference to the DP-based EMS is within 5.53%, 5.67%, and 
5.86% on the three driving cycles respectively.

4.2  Fuel Cell Durability

The voltage decline percentage Δ�degrad in (6) is used to 
evaluate the fuel cell degradation rate in this research, which 
is obtained for the cases where only the first two terms in 
the reward function (17) and the whole reward function are 
considered respectively. Here, the former case corresponds 

Table 4  Parameter values of the DRL algorithm

Parameter Value

Episode circulation number M 1100
Experience pool capacity N 10,000
Mini-batch size n 64
Learning rate � 0.001
Discount factor � 0.9
Weighting factor � 200
Weighting factor � 1
Weighting factor � 0.000035
Weighting factor � 1.5
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Fig. 9  Comparison on the WVUCITY: a FCS power; b battery power
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to the DRL-based EMS in which the fuel cell durability is 
not considered. The results are provided and compared in 
Table 6, which show that the fuel cell degradation rate is 
decreased by 56.96%, 69.47%, and 64.03% using the pro-
posed DRL-based EMS compared to the one without consid-
ering the fuel cell durability on the WVUCITY, WVUSUB, 
and Manhattan Bus driving cycles respectively, while the 
fuel economy is almost not influenced.

4.3  Convergence Performance

In this research, the PER is adopted to replay important 
samples more frequently from the experience pool and 
expedite the convergence during training. In order to val-
idate the effectiveness of the PER, the tendency of the 
average reward during training is compared for the cases 
of with the PER and without the PER on three driving 
cycles, as illustrated in Fig. 12. It can be observed that 
the DRL algorithm with the PER reaches the convergence 
with around 375, 365, and 466 rounds while the one with-
out the PER starts to converge with around 420, 850, and 
612 rounds on the three driving cycles respectively, i.e. 
the convergence performance of the proposed DRL-based 
EMS is improved by 10.71%, 57.06%, and 23.86% owing 
to the utilization of the PER on the three driving cycles 
respectively.

4.4  Adaptability

In order to validate the adaptability of the proposed DRL-
based EMS to different driving cycles, it is applied to a 
new driving cycle after training, i.e. the Japan 1015 driv-
ing cycle. The simulation result of the fuel consumption 
on the Japan 1015 driving cycle is presented in Table 7 
and compared to that of other two different EMSs, which 
reveals that the fuel economy of the proposed DRL-based 
EMS is improved by 4.18% compared to the RL-based 
EMS whereas the difference to the DP-based EMS is 
within 5.65%. Compared to Table 5, it is enough to prove 
that the proposed DRL-based EMS presents a good adapt-
ability. Figure 13 illustrates comparison results of the FCS 
power and the battery power for the DP, RL, and DRL-
based EMSs on the Japan 1015 driving cycle, where the 
driving cycle is repeated twice in order to observe more 
obvious results.
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Fig. 11  Comparison on the Manhattan Bus: a FCS power; b battery 
power

Table 5  Fuel consumption 
comparison results

Driving cycle EMS Final battery SOC Equivalent hydrogen con-
sumption (kg/100 km)

Deviation 
from DP 
(%)

WVUCITY DP 0.6914 4.9548 –
RL 0.6953 5.3742 8.46%
DRL 0.6957 5.2288 5.53%

WVUSUB DP 0.6795 5.1526 –
RL 0.6810 5.6636 9.92%
DRL 0.6786 5.4446 5.67%

Manhattan Bus DP 0.6960 4.1464 –
RL 0.6980 4.5434 9.58%
DRL 0.6991 4.3894 5.86%
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Table 6  Fuel cell durability comparison results

Driving cycle EMS Equivalent hydrogen consump-
tion (kg/100 km)

Fuel cell degradation 
rate (%)

Decreasing 
percentage 
(%)

WVUCITY Without considering fuel cell durability 5.2182 0.0869 –
Proposed DRL-based EMS 5.2288 0.0374 56.96

WVUSUB Without considering fuel cell durability 5.4394 0.0701 –
Proposed DRL-based EMS 5.4446 0.0214 69.47

Manhattan Bus Without considering fuel cell durability 4.3157 0.0734 –
Proposed DRL-based EMS 4.2694 0.0264 64.03

(a)

(b)

(c)

0 200 400 600 800 1000
-7.5

-7.0

-6.5

-6.0

-5.5

-5.0

-4.5

A
ve
ra
ge

re
w
ar
d

Episodes

DRL(PER)
DRL

0 200 400 600 800 1000

-3.0

-2.5

-2.0

A
ve
ra
ge

re
w
ar
d

Episodes

DRL(PER)
DRL

0 200 400 600 800 1000

-3

-2

-1

0

A
ve
ra
ge

re
w
ar
d

Episodes

DRL(PER)
DRL

Fig. 12  Tendency of the average reward during training: a on the 
WVUCITY driving cycle; b on the WVUSUB driving cycle; c on the 
Manhattan Bus driving cycle

Table 7  Fuel consumption result on the Japan 1015 driving cycle

EMS Final battery SOC Equivalent hydro-
gen consumption 
(kg/100 km)

Deviation 
from DP 
(%)

DP 0.6826 5.3232 –
RL 0.6864 5.8466 9.83%
DRL 0.6853 5.6238 5.65%
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5  Conclusion

Considering the rapid development of FCHBs in China cur-
rently, a DRL-based EMS is proposed for FCHBs in this 
research, in which the fuel cell durability is considered based 
on a fuel cell degradation model. The PER is adopted for 
improving the convergence performance of the DRL algo-
rithm and the action space of the DRL algorithm is limited 
for the better control effect. The effectiveness of the pro-
posed DRL-based EMS for an FCHB is validated in terms 
of the fuel economy, the fuel cell durability, the convergence 
performance, and the adaptability by comparing the results 
of it to those of an RL-based and a DP-based EMSs. The 
following conclusions can be drawn from this research:

(1) The fuel economy of the proposed DRL-based EMS 
is improved by 2.93%, 4.25%, and 3.72% compared 
to the RL-based EMS on the WVUCITY, WVUSUB, 
and Manhattan Bus driving cycles respectively, while 
the difference to the DP-based EMS is within 5.53%, 
5.67%, and 5.86% on the three driving cycles respec-
tively.

(2) The fuel cell degradation rate is decreased by 56.96%, 
69.47%, and 64.03% using the proposed DRL-based 
EMS compared to the one without considering the 
fuel cell durability on the WVUCITY, WVUSUB, and 
Manhattan Bus driving cycles respectively.

(3) The convergence performance of the proposed DRL-
based EMS is improved by 10.71%, 57.06%, and 
23.86% owing to the utilization of the PER on the 
WVUCITY, WVUSUB, and Manhattan Bus driving 
cycles respectively.

(4) The adaptability of the proposed DRL-based EMS is 
validated on the Japan 1015 driving cycle, whereas 
the training of the DRL algorithm is completed on the 
WVUCITY, WVUSUB, and Manhattan Bus driving 
cycles, and the result proves that the proposed DRL-
based EMS presents a good adaptability.
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