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Abstract
In the corner milling process, processing energy consumption is a very important objective, since the energy efficiency of 
CNC machine is barely above 14.8%. Meanwhile, the excessive processing temperature will increase the thermal deforma-
tion of the product and leads to quality decline. Improper process parameters will lead to unnecessary high temperature and 
energy consumption. By optimizing the process parameters, the appropriate temperature and Specific Energy Consumption 
can be obtained. This study investigated into modeling Specific Energy Consumption and temperature in corner milling 
process using variable-fidelity metamodels. The adopted variable-fidelity metamodels are constructed by Hierarchical Krig-
ing, in which 48 sets of low-fidelity data obtained from the AdvantEdge software simulation are used to reflect the trends of 
the metamodels, and 16 sets of high-precision data obtained from physical experiments are used to calibrate the trends. The 
experimental cost is reduced and the prediction accuracy is increased by making full use of both sets of data. An improved 
K-means Multi-objective Particle Swarm Optimization algorithm was adopted and applied on the multi-objective corner 
milling parameters optimization problem to find satisfactory specific energy consumption and temperature. The obtained 
Pareto solutions can provide guidance for selecting process parameters according to different requirements, such as reducing 
energy consumption or temperature.

Keywords Corner Milling · Hierarchical Kriging model · K-means MOPSO · Parameter Optimization · Specific Energy 
Consumption

1 Introduction

With the explosion of population in the world, the foresee-
able energy shortage is realistic and severe. Global warming 
and energy crisis are big titles. It’s estimated that manufac-
turing sector consumes almost 90% of energy use in modern 
industry. Metal removal process is one of the main ways of 
manufacturing [1], and computer numerical control (CNC) 
machine is an energy consumption giant in the manufactur-
ing industry [2], whose energy efficiency is barely above 

14.8% [3]. It’s projected that around 6–40% of energy sav-
ing can be achieved through parameter optimization in CNC 
machining [4]. Many methods have been developed for such 
a usage, for example, Misaka et al. [5] integrated co-kriging 
method, a modification of kriging, with measurement data 
of CNC machine to predict roughness of final product. Jang 
et al. [6] takes the process parameters as a part of the cutting 
energy model, establishes a specific energy consumption 
model using an artificial neural network, and implements 
levenberg–Marquardt back propagation algorithm. Finally, 
particle swarm optimization (PSO) is used for global opti-
mization to determine the process parameters by minimiz-
ing the energy consumption. Zhou et al. [7] combined Grey 
Relational Analysis and RBF network to predict Grey Rela-
tional Correlation (GRC), with an average error of 5%. In 
these process parameters optimization problems, the predic-
tion models of optimization objectives are first constructed, 
and then the optimization algorithm is used to obtain the 
optimal solution.
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In this sense, heuristic algorithms, such as Genetic algo-
rithm [8], Particle Swarm Optimization (PSO) [9] and 
Teaching Learning Based Optimization [10], can be applied 
for the optimization problem. The optimization process can 
be recapitulated as a negotiation between energy intake and 
workpiece quality outcome, which are often in conflict with 
each other. The negotiation centers around parameter inputs. 
In recent years, many meta-heuristic algorithms are devel-
oped and applied on engineering problems. To name a few, 
Dragonfly Algorithm [11], Imperialist Competitive Algo-
rithm [12] and Ant Colony Optimization [13] All received 
wide attention and modifications [14, 15]. The design of 
optimizer is focused on computational efficiency, acquisition 
of global optimum solution, and solution diversity [16]. The 
most ideal optimizer meets all the requirements at a high 
standard, however the No Free Lunch theorem suggests that 
there is no such an algorithm in reality [17]. In practice, 
one has to sacrifice a certain advantage to improve another. 
In general, every algorithm has their own favorable prob-
lem, where the algorithm is better performed than others. 
This theoretical base motivates researchers to discover and 
modify algorithms.

In light of the rising global temperature, carbon emission 
is a major consideration due to current derogating climate 
problem [18]. At the same time, CNC tool is one of the main 
tools in machining, so it is very important to build a model 
to analyze its energy consumption [19, 20]. Many related 
studies take energy consumption as an important target of 
optimization as well [21]. Chen et al. [22] considered both 
electrical and embodied material energy as optimization 
objectives, and established a model to solve the problem. Li 
et al. [23] considered Specific Energy Consumption (SEC) 
and cost as objectives, and then utilized regression and 
Adaptive Multi-objective Particle Swarm Optimization to 
model and solve the problem. Besides energy intake and car-
bon emission concerns, extending Tool Life (TL) is also an 
optimizable concern. Zhang et al. [24] and Rajemi et al. [25] 
took TL and their energy metric into optimization model and 
applied optimizers for a solution.

The temperature of workpiece and tool during machining 
process is an aspect of concern. It is an important indica-
tor for green manufacturing, so lowering the temperature 
as much as possible is an effective way to improve energy 
efficiency. Most energy waste occurs in machining process 
appears in the form heat [26]. Machining accuracy is also an 
important indicator for green precision manufacturing [27], 
but the temperature is too high will cause the tool and the 
workpiece to have the deformation thus to affect the machin-
ing accuracy. What’s more, high temperature in machining 
process can influence tool wear, shape tolerance and residual 
stress of chemical part of the workpiece [28] and can dam-
age surface integrity of workpiece [29]. In the research of 
predicting milling temperature, one of the early methods is 

to establish the numerical model based on the finite differ-
ence method. Shear energy, tool friction and thermal bal-
ance are considered in the model, and the temperature field 
distribution of the machining system can be predicted [30]. 
Chenwei et al. proposed an improved analytical method to 
predict cutting temperature, with relative difference between 
0.49% and 9.00%. Besides analytical methods, Finite Ele-
ment Method (FEM) is also available. Davoudinejad et al. 
[31] proposed the use of Lagrangian explicit finite element 
formula for thermal–mechanical coupling transient analy-
sis to achieve the purpose of building a 3D finite element 
model. Muaz and Choudhury [32] adopted a commercial 
software for prediction of temperature in machining process. 
In this paper, the general software Abaqus/Explicit is used 
for temperature-displacement coupling analysis to obtain the 
surface temperature of the processed parts and compare it 
with the experimental measured temperature. The results 
show that the temperature prediction error is only about 
6.1%.

The above studies either use physical experiment data 
or use simulation data to construct prediction models. The 
former causes high cost, while the latter is not accurate 
enough. In this paper, a variable-fidelity metamodel, which 
is called Hierarchical Kriging (HK) is adopted. In the Hier-
archical Kriging, the precision physical experiment data and 
simulation data are collected together to finally construct a 
model, which can balance the modeling cost and the model 
accuracy. The relationship between the process parameters 
and the two optimization objectives (the temperature and 
the SEC) can be modeled by Hierarchical Kriging. After-
wards, a self-modified MOPSO based on K-means clustering 
was proposed to solve the multi-objective milling param-
eter optimization problem. Eventually, the Pareto front was 
found. And the optimal parameters should be picked from 
the Pareto front according to the different requirements. The 
overall research process is shown in the Fig. 1.

The following paper is organized as follow: Sect. 2 is the 
modeling of milling process and devoted to description of 
HK model; Sect. 3 will be focused around K-means MOPSO 
and its validation; Sect. 4 discusses the modeling and opti-
mization on actual data obtained from physical experiment 
and simulation; Sect. 5 draws conclusion on this study.

2  Formulation of the Optimization Problem

In order to obtain the multi-objective solution set, the Pareto 
front, the gray box model has to be formulized in input-out 
mathematical manner. The method proposed in this paper 
to establish input–output relationship of the process is HK. 
After construction of HK model, K-means MOPSO will be 
applied to solve multi-objective problem in this scenario.
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2.1  Corner Milling Schematic

Corner milling uses a corner rounding milling cutter to 
remove volumes from workpiece. The cutter spins in high 
spindle speed, which traveling through the cutting path, 
removing the volume positioned on the path. The schematic 
of corner milling process is depicted in Fig. 2. Where a is 
the main view, b and c are the top view and aL schematic 
diagram.

Figure 3 is a three-dimensional diagram of milling. As 
shown in Figs. 2 and 3, the circular tool has been in contact 
with the workpiece before it comes into contact with the 
workpiece at the center of the tool. It is assumed that the 
workpiece begins to contact at the edge of the tool at time 
T1, and the center point of the tool is aligned with the bot-
tom at time T2.

As Fig. 2 shows, the workpiece’s width is B, and its length 
is L, with a height of H. The volume separated by dash-line 
is the volume to be removed, whose width is ae, and has a 
height of ap. In terms of cutting parameters, ae and ap are 
also refereed as cutting width and cutting depth. Diameter 
of milling cutter is D. The removal volume is not totally 
separated until the cutter finishes its travel from beginning to 
end. After one travel, the Material Removed Volume (MRV) 
is calculated as Eq. (1).

where ap, ae and L are cutting depth, cutting width and 
length of MRV, which are three edges of a cuboid.

For each travel, the length traveled by cutter is not equal 
to L, The distance traveled by cutter tool is described as 
Eq. (2).

where aL is called approach distance, which is the distance 
between center and peripheral when the cutter touches work-
piece. As is shown in Fig. 2c. The equation for aL is shown 
as Eq. (3).

where D is the cutter diameter, ad is cutting width for the 
process.

2.2  Model of the Corner Milling Process

2.2.1  Decision Variables

As shown in Fig. 2, cutting depth ap and cutting width ae 
are two parameters of inputs. There are two more cutting 

(1)MRV = ap ⋅ ad ⋅ L

(2)Lr = L + aL

(3)aL =

√(
D

2

)2

−

(
D

2
− ad

)2

Fig. 1  Work flow chart
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parameters: feed rate fz (mm/tooth), and spindle speed n (r/
min). The above mentioned four variables are all for our 
corner milling process inputs.

2.2.2  Objective Functions

Considering the energy saving purpose and quality preserv-
ing, our objective functions are decided on SEC and tem-
perature. SEC represents the energy consumption in the mill-
ing process, while the milling temperature is closely related 
to the machining accuracy and the quality of the finished 
product.

The energy consumption for a machine center during 
milling process is versatile. To simply put, the energy intake 
can be roughly divided into: idle power, cutting power, and 
auxiliary power. Auxiliary power is static, which usually 
cannot be optimized by changing input parameters. Param-
eter changes will mostly impact cutting power, and idle 
power is inevitable. Hence, our energy consumption includes 
idle power and cutting power during cutting process, and 
regardless of auxiliary power. Assume that E is the energy 
consumed in machining process, the definition of E can be 
described Eq. (4).

where Pbasic is the power when spindle system starts and 
feeding is yet to begin, Pcut is the cutting power, and � is 
the mechanical efficiency from the milling center. Pcut is 

(4)E = Pbasic ⋅ Tcut +
Pcut ⋅ Tcut

�

Fig. 2  Schematic of corner milling process

Fig. 3  Three-dimensional diagram of corner milling
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calculated via cutting force measured. Tcut is the time spent 
for one travel. Given the circumferential force Fc (N), and 
cutting velocity Vc (m/min), Pcut can be calculated Eq. (5).

where cutting velocity is calculated formula (6).

where D is diameter of cutter, and n is spindle speed. After 
acquisition of Vc, Tcut can be calculated using Eq. (7) below:

where aL is approach distance, L is length of workpiece, n is 
spindle speed, fz is feed rate, and z is insert number. With the 
above given, SEC can be formulated as Eq. (8).

where Ecut is the energy spent on cutting, Eidle is the idle 
energy consume, and MRV is computed according to Eq. (1).

Milling temperature has an important effect on the work-
piece, the tool and the milling process. Too high tempera-
ture will cause the workpiece and the cutter size to have the 
expansion, or will affect the surface residual stress and the 
crystal phase characteristic, will have the serious influence 
to the processing quality. At the same time, most of the tool 
energy waste in milling is reflected in the form of cutting 
heat. Therefore, the effective control and reduction of tem-
perature is a better method to improve machining quality 
and energy utilization.

The modeling of temperature is more empirical, unlike 
SEC, which is analytical. In prediction of temperature, the 
Hierarchical Kriging (HK) model was employed, due to the 
complex nature of heat transfer and temperature distribution 
of workpiece. And the HK method will be introduced in 
Sect. 2.4. Simply put, the expression of temperature in each 
process can be written as Eq. (9).

where TEMP is short for temperature, and the inputs for HK 
model are milling parameters.

2.3  Constraints

All machining centers are subjected to spindle speed n and 
feed rata fz limits, and the size of workpiece and cutter will 
simultaneously determine maximum cutting depth ap and 
cutting width ae for a process. In this paper, the operation 
is only subjected to range limits of input parameters, since 

(5)Pc = Fc ⋅ Vc

(6)Vc =
�Dn

60000

(7)Tcut =
L + aL

nfzz

(8)SEC =
E

MRV
=

Ecut + Eidle

MRV

(9)TEMP = HK(n, fz, ad, ap)

the machine center is powerful enough to undertake any 
parameter combination, and the temperature will not be too 
extreme. In short, the limits for our optimization problem 
can be expressed as formula (10).

Henceforth, with the completion of modeling machin-
ing gray box, optimization algorithm will be introduced and 
discussed.

2.4  Hierarchical Kriging

2.4.1  Basic Theory of Hierarchical Kriging

Hierarchical Kriging is an extension of ordinary Kriging, 
wherein low-fidelity model is constructed to guide the high-
fidelity model for high precision [33]. Hierarchical Kriging 
model is a kind of variable-fidelity metamodel. In order to 
obtain Hierarchical Kriging model, a low-fidelity approxi-
mation model, and then use it for later prediction. The main 
idea is to use low-fidelity sample points to establish the 
first-level kriging model to predict the trend of the model, 
and then use high-fidelity sample points to interpolate the 
first-level kriging model for the second time. That is, the 
accuracy of the first-level kriging model make improve-
ments to get the final prediction model. Since the obtained 
prediction model is established hierarchically using kriging 
interpolation, it is named Hierarchical Kriging. In the pro-
cess of establishing a Hierarchical Kriging approximation 
model, a low-fidelity kriging model needs to be established 
first, and then a low-fidelity kriging model is used to build 
a high-fidelity kriging model. A brief introduction is given 
here [34].

For an m-dimensional problem, assume that the low-
fidelity function is Ylf : Rm → R, the high-fidelity function 
Y: Rm → R prediction, and the high-fidelity function Y sam-
ple points:

Corresponding response:

where n is the number of sample points calculated with high 
accuracy. (S, YS) represents the high-fidelity sample point 
data set in the vector space. Similarly, assuming that the 
low-fidelity function samples nlf sample points Slf, the cor-
responding response is Ylf.

(10)s.t

⎧
⎪⎪⎨⎪⎪⎩

nmin < n < nmax

fzmin < fz < fzmax

apmin < ap < apmax

admin < ad < admax

(11)S = [x1, x2,… , xn]
T ∈ R(n×m)

(12)
YS = [Y1, Y2,… , Yn]

T = [Y(x1), Y(x2),… , Y(xn)]
T ∈ Rn
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Low-fidelity model can be expressed Eq. (13).

In which �0,lf  is a constant to be determined, and Zlf (x) is 
a stable stationary gaussian process. Assume that sample set 
is (Slf , ys,lf ) , after applying Kriging interpolation, the low-
fidelity model prediction result of any untried position x can 
be expressed Eq. (14).

In Eq. (12), �0,lf = (ETR−1
lf
E)−1ETR−1

lf
(ys,lf ) . Where R

lf
 is 

a matrix of nlf × nlf  dimensions, and R
lf
 signifies correlation 

of sample positions. nlf  is the number of low-fidelity points.E 
is column vector with nlf  dimensions, and its elements are 
all 1. r

lf
 is a vector that represents the correlation of untried 

positions and tried positions [35].
In contrast with ordinary Kriging, Hierarchical Kriging 

is written Eq. (15).

As shown in Eq. (15), low-fidelity model ŷlf  is multiplied 
with a undetermined constant �0 as a global tendency (or 
mean) to guide stationary gaussian process Z(x) . Stationary 
gaussian process Z(x) has means of zero and covariance as 
the Eq. (16).

where �2 is variance of Z(x) ; R(x, x�) is the spatial correla-
tion function, which is dependent on Euclidian distance of 
x and x′.

When high-fidelity model can be obtained using a linear 
combination of high-fidelity data ys , the untried position x 
can be predicted via Hierarchical Kriging as in Eq. (17).

In the Equation above, �0 = (FTR−1F)−1FTR−1ys , who is 
a proportionality coefficient that shows how correlated high-
fidelity/low-fidelity model is;F is a column vector with nhf  
dimensions whose elements are all 1. nhf  is the number of 

(13)Ylf (x) = �0,lf + Zlf (x)

(14)ŷlf (x) = 𝛽0,lf + rT
lf
(x)R−1

lf
(ys,lf − 𝛽0,lf E)

(15)Y(x) = 𝛽0ŷlf (x) + Z(x)

(16)Cov[Z(x), Z(x�)] = �2R(x, x�)

(17)ŷ(x) = 𝛽0(x)ŷlf + rTR−1(ys − 𝛽0F)VHK

high-fidelity samples;R is the correlation matrix between 
high-fidelity samples. VHK only relates to tried positions, and 
can be calculated during the process of Kriging interpola-
tion. Once VHK is acquired, predicting the untried point x ’s 
response ŷ(x) requires recalculation of rT and ŷlf  . Notice that 
ŷlf (x) is the low-fidelity model computed using the equation 
mentioned above [36].

2.4.2  Comparison Between Different Prediction Model

In the field parameter optimization, a variety of modeling 
techniques are popular among scholars, such as Artificial 
Neural Networks (ANN) [37], RSM [38] and polynomial 
fitting. Despite success of those methodologies above, few 
models can handle variable-fidelity datasets. In ANN, RSM 
and polynomial fitting, data from all sources were treated 
equally, contributed to same to the model regardless of their 
accuracy and fidelity. What’s more, ANN requires relatively 
large volume of dataset to guarantee performance. In order 
to lower cost from experiments and utilize low-fidelity data-
set from simulation, hierarchical scheme should be adopted. 
HK model is a form of variable-fidelity model. Unlike ANN, 
HK requires fewer training samples.

Different from RSM and polynomial fitting, HK model 
make use of the low-fidelity samples to construct a gen-
eral trend surface, and then construct high-fidelity model 
based on the trend surface using high-fidelity sample data. 
This schematic enables incorporation of low-fidelity sam-
ples, meanwhile eliminating inaccuracy from low-fidelity 
samples, and allowing high-fidelity samples to play more 
important role. HK has demonstrated its applicability in 
optimization problems. Yang et al. [39] employed HK for 
the parametric optimization of deep penetration laser wield-
ing; Yuepeng et al. [40] utilize HK for optimization of roter 
blade design in helicopters regarding roter noise. In both 
studies above, simulation software was employed so that 
cost of experiment can be reduced.

Four data from physical experiment were selected in 
order to prove the superiority of HK. And the details of the 
physical experiment will be described in Sect. 4. The results 
are showed in Tables 1 and 2. Despite the fact that some 
experimental points are better than HK modeling results, 

Table 1  Comparison between results from HK and ANN

TEMP temperature, HK-Pred-T prediction of temperature from HK, ANN-Pred-T prediction of temperature from ANN

No n (r/min) fz (mm/tooth) ae (mm) ap (mm) TEMP (°C) HK-Pred-T (°C) Error (%) ANN-Pred-T (°C) Error (%)

1 2000 0.2 3 2 233.15 195.2551 16 244.3119 5
5 2500 0.1 2 2 185.2 167.2541 9 126.392 31
9 3000 0.05 1.5 2 141.13 138.4094 1 61.1146 56
12 4000 0.15 0.5 2 133.525 150.6525499 12 157.7456 18

Average 9.5 Average 27.5
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the average error of HK is significantly lower than ANN 
and RSM.

3  Proposed K‑means MOPSO

In order to solve the multi-objective problem, the K-means 
MOPSO was designed for the solution. MOPSO was chosen 
for our application and modification due to its simplicity 
and low degree of complexity. Genetic Algorithm involves 
Evaluation Selection, Crossover and Mutation in an epoch, 
whereas PSO only includes Evaluation and Velocity Update 
in a row, in terms of single-objective problems. When the 
problem requires multi-objective solution, the computational 
complexity will rapidly rise. Our K-means MOPSO incor-
porates K-means clustering for multi-objective problems. 
K-means clustering is a simple and effective clustering algo-
rithm [41]. The use of K-means clustering is aimed at avoid-
ance of crowdedness.

3.1  Workflow of K‑means MOPSO

K-means clustering is organized into classic PSO in order to 
eliminate crowded solution. The workflow of K-means goes 
like MOPSO, and its flowchart is shown in Fig. 4.

When there are clusters in the final solution, the solution 
cannot represent the Pareto front well. MOPSO cannot avoid 
crowdedness in the solution, because MOPSO guides the 
swarm towards non-dominant points. This strategy makes 
the swarm gathered at some elite points. To avoid the swarm 
grouped at some non-dominant points, instead of guiding 
the swarm towards the elites, our strategy is to guide the 
swarm towards the centers generated from K-means cluster-
ing. Such strategy allows some freedom for the individuals, 
so that the individuals may not cluster around one position. 
In addition to K-means clustering, non-dominant archive 
and outer archive are introduced into our optimizer. Non-
dominant archive stores non-dominant solutions in current 
generation, and outer archive stores non-dominant solu-
tions obtained in the whole process. After the construction 
of K-means MOPSO, the algorithm was further tested, and 
the results were in the next section.

3.2  Evaluation Results of K‑means MOPSO

To validate our modified K-means MOPSO, several bench-
marks were applied to the optimizer, and their test results are 
recorded and shown. The standard that measures the quality 
of Pareto front, Generational Distance and Maximum Spread 
[42] are introduced first, then the standard for our K-means 
MOPSO on the benchmarks are shown.

3.2.1  Definition of Generational Distance

Generational Distance marks the distance between true 
Pareto front and the obtained Pareto front [43]. GD is the 
measure of how close the optimizer’s solution is to the true 
Pareto front. As a independent measurement, its effective-
ness is irrelevant to accuracy of our optimizer. GD is defined 
in the following Eq. (18).

Table 2  Comparison between results from Hierarchical Kriging and RSM

TEMP temperature, HK-Pred-T prediction of temperature from HK, RSM-Pred-T prediction of temperature from RSM

No n (r/min) fz (mm/tooth) ae (mm) ap (mm) TEMP (°C) HK-Pred-T (°C) Error (%) RSM-Pred-T (°C) Error (%)

1 2000 0.2 3 2 233.15 195.2551 16 204.3149 12
5 2500 0.1 2 2 185.2 167.2541 9 157.8644 14
9 3000 0.05 1.5 2 141.13 138.4094 1 122.2393 13
12 4000 0.15 0.5 2 133.525 150.6525499 12 138.0167 3

Average 9.5 Average 10.5

Fig. 4  Flowchart of K-means MOPSO
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where m is the number of solutions obtained;di is the Euclid-
ian distance between obtained solution front and the true 
Pareto front.

3.2.2  Definition of Maximum Spread

Maximum Spread represents the coverage of the obtained 
solution front. It calculates the coverage according to the 
volume of hypercube made up from extreme values. MS is 
computed as Eq. (19).

where k is the dimension of the objective. fmax

i
 and fmin

i
 are 

respectively the maximum and minimum for the solution 
set in the ith dimension. Fmax

i
 and Fmin

i
 are the maximum 

and minimum for the true Pareto front set in terms of ith 
dimension.

3.2.3  Evaluation Result of K‑means MOPSO

In order to acquire evaluation results of our K-means 
MOPSO, four benchmark functions, ZDT1, ZDT2, ZDT4 
and ZDT6 were tested on our optimizer. The definitions of 
the benchmarks are described in Table 3.

The abovementioned four test benchmarks were solved by 
K-means MOPSO respectively to demonstrate the applica-
bility of our algorithm. Hyperparameter setup for K-means 
MOPSO is listed on Table 4. � , C1 and C2 were determined 
according to ref. [44]. The comparison of ground-truth 
Pareto front and our solution is shown in Fig. 5. Judging 

(18)GD =

√√√√ m∑
i=1

di

/
m

(19)MS =

√√√√1

k

k∑
i=1

[
min(fmax

i
,Fmax

i
) −max(fmin

i
,Fmin

i
)

Fmax

i
− Fmin

i

]

from Fig. 5, it’s evident that K-means MOPSO can very 
effectively obtain solution close to the true Pareto front. 
Additionally, K-means MOPSO achieved favorable results 
regarding GD and MS. The input of benchmarks is two-
dimensional data. The results are listed in Table 5.

4  Case Study

In this paper, experiments were conducted on a machine 
center, and Advantage simulation software. Physical experi-
ments can provide high-fidelity data with high cost, while 
the simulation can provide low-fidelity data with low cost. 
After obtaining the experiments, data obtained were pro-
cessed for Hierarchical-Kriging modeling, which was then 
used for K-means MOPSO for solution of our multi-objec-
tive problem.

4.1  Physical Experiment Setup and Design

The machined parts are set as valve parts and made of H62 
brass with wide range of uses and high mechanical proper-
ties. The quality of the milling valve will directly affect the 
tightness of the valve, so the process is also the key to the 
quality of the valve [45]. In order to produce better quality 
H62 parts, researching into H62 brass machining input and 
outcome becomes necessary. The chemical composition of 
the experimental material brass H62 is shown in Table 6.

The physical experiment was carried out in the Center 
of Mikron UCP800 Duro machine, and the cutter was pro-
cessed with a diameter of 8 mm tungsten steel end milling 
cutter. The workpiece is H62 brass metal block with the size 
of 120 mm × 70 mm × 30 mm. In order to facilitate fixation 
and milling, holes are drilled at the bottom as shown in the 
Fig. 6. In order to describe the outcomes, Kistler9123C1011 
three-component dynamometer was employed to measure 
force in three X, Y and Z directions during the whole milling 

Table 3  Definition of tested benchmarks

Benchmark Variables Objective Constraints

ZDT1 x1, x
�

min f1(x1) = x1

min f2(x) = g(1 −
√
(f1∕g))

g(x) = 1 + 9

m∑
i=2

x1∕(m − 1)

0 ≤ xi ≤ 1, i = 1, 2, ..., 30

ZDT2 x1, x
{

min f1(x1) = x1

min f2(x) = g(1 − (f1∕g)
2)

g(x) = 1 + 9

m∑
i=2

x1∕(m − 1)

0 ≤ xi ≤ 1, i = 1, 2, ..., 30

ZDT4 x1, x
�

min f1(x1) = x1

min f2(x) = g(1 −
√
(f1∕g))

g(x) = 1 + 10(m − 1) +
m∑
i=2

(x2
i
− 10 cos(4�xi))

0 ≤ x1 ≤ 1,−5 ≤ xi ≤ 5, i = 2, 3, ..., 9

ZDT6 x1, x
{

min f1(x1) = 1 − e−4x1 sin6(6�x1)

min f2(x) = g(1 − (f1∕g)
2)

g(x) = 1 + 9((
m∑
i=2

xi∕(m − 1))0.25)
0 ≤ xi ≤ 1, i = 1, 2, ..., 10
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process. T650SC thermal camera was deployed to record the 
milling procedure for the temperature information. Specifi-
cations of all the items involved are listed in Table 7. The 
photo of experimental setup for physical experiments is 
shown in Fig. 7.

Design of the experimental trial points is abided by 
Orthogonal Design of Experiments (ODE) [46]. ODE is the 
design when many levels of inputs are properly arranged 
to combinations. ODE is capable of ensure practicability, 
meanwhile eliminate number of experiments sharply. The 
sample points are evenly distributed in variable space, which 
makes the experiment more representative and generic [47].

Fig. 5  Comparison between K-means MOPSO solution and ground-truth

Table 4  Hyperparameter setup for K-means MOPSO on benchmarks

Item Symbol Value

Population size P 300
Iteration / 1000
Velocity weight � [0.3,0.5]
Personal velocity factor C1 2.8
Global velocity factor C2 1.3
Archive size / 200

Table 5  GD and MS results of 
K-means MOPSO

Function GD MS

ZDT1 4.43E-05 0.9777
ZDT2 1.96E-05 0.9829
ZDT3 2.53E-05 0.9918
ZDT4 3.86E-05 0.9768
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As previously mentioned, the decision variable is consti-
tuted of four elements: spindle speed n, feed rate fz, cutting 
depth ap, and cutting width ae. Based on the facilities in the 
laboratory, our elements are divided into 4 levels. According 

the 4 levels and 4 elements, totally 16 experiments were 
contrived. The design was in consideration of machining 
center and cutter tool, which is shown in Table 8.

4.2  Acquisition and Analysis of High/Low Fidelity 
Data

To model the outcomes of the physical machining pro-
cess, dynamometer Kistler9123C1011 and thermal cam-
era T650SC were deployed to measure the force and 
temperature.

The three-way dynamometer is installed on the spindle 
and rotates with the tool. In order to facilitate the calculation 
of power, it is necessary to convert the measured three-way 
force along the tool rotation into the three-way force fixed 
on the coordinate axis based on the workpiece. Axis Z of the 
rotating coordinate axis and fixed coordinate axis recombine 
and are perpendicular to the machining plane, so coordinate 
transformation is not required.

The transformation of coordinate system is shown in 
Fig. 8. Assume the force in that rotating coordinate in X 
direction is Fx1, and similarly Fy1 for Y direction. Assume 
that forces in accordance with feed direction and vertical to 
cutter-workpiece intersection direction are Fx2 and Fy2.

Table 6  Chemical compositions 
of H62 brass

Chemical composition (wt.%)

Cu Fe Pb Sb Bi P Zn Others

60.5–63.5  < 0.15  < 0.08  < 0.005  < 0.002  < 0.01 Residual  < 0.5

Fig. 6  CAD Workpiece dimen-
sion drawing

Table 7  Specifications of experiment equipment

Item Unit Numerical value

Machine tool Mikron UCP 800
 Motor power Pmax (W) 18,000
 Basic power Pstby(W) 2580
 Spindle speed n (r/min) [2000,20000]
 Machine efficiency � 0.72

Cutter S600 /
 Diameter D (mm) 8
 Lead angle La (°) 10
 Clearance angle Ca (°) 15
 Number of blades z 4

Workpiece /
 Material H62 Brass /
 Length L (mm) 70

Dynamometer Kistler9123C1011 /
Thermal camera T650SC /
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With Θ calculated as the above, Fx2 and Fy2 can be cal-
culated as:

After the abovementioned process, forces in X and Y 
direction are obtained, with force in Z direction, the static 
coordination, where Fc can be obtained as:

From the result gained above, according to Eq. (5), cutting 
power Pc can be obtained, thus linking the raw dynamom-
eter data to modeling. Until here, the power acquisition is 
completed. The next will discuss how the temperature is 
measured.

During the temperature measurement experiment, the 
milling process was recorded with the T650SC infrared 
measuring instrument and researchIR software was con-
nected to the computer for data storage. In order to ensure 
the accuracy of the results, the temperature range was set 
between 20 and 500 degrees, and the thermal emissivity 
was set at 0.05. The frames filmed were processed using Flir 
tool + software to obtain temperature data. Select the path 
area cut by the tool in the video, as shown in the Fig. 9, the 
curve of the maximum temperature change with time in this 
area at each moment can be derived, and finally the peak 
temperature of the tool we need can be obtained.

(20)
Fx2 = Fx1 ⋅ cos � − Fx1 ⋅ sin �

Fy2 = Fy1 ⋅ sin � − Fy1 ⋅ cos �

(21)Fc = Fy ⋅ cos � − Fx sin �

Fig. 7  Physical experiment 
setup

Table 8  Physical experiment orthogonal design

No n (r/min) fz (mm/tooth) ae (mm) ap (mm)

1 2000 0.2 3 2
2 2000 0.15 2 1.5
3 2000 0.1 1.5 1
4 2000 0.05 0.5 0.5
5 2500 0.1 2 2
6 2500 0.05 3 1.5
7 2500 0.2 0.5 1
8 2500 0.15 1.5 0.5
9 3000 0.05 1.5 2
10 3000 0.1 0.5 1.5
11 3000 0.15 3 1
12 3000 0.2 2 0.5
13 4000 0.15 0.5 2
14 4000 0.2 1.5 1.5
15 4000 0.05 2 1
16 4000 0.1 3 0.5

Fig. 8  Force system transformation
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4.3  Processing and Calculation of Physical 
Experiments Data and Simulations Data

With the measurement and computation above, after con-
ducting the orthogonal experiments, the results of forces, 
power and temperatures are acquired and listed in Table 9.

Another part of our experiment is conducted on Third 
Wave AdvantEdge software using computers to reduce cost. 

AE is a simulation software based on material properties, 
whose simulation result is consistent with reality. Perform-
ing experiments on AE first can lay the theoretical base 
guiding production. Many unrepeatable processes can be 
replicated by simulation software easily, and some uncon-
trollable nature of the parts can be avoided [48]. Some mate-
rial parameters and cutting parameters are set in combina-
tion with physical experiment during the pretreatment. After 

Fig. 9  Thermal imager temperature curve

Fig. 10  Simulated temperature curve

Table 9  Results of orthogonal 
physical experiments

No Fx (N) Fy (N) Fz (N) TEMP (°C) P (W) SEC (J/mm3)

1 157.06 286.07 14.94 233.15 333.98 0.33
2 85.78 132.68 19.54 187.83 151.45 0.81
3 60.16 68.10 19.05 158.23 73.45 2.33
4 10.30 9.35 5.88 72.90 9.54 26.65
5 106.13 143.78 12.76 185.20 200.77 0.75
6 76.17 349.35 24.89 163.92 548.31 1.57
7 31.28 21.88 9.49 132.90 25.52 2.69
8 59.93 45.05 31.90 173.30 54.03 2.47
9 51.11 88.88 16.53 141.13 154.73 1.62
10 32.65 33.01 8.38 112.78 52.01 3.03
11 89.30 118.27 32.07 253.80 197.39 0.56
12 80.57 52.05 35.32 218.60 70.38 1.17
13 54.41 48.66 7.92 133.53 98.86 1.16
14 84.89 96.89 18.51 232.68 209.36 0.42
15 49.20 63.75 30.41 204.90 141.30 1.82
16 52.01 71.63 46.28 239.05 160.51 1.23



989International Journal of Precision Engineering and Manufacturing-Green Technology (2022) 9:977–995 

1 3

calculation, the data such as milling force and temperature 
can be extracted by opening the post-processing interface, 
as shown in the Fig. 10.

Basically, the data from physical experiments and from 
AE is the same, hence they are processed according to the 
same procedure. The only difference is that physical experi-
ment is more accurate and credulous. Since simulation is 
inexpensive, another 48 experiments were designed accord-
ing to ODE principal, to supplement the physical experi-
ment. Another 16 experiments, whose design is exactly the 
same as physical experiment, were conducted to examine 
the precision of AE.

The 16 comparison results are listed in Table 10. Judg-
ing from Table 10, the simulation can appropriately reflect 

physical experiment results, with average 8% error in terms 
of power, and 7% error in terms of temperature. 

As can be seen from Tables 9 and 10, temperature and 
SEC are in most cases mutually contradictory. Lower cutting 
temperatures generally result in lower thermal deformation 
of tools and tool wear during the cutting process. And Low 
level cutting parameters usually result in low power. How-
ever, according to Eq. (8), it can be seen that a lower MRV 
may lead to a larger SEC. In this case, the temperature and 

Table 10  Comparison 
between results from physical 
experiment and simulation

P denotes physical experiment, S denotes simulation

No Power-P (W) Power-S (W) Error TEMP-P (°C) TEMP-S (°C) Error (%)

1 333.98 312.94 6 233.15 255.138 9
2 151.45 141.63 6 187.83 192.935 3
3 73.45 68.07 7 158.23 145.407 8
4 9.54 9.27 3 72.9 67.742 7
5 200.77 223.94 12 185.2 181.925 2
6 548.31 473.89 14 163.92 137.042 16
7 25.52 28.37 11 132.9 115.323 13
8 54.03 49.39 9 173.3 188.46 9
9 154.73 146.59 5 141.13 136.974 3
10 52.01 47.77 8 112.78 103.613 8
11 197.39 219.34 11 253.8 258.706 2
12 70.38 83.40 18 218.6 231.488 6
13 98.86 104.96 6 133.525 126.307 5
14 209.36 212.90 2 232.68 229.318 1
15 141.30 156.16 11 204.9 182.966 11
16 160.51 170.96 7 239.05 253.071 6

Average 8 Average 7

Table 11  The general expression of analysis of variance

Source SS df MS F Prob > F

Groups SSA k-1 MSA MSA/MSE
Error SSE n-k MSE
Total SST n-1

Table 12  Experiment data analysis of variance F value

F n fz ae ap

TEMP 0.07 0.73 1.59 0.73
P 31.6 13.09 9.27 13.09

Table 13  Experiment data analysis of variance P value

Prob > F n fz ae ap

TEMP 0.7925 0.399 0.2165 0.399
P 0.000004 0.0011 0.0048 0.0011

Table 14  Simulation data analysis of variance F value

F n fz ae ap

TEMP 0.3 0.33 0.96 0.33
P 25.02 9.92 6.78 9.92

Table 15  Simulation data analysis of variance P value

Prob > F n fz ae ap

TEMP 0.5884 0.5693 0.3339 0.5693
P 0.000023 0.0037 0.0142 0.0037
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Table 16  48 supplement simulation results

No n (r/min) fz (mm/tooth) ad (mm) ap (mm) Fx (N) Fy (N) Fz (N) TEMP (°C) P (W) SEC (J/mm3)

1 2000 0.2 3 0.5 49.60 56.47 15.24 278.93 60.98 1.17
2 2000 0.15 2 1 29.98 43.94 22.84 158.12 49.73 1.16
3 2000 0.1 1.5 1.5 22.61 31.67 17.93 144.65 35.58 1.53
4 2000 0.05 0.5 2 7.56 6.23 7.96 126.46 6.17 6.65
5 2000 0.2 0.5 0.5 12.32 12.70 27.49 88.12 13.41 6.68
6 2000 0.15 1.5 1 21.12 33.87 29.53 132.70 38.87 1.53
7 2000 0.1 2 1.5 33.11 43.12 15.69 75.08 47.83 1.16
8 2000 0.05 3 2 54.79 67.32 8.55 137.59 73.85 1.18
9 2000 0.05 3 0.5 19.39 27.89 23.96 316.21 31.47 4.61
10 2000 0.1 2 1 28.09 37.06 20.72 140.75 41.21 1.73
11 2000 0.15 1.5 1.5 28.74 45.61 23.75 145.58 52.27 1.03
12 2000 0.2 0.5 2 33.21 27.89 23.96 143.50 27.79 1.68
13 2500 0.1 2 0.5 20.35 30.50 31.89 151.84 43.31 2.77
14 2500 0.05 3 1 34.05 38.92 16.71 124.96 52.58 1.87
15 2500 0.2 0.5 1.5 28.34 25.40 24.76 157.48 32.27 1.80
16 2500 0.15 1.5 2 38.81 66.64 28.41 157.10 96.52 0.63
17 2500 0.1 1.5 0.5 19.21 26.64 26.67 137.63 37.35 3.67
18 2500 0.05 0.5 1 5.10 5.14 7.80 47.28 6.74 10.64
19 2500 0.2 3 1.5 118.03 177.82 -1.50 96.16 252.71 0.34
20 2500 0.15 2 2 60.13 80.55 3.99 88.25 112.26 0.48
21 2500 0.15 2 0.5 23.62 30.43 26.69 171.26 42.11 1.85
22 2500 0.2 3 1 64.64 89.93 19.61 188.14 126.16 0.48
23 2500 0.05 0.5 1.5 5.86 5.41 7.31 47.63 6.93 7.10
24 2500 0.1 1.5 2 36.54 44.01 20.62 129.30 60.12 0.93
25 3000 0.05 1.5 0.5 9.00 14.23 16.70 102.11 24.44 6.07
26 3000 0.1 0.5 1 10.09 8.99 11.61 69.42 13.68 4.45
27 3000 0.15 3 1.5 92.19 148.15 12.74 190.25 255.11 0.38
28 3000 0.2 2 2 68.63 108.85 6.08 198.31 187.08 0.31
29 3000 0.05 2 0.5 13.57 19.41 17.78 115.34 32.82 4.59
30 3000 0.1 3 1 58.52 72.36 19.17 193.76 119.22 0.80
31 3000 0.15 0.5 1.5 22.14 18.49 19.15 94.71 27.59 1.99
32 3000 0.2 1.5 2 41.65 71.90 18.59 174.01 125.05 0.40
33 3000 0.2 1.5 0.5 18.60 29.48 40.98 152.30 50.67 1.54
34 3000 0.15 0.5 1 15.45 13.62 18.57 88.97 20.66 2.98
35 3000 0.1 3 1.5 105.94 125.44 14.69 181.92 204.87 0.56
36 3000 0.05 2 2 22.38 24.54 13.05 117.76 39.41 1.15
37 4000 0.15 0.5 0.5 17.19 14.42 19.38 117.41 28.73 4.49
38 4000 0.2 1.5 1 25.16 33.41 12.79 183.05 74.39 0.58
39 4000 0.05 2 1.5 24.64 33.83 13.57 200.16 75.75 1.17
40 4000 0.1 3 2 113.72 153.31 10.12 239.93 342.25 0.34
41 4000 0.15 3 0.5 95.01 175.07 1.45 183.55 409.38 0.92
42 4000 0.2 2 1 46.74 63.82 16.60 243.69 142.78 0.46
43 4000 0.05 1.5 1.5 20.51 30.48 13.72 128.55 69.17 1.55
44 4000 0.1 0.5 2 33.95 25.55 10.85 106.54 49.06 1.70
45 4000 0.1 0.5 0.5 15.81 13.21 12.70 89.98 26.29 6.72
46 4000 0.05 1.5 1 13.59 22.24 15.10 126.39 51.18 2.31
47 4000 0.2 2 1.5 38.93 68.45 20.43 341.90 159.10 0.31
48 4000 0.15 3 2 119.87 203.83 4.76 267.61 471.71 0.24
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energy consumption are optimized to obtain the correspond-
ing cutting parameters.

After the experimental and simulation data were obtained, 
ANOVA of MATLAB was used to confirm whether the cut-
ting parameters had significant effects on the temperature 
and power results. The general expressions of one-way 
ANOVA are shown in the Table 11 below.

After analysis, there were significant differences between 
n, f, ad, ap and P in the experimental data, while there were 
no significant differences between them and TEMP. The 
results were shown in the Tables 12 and 13. In the simula-
tion data, there are significant differences between n, f, ad, 
ap, but no significant differences between them and TEMP. 
The results are shown in the Tables 14 and 15.

After confirming that AdvantEdge is reliable and accu-
rate, the supplement 48 experiments were performed to 
obtain low-fidelity data. The cutting parameters and the 
results for the 48 simulation experiments are shown in 
Table 16.

4.4  Multi‑objective Optimization of CNC Corner 
Milling Parameters Based on HK and K‑means 
MOPSO

The results from both physical experiments and simulations 
were fed into HK to construct variable fidelity model for 
the prediction of machining outcomes. The code was imple-
mented in Matlab 2018b, with the help of DACE toolkit 
[14]. The hyperparameters for HK power agent model are 
showed in Table 17. And the hyperparameters for HK tem-
perature agent model are showed in Table 18.

initial value for theta � =
[
�1, �2, ..., �n

]
 , where n is the 

dimension of decision space; upper and lower boundary for 
� ; regression model regpoly; and correlation function corr. 

For HK model, low-fidelity model and high-fidelity all take 
in a set of hyperparameters, except high-fidelity model’s 
regression model is the corresponding low-fidelity Kriging 
model. Using the setup, HK model was constructed and vali-
dated on 4 additional simulation experiments. The 4 simula-
tions were referred as validation experiments, and the results 
were shown in Table 19.

It’s evident from Table 19, that HK model successfully 
predicted power and temperature for the milling process, 
with average error of power at 8%, and average error of 
temperature at 6%. With confidence in the proposed HK 
model, the K-means MOPSO was incorporated with HK 
to yield multi-objective solution for the optimization prob-
lem. Hyperparameter setup for K-means in case study is in 

Table 17  Hyperparameter setup for HK Power agent model

Item Symbol Input

Initial theta � [0.1,0.1,0.1,0.1]
Low-fidelity model’s regression model / regpoly0
Low-fidelity model’s correlation model / corrspline
High-fidelity model’s correlation model / corrgauss

Table 18  Hyperparameter setup for HK temperature agent model

Item Symbol Input

Initial theta � [1,1,1,1]
Low-fidelity model’s regression model / regpoly1
Low-fidelity model’s correlation model / corrlin
High-fidelity model’s correlation model / corrspline

Table 19  Validation of HK model using 4 validation experiments

Pred prediction, Pred-P prediction of power from HK, Pred-TEMP prediction of temperature from HK

No n (r/min) fz (mm/tooth) ae (mm) ap (mm) P (W) Pred-P (W) Error (%) TEMP (°C) Pred-TEMP (°C) Error (%)

V1 2049 0.09 1.9 1.9 130.67 117.19 10 158.2188 145.5023 8
V2 2950 0.04 1.4 1.9 90.06 98.44 9 130.21 132.9534 2
V3 3009 0.11 0.49 1.51 65.73 65.84 0 107.1951 116.3892 9
V4 3990 0.06 1.9 1.1 166.15 147.65 11 195.5637 183.6477 6

Average 8 Average 6

Fig. 11  The Pareto solution from HK and K-means MOPSO
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accordance with that of ZDT benchmark test, which is listed 
in Table 4. The only difference is that the population size and 
archive size here are all 400. The result of the pareto solution 
is shown in Fig. 11.

Some selected Pareto solutions were listed in Table 20. 
The results were selected from the original pareto set by 
every 40 solutions. Judging from the selected Pareto solu-
tions, it’s evident that temperature and SEC are conflicting 
each other, with one increasing and the other shrinking and 
vise versa. While the goal is to maintain a low level of both 
metrics, in practice it’s only possible to sacrifice for lowering 
the other. What’s more, the parameter inputs to Pareto solu-
tions shows that maintaining a low spindle speed, together 
with other parameters in low number, achieves low tempera-
ture, but less energy-efficient. Keeping the spindle speed at 
a high level, meanwhile increasing feed, cutting width and 
cutting depth, will ensure high energy-efficiency, however 
the temperature of workpiece can be relatively high.

5  Conclusions

To the best of the authors’ knowledge, there exists little 
research on the optimization of H62 machining process. 
And in the milling, research of temperature as the target is 
less. The study of temperature change can better control the 
processing quality and additional energy dissipation, while 
the SEC as the target can both reflect the machining quality 
and efficiency.

In this study, process parameters are optimized to obtain 
appropriate temperature and SEC in corner milling. In order 
to balance modeling accuracy and cost, high/low fidelity 
data of SEC and temperature during corner milling H62 
brass processing were obtained by using physical experiment 
and AE simulation. HK model was constructed based on the 
two variable-fidelity data sets, and the K-means MOPSO 
was examined and applied on the multi-objective optimiza-
tion problem. Finally, the solution was obtained, and verified 
using AdvantEdge. The following conclusions can be drawn 
from the study:

(1) The accuracy difference between simulation and physi-
cal experiment is analyzed. AdvantEdge simulation 
software can properly output results with average error 
in prediction of temperature and power at 8% and 7% 
respectively;

(2) A high-precision, high-efficiency, low-cost model is 
constructed. Hierarchical Kriging model can accurately 
predict power and temperature fast but with low cost, 
and showed overall error of 8% and 6% for power and 
temperature;

(3) An efficient and high-precision model solving method 
is adopted. The adopted K-means MOPSO is effective 
by showing favorable results of GD and MS in solv-
ing benchmark ZDT1, ZDT2, ZDT 4 and ZDT6. The 
improved K-means MOPSO reduces the complexity of 
the algorithm itself, making it more efficient in obtain-
ing the optimal cutting parameters. And the result rec-
ommended high-level of spindle speed for low SEC, 
and low spindle speed for low temperature.

(4) This study has reference and guiding significance for 
corner milling of H62 brass parts. Influence factors of 
processing parameters on processing results is ana-
lyzed. The temperature and energy consumption can 
be well controlled by this model, and the appropriate 
cutting parameters can be selected to optimize the pro-
cessing quality and energy consumption.
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