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Abstract
Purpose of Review Concerns about conflict induced by climate change have captured the attention of policymakers, but the
scientific foundations for these claims are contested. This review briefly examines different ways that the future of conflict risk in
the context of climate change has been characterized, with a particular focus on scenarios.
Recent Findings Scientific consensus remains low over the role of climate change as a driver of conflict risk. This is rooted in
disagreements over the interplay of socio-economic and climatic factors contributing to conflict risk. There is less controversy
that climate change vulnerability, coupled with inappropriate adaptation solutions (i.e., maladaptation) in places where conflict
dynamics already exist (e.g., high levels of inequality, marginalization, and political rivalries), tends to increase existing tensions.
Additionally, scenario analysis has had an unremarkable presence in recent literature, with more attention being paid to
knowledge-accumulation challenges for conflict research.
Summary Conceptual innovations from the wider climate change research community for the meaning of climate change risk, as
well as for scenario research design for risk assessment in the context of climate change, may be vehicles for knowledge
accumulation within the fields of security and conflict research.
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Introduction

Consensus remains low over the role of climate change as a
driver of conflict risk [1•, 2•, 3•]. Key questions are whether
climate change increases risk of violence (directly or indirect-
ly) as well as whether climate-induced economic disruption
[4] or migration [5] will pose security threats to states or peo-
ple. Core scholarship on conflict risk is empirical [6, 7•], but
various scholarly disagreements thwart knowledge accumula-
tion [12–14]. These include disagreements over terminology
[8•], appropriate ways to approach problem definition (e.g.,
ontology [3•, 8•, 9] and scope, or scale [10, 11]), as well as
whether causal mechanisms affecting conflict risk should be
articulable [7•, 12].

Conflict is multi-faceted, occurring within and between
states, and it is subject to multiple social and material drivers
such as educational attainment, resource availability, and pow-
er dynamics [1•, 2•, 9, 11]. Some argue that the preservation of
peace is essentially a contextual, local affair based on commu-
nity norms [15, 16]. It has also been argued that insufficient
research is being performed on peaceful societies avoiding
conflict, including those facing climatic stressors [2•, 8•, 17].
In short, open questions remain on why some societies under
similar climatic conditions breakout into violent conflict while
others do not.

Ever since i ts Fourth Assessment Report , the
Intergovernmental Panel on Climate Change (IPCC) has rec-
ognized three Bpillars^ of knowledge for how the physical
science of climate change is understood [18, 19]: observa-
tions, theory, and computer simulation. In comparison, con-
flict research under climate change is still characterized by
disagreements over what observations are meaningful (e.g.,
quantitative datasets with global coverage versus qualitative
contextual data [12]), what theory may be applicable, and
what characterizations of the future, or modeling approaches,
are meaningful or plausible.
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There are multiple approaches to characterize the future
[20], and this review focuses on scenario analysis since it is
commonly used for decision support in various fields.
Scenario analysis often traces its origins to military planning
(see e.g., [21]), and policymakers in various spheres are hardly
strangers to entertaining scenarios. Scenarios can be qualita-
tive (i.e., narrative), quantitative (e.g., modeled statistically,
simulated through agent-based modeling), or some blend of
the two. Although scenarios are not predictions, they do aim to
reveal information that can be useful for policy decisions, such
as ranges of plausible benefits and costs or conditions expect-
ed to result in policy failure. However, as will be discussed in
this review, scenario analysis may be capable of more, espe-
cially for helping the fields of security and conflict research
improve knowledge accumulation, or for inspiring local ef-
forts around resilience to climate change or to conflict.

This review examines analyses characterizing the future of
conflict risks in the context of climate change as well as direc-
tions for future research. It considers the roles scenario analy-
ses have generally played in decision support, as well as ana-
lytical methods that can be employed.1 Additionally, recent
conceptual innovations in the meaning of climate risk [24],
as well as in research design for climate risk assessment and
climate policy analysis more broadly [25•], point to new di-
rections for scenario analyses of conflict risks.

Challenges for Decision Support on the Topics
of Security and Conflict in the Context
of Climate Change

Generally speaking, policy-making is a pragmatic exercise,
meaning that policymakers are ultimately concerned with the
practical consequences of their decisions [26]. Since the future
is undetermined, policymakers employ heuristics or tools to
arrive at their conclusions. The fallibility of heuristics for an-
ticipating time-lagged, indirect, or long-term consequences is
well-established (see e.g., [27]), so experts work to raise the
quality of informational inputs to decision-making [26, 28,
29]. For policy analysis, such inputs include characterizations
of future conditions in some way, e.g., scenarios, projections,
or probabilistic futures [20].

To be valuable for decision support, scientific input must
be policy-relevant, politically legitimate (meaning that knowl-
edge users have confidence in the analytical approach), and
scientifically credible [26, 30]. However, critiques have sur-
faced that findings from the social sciences for climate change
research [31], and conflict research in particular [3•, 13], may

not meet these criteria. Social science research appears to suf-
fer from problems with knowledge accumulation due to lim-
ited use of synthetic analytical techniques such as meta-
analysis or realist reviews [32]. In turn, insufficient knowledge
accumulation may diminish the scientific credibility of recom-
mendations based on limited collections of case studies or
highly aggregated datasets [5, 12, 16].

This raises questions about what the objectives should be
of scenario analyses for conflict research in the context of
climate change. Should they be to arrive at policy recommen-
dations that will reduce harms, losses, or risks? This may be
the ultimate goal, but where the knowledge foundations are
too imprecise or otherwise insufficient, a more modest goal—
such as to develop shared understanding of system
vulnerabilities—may be more appropriate. Below, BFitting
Approaches for Characterizing the Future to the Primary
Purpose of Decision Support^ introduces three primary pur-
poses for characterizing the future of conflict in the context of
climate change: risk reduction, learning, and program or pol-
icy design. Subsequent subsections elaborate the implications
that alternative objectives have on problem framing and re-
search design.

Fitting Approaches for Characterizing the Future
to the Primary Purpose of Decision Support

Scenario analysis is one approach for characterizing the
future, and it can be used for multiple purposes (see, e.g.,
[21]). For this reason, the environmental modeling litera-
ture recommends that models used for characterizing fu-
ture conditions be Bfit for purpose^ [33]. Generally speak-
ing, for decision support, studies that characterize the fu-
ture tend to focus on one of three objectives: (1) risk
reduction; (2) modeling for understanding; or (3) model-
ing for design, specifically the design of a policy instru-
ment or program intervention. Effective modeling for risk
reduction or design relies upon knowledge accumulation,
which may have been developed through successful
modeling for understanding. However, for decision sup-
port, modeling for more than one objective is not always
better; at times, aiming for all three may be overkill.
Additionally, as analysts turn their focus to each of the
three purposes, this bears implications for different ap-
proaches to problem framing, informational needs, and
analytical methods for characterizing the future.
Hereinafter, BAlternative Objectives for Characterizing
the Future in Decision Support^ contrasts the three objec-
tives along with the analytical approaches that best fit
their respective purposes. BAlternative Approaches to
Scenario Analysis^ contrasts approaches for scenario
analysis in particular, namely qualitative scenarios versus
different means for pairing qualitative and quantitative
scenarios.

1 The latter are important to consider when making sense of any wicked
problem [22]. This is because choices for analytical approach affect how the
problem is framed, constrain what information (including stakeholder perspec-
tives) is deemed relevant, and ultimately, what policy options will be consid-
ered [23].
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Alternative Objectives for Characterizing the Future
in Decision Support

Characterizing the Future for the Purpose of Risk Reduction
Risk is classically defined as the product of impact and prob-
ability. Thus for this style of foresight, which includes the
provision of early warning of events, or some kind of antici-
patory response, prediction is an aspiration. Reasonably accu-
rate predictions of both impact and probability are desired,
which demands knowledge aggregation (e.g., sufficient data
for statistical power, see [34•, 35•] for examples; or (expert)
consensus on causal mechanisms). A potential limitation is
that this style of analysis is based on historical observations.
With concerns that climate change will push natural and hu-
man systems to break away from historical precedent, this
may mean that the predictive power of such studies will be
limited or diminish over time [2•].

Characterizing the Future for the Purpose of Understanding
However, knowledge aggregation may be unrealistic (due
to data limitations or low consensus among experts) or
irrelevant (because the problem is contextual or novel).
Under such circumstances, models may be developed and
analyzed to explore the complexity of system interrelation-
ships, or relationships between systems (e.g., the climate
system and a socio-political system). As elaborated further
below in BSystem-Theoretical Modeling for Security and
Conflict Research,^ where consensus is lacking, deliberate
efforts to explore alternative implications of differences of
(expert) opinion can be thought-provoking and informative
[36, 37]. Such efforts may also be helpful for building
political legitimacy around a study’s results, as stake-
holders or audiences with different perspectives can see
that their views were incorporated [38]. A policy analysis
of the US Terrorism Risk Insurance Act (TRIA) by the
RAND Corporation provides a good example of how po-
litical legitimacy can arise from modeling practices that
include alternative political views [39]. In this case, polit-
ical parties held differing perspectives about many issues
surrounding TRIA, including the likelihood of another
large-scale terrorist attack and the capacity of the private
insurance industry to absorb losses. Rather than employ
expert judgment to describe a best-estimate future or con-
sensus views, RAND simply incorporated the alternative
views of politicians into their model runs to isolate what
differences of opinion (or Bopen questions^) mattered most
to the conclusion that TRIA might be a waste of taxpayer
money. Once RAND presented its results (that only three
out of 17 uncertainties in play truly mattered, and that
under most conditions, TRIA would save taxpayers mon-
ey), their conclusions encountered little resistance because
alternative views of different decision-makers were
incorporated.

Characterizing the Future for the Purpose of Design BDesign
thinking^ [40] is a particular approach to problem-solving. To
arrive at the best designs—which include policies or program
interventions—designers avoid linear models for problem-
solving (e.g., [41]). Instead, what is embraced is iteration,
where designers repeatedly cycle through phases of problem
definition (or scoping), divergent (or exploratory) thinking,
convergent thinking to focus on a few implementation op-
tions, and prototyping/testing of options before committing
to a final design [42]. It is expected that the process of design
thinking will involve doubling-back through these phases, as
for example, a failed prototype may cause a designer to revisit
assumptions made during problem definition [43]. In short,
the goals of characterizing the future for the purpose of design
go beyond enhancing understanding to also include learning
from experimentation with a model.2

Design has emerged in the environmental modeling litera-
ture as a key objective because continued environmental deg-
radation (such as climate change) in the face of increased
scientific understanding (i.e., knowledge accumulation) sug-
gests that the linear model of expertise has largely failed [41].
This has inspired a participatory turn [45, 46], as providing
policy-relevant information may not be enough; instead, what
may be more useful are learning environments for practi-
tioners, stakeholders, and experts (i.e., forums for co-
producing knowledge). Since learning is an inherently social
process, this objective bears implications for what approaches
and methods for foresight should be used. Participatory ap-
proaches to modeling show promise, as they aim for co-
learning or co-management between experts and stakeholders.
Practitioner and stakeholder engagement should occur early
and often throughout the design-thinking cycle.

Alternative Approaches to Scenario Analysis

There are a number of recent reviews of scenario analysis
[47–49]. The field is characterized by a diversity of ap-
proaches and methods, so selecting the most appropriate ap-
proach will be a function of the objectives for characterizing
the future (see BAlternative Objectives for Characterizing the
Future in Decision Support^ above) and the time and re-
sources available (e.g., Does an appropriate simulation model
exist?). Approaches summarized below are presented in the
order of degree of modeling rigor, which corresponds roughly
to a spectrum of qualitative versus quantitative scenarios. The
main benefits of the approaches that are the least rigorous are
that they are fast and possibly require a smaller budget. The
most rigorous approaches provide the highest degrees of spec-
ificity, transparency, and make use of simulation or statistical

2 A related concept for building adaptive capacity is adaptive management
[44], which may also employ models for the purpose of Btesting^ an imple-
mentation or policy idea (a Bprototype^).
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models. However, such models may take years to develop if
they do not exist already.

Qualitative Scenarios These scenarios are commonly present-
ed as narratives and influence diagrams (e.g., mental models).
Such scenarios may be standalone because detailed simulation
or statistical modeling is unavailable or such projections are
not needed for decision support. The least rigorous way to
develop qualitative scenarios is through subjective judgment,
including the judgments of experts. Nevertheless, subjective
judgment may be appropriate when the goal of the scenario
analysis is exploration of system behavior. Such exploration
can raise awareness and inspire exploration of possible cor-
rective actions. Subjective judgment may also be appropriate
when information for decisions must be produced and con-
veyed under time constraints that do not permit work with
formalized models. However, the primary limitation in relying
on subjective judgment is the activation, or reinforcement, of
cognitive biases [27, 50], especially overconfidence [51].3

Proponents of qualitative scenarios note that narrative acts as
a persuasive tool [21, 52], but activating such biases in the
name of persuasion can have undesirable effects. Selby and
Hoffman argued that the field of conflict and security in the
context of climate change did not originate from scientific
research [53]. Instead, it originated from qualitative scenario
studies produced by consultants and defense policy thought
leaders. In spite of scientific uncertainties over whether it
would be reasonable to conclude that climate change will
drive conflict, this hypothesis has had staying power in the
policy community.

To temper undesirable bias, there is a more rigorous method
for developing qualitative scenarios called cross-impact balances,
or CIB [54]. CIB employs systems theory to derive qualitative
scenarios. An example application is discussed briefly below in
BSystem-Theoretical Modeling for Security and Conflict
Research^, which shows that CIB involves building a formal,
but simple, model [55] and employing a factorial experimental
design. CIB is appropriate when the goal of scenario analysis is
not only exploration of system behavior but also minimization of
overconfidence about system behavior, or Bsurprise^. For exam-
ple, a CIB retrospective of the IPCC Special Report onEmissions
Scenarios found that high emissions scenarios were not incon-
sistent with high economic growth [56]. In other words, from a
system theoretical perspective, the dirty coal-powered growth
trends occurring in China since the year 2000 could have been
anticipated. Developing such system-theoretical models with
CIB make it a more time- and labor-intensive method compared
to subjective judgment, but it is no more intensive than other
research projects. It has been argued that, epistemologically, sci-
entists performing policy-relevant research have little reason to

choose subjective judgment over formal approaches like CIB for
developing qualitative scenarios [57].

Qualitative-Quantitative Scenario Pairings When qualitative
description of alternative futures does not provide sufficiently
detailed information for decisions, quantitative scenarios may
be desired. Quantitative models can provide estimates for eco-
nomic benefits, morbidity, or mortality rates, and so forth. For
decision support, all quantitative scenarios employ qualitative
explication of some type to communicate results to non-spe-
cialists. Among the three approaches to qualitative-
quantitative scenario pairings summarized below, the key dif-
ferences are whether qualitative explication is used to drive
quantitative modeling, and whether the modeling employs
factorial orMonte Carlo experimental designs. All approaches
summarized below assume the availability of an appropriate
statistical or simulation model.

The least rigorous way to present a qualitative-quantitative
scenario pairing is to provide qualitative explication of the
results of quantitative modeling based on an experimental
design that is neither factorial nor Monte Carlo. This means
that the modeler exercised their judgment to analyze some
limited number of model runs they believed would be suffi-
ciently comprehensive. The weakness of this approach is sim-
ilar to that of developing qualitative scenarios through subjec-
tive judgment; the overconfidence heuristic of the scenario
analyst has not been sufficiently guarded against. In addition,
qualitative explication grounded in little more than explaining
results may slip into speculation about their significance.
Lewis [21] reviewed a number of influential human security
studies of this type based on climate modeling [58, 59]. She
found their conclusions about increased security risk to be
questionable because the studies became opaque about the
socio-economic mechanisms responsible for risks. This likely
reflects that the qualitative explications reached beyond the
bounds of what could be justified from the scope of the orig-
inal models.

A more rigorous qualitative-quantitative scenario pairing is
story and simulation (SAS), where qualitative scenarios, as
discussed above, are developed first then interpreted as quan-
titative inputs for quantitative modeling [60, 61]. In contrast to
qualitative explication of some limited number of model runs,
SAS grounds the assumptions for modeling in qualitative
stories. The main benefit of SAS over qualitative explication
is that a detailed narrative, consistent with the experimental
design employed by the quantitative model, provides a com-
pelling vehicle for communicating the motivation for the
study as well as its results. For scenarios that play an organiz-
ing role for further research—such as the IPCC Special Report
on Emissions Scenarios or the Shared Socio-economic
Pathways (SSPs)—an additional benefit is that the qualitative
and quantitative scenario components can be considered inter-
changeable. However, whether SAS provides more

3 Examples of overconfidence include groupthink, Bpoverty of imagination,^
and wishful thinking.

Curr Clim Change Rep (2019) 5:12–23 15



epistemological benefits than qualitative explication depends
entirely on how the qualitative scenario is derived [57]. If the
story is developed through subjective judgment, the epistemo-
logical benefit of SAS compared to no-frills qualitative expli-
cation may be negligible. However, if the story is developed
through formative analytical approaches [54, 55, 62], cogni-
tive biases can be corrected to some degree, thereby improv-
ing the epistemological quality of both the qualitative and
quantitative scenarios.

The most rigorous approach to qualitative-quantitative
scenario pairing is scenario discovery [38] (also called
vulnerability analysis [63]). With this approach, a policy
proposal is assessed with a simulation model that is run a
large number of times, ideally with a factorial experimen-
tal design (depending on model complexity, this results in
hundreds to tens of thousands of model runs). In effect,
the policy proposal is comprehensively Bstress-tested^ by
the model to uncover circumstances (i.e., scenarios) where
the policy fails. Scenario discovery is appropriate when
there is sufficient consensus on (a) problem definition and
(b) relevant policy options to test through simulation (see
e.g., [64], which took its policy options from Shared
Policy Assumptions [65•] related to the SSPs). Through
this approach, it is important to note that what is
Bdiscovered^ are simple qualitative scenarios describing
circumstances for policy failure. This is in contrast to
SAS and to qualitative explication, where qualitative sce-
narios mirror quantitative scenarios in some way.

Scenario discovery has two main benefits. First, due to its
factorial experimental design, comprehensive exploration of
system behavior is guaranteed (within the model boundary of
course). Similar to the benefit of CIB for qualitative scenarios,
comprehensive exploration is what minimizes overconfi-
dence. Second, the scenarios that are discovered are policy
relevant by definition, as they describe the circumstances un-
der which policy will fail. In contrast, scenarios developed
through all other methods can potentially be Btuned out^ by
stakeholders or practitioners who find them implausible.
However, a limitation for scenario discovery is that it cannot
comment on the likelihood of the scenarios discovered.

Future Directions for Research that
Characterizes Security and Conflict
in the Context of Climate Change

The Two-Part Scenario Framework for Exploring
Simultaneous Climatic and Socioeconomic Conditions

The IPCC Special Report on Emissions Scenarios (SRES)
presents alternative socio-economic scenarios as drivers
of alternative emissions profiles [66]. This is consistent
with the cause-effect relationship between economic

activity (namely energy and land use) and atmospheric
greenhouse gas concentrations. However, an important
finding of the SRES is that alternative socio-economic
scenarios can produce similar emissions profiles [66],
and subsequent studies replicated this finding [67]. This
means that a proper conceptualization of uncertainty prop-
agation is not unidirectional (i.e., socio-economic scenar-
ios leading to a spread in emissions profiles, which leads
to a subsequent spread of temperature change projections
[68]). Instead, it is bidirectional, where any particular
emissions profile can correspond to both a spread of
socio-economic scenarios and a spread of temperature
change projections [69].

In parallel, the IPCC Special Report Managing the
Risks of Extreme Events and Disasters to Advance
Climate Change Adaptation (SREX) presents disaster risk
as the intersection, or co-occurrence, of particular socio-
economic and climatic conditions [24].4 Put simply, soci-
eties with more desirable socio-economic conditions (i.e.,
durable infrastructure, accountable governments, higher
standards of living) will be more resilient to extreme
weather events, natural variability in climate, and poten-
tially climate change compared to societies with less de-
sirable socio-economic conditions. This conceptual inno-
vation, where risk is understood as the co-occurrence of
socio-economic and climatic events, is more consistent
with scenario analyses searching for low-probability but
high-impact Bperfect storms^ [71]. Studies taking a more
traditional, probabilistically-driven view—whether they
be risk assessments or forecasts—often discount such sce-
narios because of their low probability.

These key re-framings—that uncertainty propagation from
an emissions profile is bidirectional, and that risk is deter-
mined by the co-occurrence of socio-economic and climatic
events—lead the scientific community to develop a new sce-
nario framework. Emissions profiles, which are projections of
global greenhouse emissions for the remainder of the century
measured in units such as gigatonnes of carbon (GtC), are
captured by Representative Concentration Pathways, or
RCPs [72]. Socio-economic scenarios, which describe alter-
native socio-economic futures both qualitatively and quanti-
tatively (e.g., projections of population growth, economic
growth, hectares of land used for growing food) are captured
by Shared Socioeconomic Pathways, or SSPs [73].5 What the
new scenario framework means for conflict risk research is

4 Research on extreme weather events is also moving in this direction [70].
5 In contrast to the SRES, socio-economic data for the SSPs are fairly detailed.
This was purposely done to make the SSPs more useful for assessing climate
risk. Qualitative scenario factors include details about demography, quality of
life (i.e., human development), economic characteristics, consumption pat-
terns, policy orientations, institutional effectiveness, technology use, and re-
source availability. Quantitative scenario projections include population, GDP,
urbanization, and emissions profiles for air pollutants.

16 Curr Clim Change Rep (2019) 5:12–23



that investigators must weave climatic and socio-economic
threads back together in their study designs [25•, 74].6 This
is consistent with arguments made by Lewis [21] that scenario
analysis of risks to human security should embed projections
for climate change within socio-economic contexts. With the
new RCP-SSP framework, this can be as straightforward as
utilizing RCP projections [75] along with socio-economic da-
ta available in the SSP literature, which is either qualitative
[76•] or quantitative [77].7 Some care should be taken, how-
ever, to ensure that whatever RCP-SSP combinations are as-
sumed are indeed compatible [78•]. For instance, research has
confirmed that the SSP assumptions for a BSustainability^
future (SSP1) do not produce the high emission trajectory,
RCP8.5.8

Additionally, similar to an open-source computer code, the
SSP framework invites further contributions from the scien-
tific community through new information entering the litera-
ture. Some examples include spatially explicit population pro-
jections for the globe, coastal areas, and specific geographic
regions [79–81]. Another example comes from conflict re-
search, where conflict risk is forecast at the country level for
each of the five SSPs [82•]. Hegre et al. developed a statistical
model of the historical effect of socioeconomic variables on
country-level incidences of conflict to find that SSPs charac-
terized by high socio-economic challenges to adaptation—
such as slow economic growth, large populations, and poor
human development in developing countries—are futures
with the highest conflict risk. However, Hegre et al. caution
that their analysis does not reflect possible additional effects of
climate change on conflict risk, as their study does not include
the RCPs.

At the time of this writing, Hegre et al. is the only example
of conflict research engaging with the RCP-SSP framework.
Future work can build on what they started by completing the
conflict risk assessment with appropriate RCP-SSP pairings.
Alternatively, future work could further contextualize the im-
plications of RCP-SSP futures for particular places—for ex-
ample, what does an RCP6.0-SSP1 future mean for Nigeria?
What about an RCP6.0-SSP4 future?

A major benefit of aligning future research for conflict risk
in the context of climate change with the RCP-SSP framework
is that it supports knowledge accumulation for IPCC assess-
ment [25•] and possibly for the field of conflict research. This
is because the RCP-SSP framework provides a broad yet har-
monized menu of socioeconomic and climatic assumptions, as
well as boundary conditions for how assumptions can be com-
bined for internal consistency. The framework aims for a bal-
ance between flexibility (to enable contextualization) and or-
der, where the latter provides sufficient standardization to
make very different studies comparable [83]. Of course, as
discussed in BIntroduction^ above, open questions remain
for conflict research on appropriate ways to analyze and inter-
pret data as well as to develop theory. Such research must also
continue, and BSystem-Theoretical Modeling for Security and
Conflict Research^ may help in this regard.

System-Theoretical Modeling for Security and Conflict
Research

Multiple scholars have commented on the limitations of sta-
tistical models for drawing conclusions about conflict risk in
the context of climate change, namely that suchmodels cannot
reflect the complex causal chains suspected to be relevant [3•,
12, 84, 85•]. This has led some to call for a systems view of
security and conflict risk, as systems thinking may permit the
flexibility needed to combine qualitative and quantitative find-
ings to develop nuanced understandings [1•, 85•]. However,
these calls for the future of security and conflict research stop
short of providing much more than conceptual frameworks.
This section revisits the system-theoretical method of CIB
introduced in BAlternative Approaches to Scenario
Analysis.^ It provides an illustrative example of how systems
theory could be applied to support knowledge accumulation in
security and conflict research as discussed in BChallenges for
Decision Support on the Topics of Security and Conflict in the
Context of Climate Change^. CIB has been applied in a vari-
ety of contexts ranging from innovation processes, to energy
transitions, to public health. However, it has not been applied
to research on security and conflict. For this reason, in this
section, the example introducing CIB is not specific to the
climate-conflict nexus but instead is illustrative of how some
relevant qualitative variables could be modeled. The section
closes with commentary on opportunities for security and

6 Note that RCPs and SSPs specify macro-level boundary conditions for an-
thropogenic forcing on the global climate system and global trends for alter-
native socio-economic outcomes, respectively. Investigators with research
questions that focus on more meso- or micro-scales must Bextend^, or elabo-
rate, on the macro-level information provided by RCPs and SSPs. For in-
stance, if potential impacts due to changes in precipitation are of primary
interest, the investigator must consult multiple climate model scenarios driven
by a particular RCP. Similarly, if the study is focused on a sub-continental
geographical area, country-level socio-economic outcomes consistent with the
global trends of SSPs may be more informative than utilizing global SSPs. In
short, the RCP-SSP framework acts as an anchoring framework to make het-
erogeneous impact studies more comparable.
7 SSPs are qualitative-quantitative scenario pairings developed with the SAS
approach discussed in BAlternative Approaches to Scenario Analysis^. This
means that quantitative SSP projections are simulated versions of the SSP
narratives.
8 There are four alternative RCPs, and their names refer to the strength of
radiative forcing on the atmosphere (measured in Watts per square meter) by
2100. The RCPs are RCP2.6, RCP4.5, RCP6.0, and RCP8.5. This means that
RCP8.5 represents over three times more radiative forcing on the climate
system than RCP2.6 by 2100. The shorthand names of the five alternative
SSPs (SSP1, SSP2, SSP3, SSP4, SSP5) are categorical in no particular order.
Their longform names are more descriptive: Sustainability (SSP1), Middle of
the Road (SSP2), Regional Rivalry (SSP3), Inequality (SSP4), and Fossil-
fueled Development (SSP5). Readers interested in learning more about the
RCPs and SSPs are strongly encouraged to consult the original papers and
Special Issues in references [72–78].
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conflict research that would take best advantage of the CIB
method.

A number of papers explain the CIB method in detail [54,
56], so a summary is provided here. CIB is a variant of cross-
impact analysis, which Brepresents a schema for collating and
systematizing … expert judgments, so as to make it possible
to construct a conceptual substitute, however imperfect, for a
wished-for but non-existent theory of how events affect one
another in a multidisciplinary context^ [86 p. 389]. CIB be-
gins with a definition of the system, i.e., what scenario factors
should be included. These are organized (i.e., collated) into
matrix form (Fig. 1), where system factors that are influential
are arranged in the row direction and system factors that are
receptive to influences are in the column direction. The reader
may notice in Fig. 1 that the system factors in the rows and
columns are identical. This is by design, as the matrix form
provides a schema for capturing interrelationships among sce-
nario factors, where they behave simultaneously as drivers
and receivers of system influences.

The numbers in the matrix reflect direct, state-specific
pairwise relationships between alternative states of system
factors. The numbers are recorded according to the cross-
impact question,

If the only piece of information given to you about the
future of the system is that scenario factor X has the state
x, would you expect the direct influence of X on scenar-
io factor Y to be a hint that scenario factor Y has the state
y (promoting influence, positive points assessed) or as a
hint that scenario factor Y does not have the state y
(restricting influence, negative points assessed)? (c.f.
[54 p. 339])

Where no direct link exists between factors, zeroes are record-
ed in the matrix. Non-zero values indicate a direct link. The
meanings of positive and negative numbers are similar to cor-
relation coefficients. Positive numbers indicate reinforcing in-
fluences, while negative numbers indicate discouraging influ-
ences. Numerical values are ordinal, where larger numbers
indicate stronger influences and smaller numbers indicate
weaker influences. As discussed in, these numerical judg-
ments can be elicited through participatory processes, where
experts and/or stakeholders respond to the above cross-impact
question and provide influences between states. Such partici-
pants can provide judgments individually or in groups.
Alternatively, numerical judgments can be collected through
meta-analysis, where judgments are interpreted from litera-
ture. Additionally, cross-impact judgments need not be de-
rived solely from natural language statements. Judgments
could also be based on findings from statistical analyses such
as correlations or modeling outputs.

Only direct relationships are recorded in the matrix, as
impact-score and impact-balance calculations (Fig. 1)

automatically account for complex indirect influences. This
is a strength of CIB, as the thorough accounting of direct
pairwise relationships is used to account for complex indirect
relationships that are not obvious. For example, in
Somewhereland (Fig. 1), Foreign Policy exerts no direct in-
fluence on Distribution of Wealth (see the submatrix of zeroes
at the intersection of row B, column D). Outcomes for
Distribution of Wealth (column D) receive most of their direct
influences from what political party is in power (intersection
of column D and row A, BGovernment^), the state of the
Economy (intersection of column D and row C), and the state
of Social Values (intersection of column D and row F).
Instead, Foreign Policy exerts an indirect influence on
Distribution of Wealth, as Foreign Policy directly influences
the state of the economy (intersection of row B and column
C). This is just one example of the many indirect relationships
embedded in the CIB matrix.

These multitudinous direct and indirect relationships are
useful for investigating causal chains underlying specific sce-
narios. In Fig. 1, shaded rows isolate system influences that are

Impact balance of a factorImpact score of a state

Fig. 1 Illustrative example of a cross-impact matrix (reproduced from the
manual for ScenarioWizard 4.02 with permission). Social factors in the
row direction exert direct influences on factors in the column direction.
Numbers in cells indicate the presence of direct links (non-zero values) or
their absence (zeroes). Shaded rows isolate direct influences specific to
the scenario [Prosperity Party controls Government, Cooperative foreign
policy, Dynamic economy, Balanced wealth, Social Peace, Meritocratic
values]. Numbers in the Balances row (bottom of figure) indicate the
overall system response under this scenario. Downward- and upward-
facing arrows indicate whether the highlighted scenario is a transient or
equilibrium condition for the system
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particular to a specific scenario [Prosperity Party controls the
government, Cooperative foreign policy, Dynamic economy,
Balanced wealth, Social Peace, Meritocratic values]. Overall
scenario feasibility is measured by combining the influences
of each factor state to perform impact-score and impact-
balance calculations. In the CIB matrix (Fig. 1), note that each
factor state, in isolation, exerts particular influences directly on
other factors. All factor states have this quality, and the impact-
score calculations (bottom row of Fig. 1) indicate the overall
Bbalance^ of these simultaneous influences on the system. For
example, the impact score pointed out in Fig. 1 (with a value of
− 3) is determined by the sum of the shaded numbers in the
columnar direction. For Somewhereland, the outcomes of
Foreign Policy are generally influenced by what party controls
the Government and the state of Social Cohesion. Under the
scenario in question, when Social Cohesion is in a state of
Social Peace, Government party agendas will dominate
Foreign Policy outcomes. Thus, under this scenario, the calcu-
lated impact score specifically for the factor state Foreign
Policy = Conflict is − 3 = − 3 + 0 + 0 + 0 + 0.

The impact score is an intermediary calculation for the
impact balance, which is indicated in the bottom row of
Fig. 1 with a bracket. The impact balance looks across all
calculated impact scores for a particular scenario factor
and flags the state that is the maximum (upward-facing
arrow). The maximal impact score is significant because it
indicates the overall system response (accounting for both
direct and indirect influences) to the scenario. The bracket
in Fig. 1 is for the factor Social Cohesion. Under the
specified scenario, the Social Peace state has the maximal
impact score of 4. The shaded numbers in the columnar
direction are useful for explaining the causal chain that
suppor ts the outcome of Social Peace. For the
Somewhereland system, the Prosperity Party has no agen-
da that stirs Social Cohesion in any particular direction.
Similarly, a Cooperative Foreign Policy has no effect.
This leaves the outcomes for the Economy, Wealth
Distribution, and Social Values as more influential.
Luckily, the positive influences of the Dynamic
Economy and Balanced Wealth outweigh the negative in-
fluences of Meritocratic Social Values (4 = 0 + 0 + 3 +
3 – 2).

The final piece of information provided by CIB is a system
equilibrium test for the initially assumed scenario, which is
indicated by the alignment between the maximal impact bal-
ance states (upward-facing arrows) and the states of the scenar-
io initially assumed (downward-facing arrows). Where there is
misalignment (in Fig. 1, this occurs for the factor Distribution
of Wealth), this indicates that the initially assumed scenario is a
transient state for the system rather than an equilibrium. Under
the scenario in Fig. 1, Balanced Wealth is not a compatible
system outcome with the remainder of other states in the sce-
nario. Again, the shaded columnar values provide the causal

chain for why this is so. The Prosperity Party is opposed to
Balanced Wealth, the Dynamic Economy gives rise to wealth
imbalances, and Meritocratic Social Values foster a culture of
competition (meanwhile Cooperative Foreign Policy and
Social Peace have no effect). Thus was the system to find itself
in this scenario (perhaps because of a regime change during an
election, rapid technological change or economic development,
a cultural history of meritocracy, or any combination of these
things), it would not stay that way for long. The endogenous
system adjustment would be to move toward wealth inequality.
In contrast, for scenarios where all upward- and downward-
facing arrows are aligned, this indicates that the scenario is a
system equilibrium.

This example demonstrates key features of CIB that may
make it useful for knowledge accumulation in security and
conflict research in the context of climate change:

& Both quantitative and qualitative hypotheses for the inter-
action of socio-economic and climatic factors could be
placed in one system-theoretical modeling framework.
This is because the numerical judgments in a single CIB
matrix could be based on both natural language statements
about causal chains (i.e., from qualitative research) and
quantifications about causal relationships (i.e., findings
from statistical models)9

& Cross-impact matrices for CIB are sufficiently detailed that
hypotheses for variable interactions can be state-specific
(e.g., the effects of certain climatic stressors may be more
pronounced when ethnic tensions are present [87])

& Through impact-score calculations, the cross-impact ma-
trix provides a mechanism for uncovering complex causal
chains that may be consistent with statistical model results

& Through impact-balance calculations, the cross-impact
matrix assesses multiple hypothesized causal chains and
identifies those that emerge from the full network of sys-
tem interactions activated under specific conditions (i.e.,
scenarios)

& Complex systems have multiple system equilibria.
Potentially, apparent disagreements in the literature may
not be disagreements at all. Instead, they may reflect dif-
ferences in state-specific interactions, or interactions that
are present under particular scenarios (past or present).
Through CIB tests for system equilibria applied to all sce-
narios possible,10 CIB may uncover system equilibria that
have yet to be observed [56].

9 Of course, care must be taken to ensure that the meaning of natural language
statements are comparable to statistical findings. Alternatively, a CIB analysis
can be run multiple times to test the sensitivity of findings to alternative
numerical cross-impact judgments that represent natural language statements.
10 Existing CIB software can comprehensively search on the order of 10
billion scenarios [88]. For CIB analyses that exceed this number of possible
scenarios, Monte Carlo approximations or techniques for analyzing large CIB
matrices piecemeal [89, 90] can be used.
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In short, CIB provides a concrete, flexible approach for
developing simple system-theoretical models that can be ma-
nipulated as part of security and conflict research in the con-
text of climate change. CIB has been used primarily for re-
search related to energy futures [90, 91], but it may also be
appropriate for security and conflict risk research in the con-
text of climate change. Recent reviews of conflict research in
the climate change context [85•, 92•] provide thorough col-
lections of Bexpert judgments^ on statistically significant re-
lationships or proposed causal mechanisms for conflict risk.
These collections are not collated or systematized, however,
so they read like laundry lists. Instead, such lists could be used
to specify some parsimonious list of factors for a CIB analysis.
From reviews such as [85•], which includes a summary table
of links found (or rejected) between climate change variables
and violent conflict, numerical judgments could be derived for
a cross-impact matrix. For security and conflict research, one
could imagine building cross-impact matrices that may be
more specific to particular spatial or timescales to investigate
the implications of particular combinations of socio-economic
and climatic factors.

A caveat is that CIB findings are wholly dependent upon
the numerical judgments recorded in the CIBmatrix. Software
[88] provides tools to detect and correct bias in recorded judg-
ments, but CIB is often employed because knowledge accu-
mulation has been stymied to some degree. Theory may be
incomplete for the complexity of the system, or there may be
other reasons for low consensus in the field as discussed above
in BIntroduction.^ This means that numerical cross-impact
judgments also carry some degree of uncertainty. The best
practices for utilizing CIB include also eliciting the confidence
of the judgments collected (not only the judgments them-
selves) and performing sensitivity analysis, such as through
examining results from multiple versions of the CIB matrix
(see, e.g., [56, 89]).

Discussion and Conclusion

Characterizations of the future for decision support may have
three main objectives: to reduce risk, to increase understand-
ing, or to develop designs for policy or program interventions.
Risk reduction relies on sufficient knowledge accumulation
and is built on a foundation of past observations. To this
end, much energy has been expended to investigate whether
there is empirical evidence for conflict risks under climate
change (see, e.g., [7•, 35•, 84, 85•]. However, climate change
may push natural and social systems to deviate from historical
precedent. Under such circumstances, history may no longer
be a reliable guide. Instead, opportunistic design thinking may
be what is called for, where characterizing the future does
more than simply improve system understanding—it aims to
be a forum for experimentation and learning. Once the

purpose of characterizing the future for decision support has
been specified, analytical approaches should be selected that
are fit for purpose [33]. Projections for conflict risk in the
context of climate change based on statistical models may be
suitable for risk reduction goals, but little can be learned from
such models due to their lack of detail for contextual causal
mechanisms.

Some argue that what is needed for security and conflict
research in the context of climate change is a more nuanced
research agenda, one that is responsive to the subtleties of
societies with different histories and geographies [2•, 11]. In
this vein, systems approaches may better enable deeper explo-
ration of the interplay between socio-economic and climatic
variables that contribute to conflict risk [1•, 85•]. These calls
signify that even before conflict research can turn outward to
provide decision support in the context of climate change to
practitioners, much work remains within the community to
increase knowledge accumulation, especially across quantita-
tive (statistical) and qualitative (mechanistic) approaches [12,
84].

Some techniques for characterizing the future naturally
lend themselves to learning, and the security and conflict re-
search community could take these up as part of a system-
theoretical research agenda. The rigorous exploratory method
of CIB [54] has been presented as a concrete example of how
security and conflict researchers could collate and systematize
diverse quantitative and qualitative literatures across scales to
explore their implications as a whole. CIB identifies scenarios
that result from a self-consistent network of direct and indirect
influences as well as their causal chains. This makes CIB
especially appropriate for investigating alternative socio-
economic conditions relevant for risks to human security or
conflict.

Outside the security and conflict research community, the
broader climate change research community has developed
and is utilizing a two-part scenario framework for climate risk
and policy analysis. The framework can be conceptualized as
a menu of options for emission trajectories, or levels of cli-
mate change (RCPs), and alternative options for socio-
economic conditions (SSPs). This framework follows from
innovations in the SREX that conceptualize disaster risk as
the co-occurrence of climatic and socio-economic conditions.
This is consistent with the view that risks to human security
are not determined solely by climate but are a function of
climate change within a particular socio-economic context
[21]. Security and conflict researchers can engage with the
new RCP-SSP framework by combining RCPs with their
own socio-economic scenarios (potentially derived with
CIB), classifying their own socio-economic scenarios as con-
sistent with particular SSPs (e.g., [82•]), or providing contex-
tual detail for the implications of global RCP and SSP trends
for risks to human security or conflict in particular places. The
RCP-SSP framework aims to provide flexibility for a wide
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array of studies but also sufficient standardization to make
studies comparable. Thus engagement with the RCP-SSP
framework would support knowledge accumulation and inte-
gration for IPCC assessments. It may also serve as another
vehicle for advancing knowledge in the field of security and
conflict research in the context of climate change.

In summary, recent innovations in scenario analysis in the
context of climate change offer multiple opportunities for
knowledge accumulation around potential risks to human se-
curity and conflict. Some research opportunities are for resolv-
ing uncertainties internal to the field. The CIB method could
be used to systematically investigate alternative hypotheses
(whether qualitative or statistical) for the causal mechanisms
of conflict and the roles played by climatic factors. Other
opportunities are for quantifying the range of risk in the con-
text of climate change. Using the RCP-SSP framework, inves-
tigators can systematically vary levels of climate change while
holding socio-economic conditions constant (and vice versa).
Results from such analyses will better distinguish how much
risk to security and conflict is driven by changes in climate
alone (alternatively, varying socio-economic conditions while
holding the level of climate change constant distinguishes
how much risk is attributable to socio-economic factors).
Varying both the climatic (RCP) and non-climatic (SSP) fac-
tors will reveal how climate change could be an aggravating
factor for security and conflict risks.
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