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Abstract In recent years, two major topics have emerged in
regional climate modeling. One topic is the extension of re-
gional climate models of the atmosphere to regional Earth
system models. Specifically, the coupling of regional
atmosphere-ocean models is an important step toward reduc-
ing the dependency of regional climate simulations on global
models. The second topic is the decrease of the horizontal grid
spacing such that convection can be explicitly computed. The-
se topics present new challenges for the observational data
used to evaluate the models. To date, gridded observation data
on the kilometer scale have been only available over a few
specific regions. The size of regional climate model ensembles
has considerably increased in recent years. Thus, how to man-
age large datasets and how to select representative subsets are
challenges that must be addressed. Comparatively, little prog-
ress has been achieved in the fields of boundary conditions
and physical parameterizations.

Keywords Regional climate modeling . Regional climate
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Introduction

In the late 1980s, global climate models had a grid mesh of
approximately 500 km [1], whichmade it impossible to obtain
detailed information over complex terrain. To overcome this
disadvantage, Dickinson and his group set out to simulate a
domain of interest with a limited area model with higher

resolution [2]. This group chose the mesoscale model MM4
(Penn State/NCAR Mesoscale Model version 4 [3]) with a
grid mesh of 60 km. TheMM4 had previously performed well
in weather forecasting simulations up to a few days. The re-
sults of 20-day simulations based on 3 to 5 days consecutive
model runs were encouraging [2]. On the basis of MM4,
RegCM (Regional Climate Model system), the first regional
climate model (RCM), was developed and the first continuous
monthly simulations were performed [4, 5]. Scientists in Can-
ada and Europe worked on RCMs in the 1990s by specifically
developing the models for their domains of interest. Subse-
quently, scientists in other regions joined the RCM effort, and
building a regional climate model based on a weather forecast
model became a common practice. Over the next 20 years, the
resolution of RCMs did not significantly change, but the
length of the simulation increased from 1 month [5] to
more than a century (CORDEX, Coordinated Regional
Climate Downscaling Experiment, [6]). Therefore, the
increase in the computing time was used to increase
the simulation time of the RCMs. Over the last 5 years,
RCMs were given higher resolutions, and ensembles of
RCMs were created with a 12-km grid mesh size [7], which
was near the limit of the hydrostatic description of the atmo-
sphere for which most of the RCMs were built. As faster
computers have become available, performing two-way cou-
pling with regional models of other parts of the Earth system,
particularly regional ocean models, has become feasible in
recent years.

Since the beginning of the RCM era, many reviews have
summarized the major results for specific points in time
[8–12] and region [13]. A recent review onmesoscale weather
forecasting models [14] described the strong relationship be-
tween RCMs and regional weather forecasting models.

In addition to these general reviews, critical reviews have
revealed weaknesses in RCM modeling ([15•, 16•] are the
most recent reviews).
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The present paper does not intend to review all of the as-
pects of regional climate modeling over the last 25 years, but it
aims to comprehensively summarize the progress over the last
5 years or so, based on the personal view of the author, and to
provide references for further reading. The major aspects con-
sidered in this paper are boundary conditions, very high reso-
lution modeling, evaluation, regional climate system models,
and ensembles. In a short chapter, the “added value” issue is
touched, which is unavoidable when writing about regional
climate modeling.

Boundary Conditions

A major issue in regional climate modeling is the transfer of
large-scale information provided by the global climate model
or the reanalysis to the RCM. The standard method of achiev-
ing this transfer is through the lateral boundaries by applying a
technique proposed by Davies [17]. To include the large-scale
information from the global model in the interior of the RCM
domain, an information transfer in the spectral space that only
considers the large scales of the GCM has been proposed [18,
19]. This method is known as spectral nudging. Kanamaru
et al. [20] developed an alternative treatment of spectral nudg-
ing, i.e., the scale-selective bias correction; the authors added
spectral damping of the wind components, an error correction
to the temperature and humidity, and an error correction to the
surface pressure due to the different orography of global and
regional models. Since then, no new breakthroughs in bound-
ary condition concepts have been published in recent years,
except for refinements of the above-mentioned methods.
However, a more detailed summary, a discussion of these
methods, and general lateral boundary issues have recently
been published in the literature [15•, 16•].

The transfer of GCM information to the interior of the
RCM domain must be performed with care. The process
should ensure that small-scale information in the RCM is un-
disturbed, considering that this information is a major benefit
of RCMs compared with coarse-grid GCMs. This transfer can
be achieved by nudging only the large-scale information in the
free atmosphere and leaving the RCM quantities in the plan-
etary boundary layer untouched [21]. However, the latter con-
dition is not met in most simulations performed with RCMs
because of the treatment of water at the surface, i.e., the skin
temperature of oceans and lakes. In this review, the expression
“sea skin temperature” (SSKT) is used instead of sea surface
temperature (SST) because SSKT is always defined at the
lower boundary of the atmosphere, whereas the SST is defined
as the upper boundary of the sea, which is underneath sea ice
at high latitudes. The SSKT is obtained from the GCM, and it
influences the results of the RCM. This is especially an issue
for scenario simulations [22]. Addressing the issue of SSKT
over oceans is challenging. A solution is the coupling of a

regional ocean model with the RCM. This supports regional
climate system modeling, which is addressed later in this
paper.

A similar problem is the representation of the SSKT of
lakes. This is especially the case where the GCM does not
resolve particular lakes that are resolved by the RCM. Some
solutions, such as using the nearest ocean grid point, a clima-
tological value or the temperature of the adjacent land points,
are not appropriate. Fortunately, significant progress regarding
this issue has been made in recent years. The intensified re-
search on coupling regional ocean models and lake models
with RCMs has been successful. The lake model FLake [23,
24] has become popular in particular RCMs due to its simple
and efficient design. A global dataset of lake coverage and
depth [25] is incorporated in FLake; thus, the model is
straightforward to apply for different parts of the world. It
has been shown that the application of this lake model can
improve the accuracy of the assumed SSKT in RCMs [26, 27].
Furthermore, several other lake parameterizations are com-
pared in lakeMIP (lake model intercomparison project) [28].

Very High Resolution

One common issue of regional climate models is the descrip-
tion of convection. Several parameterization schemes have
been developed over recent decades. Each of these schemes
has strengths and weaknesses, and there is no single parame-
terization that is superior when comparing their use in differ-
ent regions of the world (e.g., [29]). However, because of the
increasing computing power, the use of a convective cloud
parameterization may no longer be required for many appli-
cations in the near future. Climate projections with a grid
spacing below 5 km are currently affordable as time slice
simulations, e.g., [30–32]. Very high resolution models are
also called convection-resolving models or cloud-resolving
models. However, some clouds cannot be resolved, even with
a horizontal grid resolution of 1 km. Deep convective param-
eterizations are not used at this scale; however, shallow con-
vection may still be accounted for.

An example of the positive implications of regional simu-
lations on the convection-resolving scale was described by
Ikeda et al. [33]. The authors found that a grid spacing of less
than 6 km was required to satisfactorily simulate the seasonal
snowfall over Colorado. In other studies [30, 34, 35], an in-
crease in short-duration precipitation events over the southern
UK has been identified. Kanada et al. [36] found an intensifi-
cation of updrafts in the future induced by moist convection at
the Pacific side of Japan resulting in intensified precipitation.
Lindenberg [37] showed an improvement in the mean wind
speed and the probability density functions over complex to-
pography. Lebassi-Habtezion et al. [38] also found very high
resolution simulations to improve their results due to a better
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representation of surface heterogeneity. Kanada et al. [39]
suggest that very high resolution climate modeling is needed
to predict future changes in extremely intense tropical cy-
clones. The investigations on the convective resolving scale
are currently single case studies; internationally organized
projects/collaborations are needed.

The daily cycle of convection is generally unrealistically
described by RCMs and GCMs. The maximum convection is
predicted around noon, whereas it actually occurs in the late
afternoon. This discrepancy is due to the poor representation
by the convection schemes applied in atmospheric models.
Convection-permitting simulations have overcome this prob-
lem [31, 32, 40]. Recently, Bechtold et al. [41•] found that
considering boundary layer forcing as an additional term in
deep convection parameterization leads to a substantial im-
provement in the diurnal cycle. Although Bechtold et al. per-
formed tests with the European Center for Medium-Scale
Weather Forecast (ECMWF) model, it may also resolve
the diurnal cycle problem in RCMs on non-convective
permitting scales. However, the effect on climate simulations
is unknown.

New challenges have emerged in model dynamics and
physics regarding grid spacing on the order of 1 km. For
spacing within 10–50 km, no significant changes were neces-
sary; however, for a resolution on the kilometer scale, signif-
icant changes in the RCM-modeling structure are necessary.
The first generation RCMs relied on the hydrostatic approxi-
mation. A non-hydrostatic core must be implemented in the
older models to advance them to the level of second genera-
tion RCMs, which incorporate the complete third equation of
motion. Physical parameterizations like cloud microphysics
(prognostic rain, snow, and graupel/two-moment scheme)
and radiative transfer parameterizations (e.g., shadowing ef-
fects in mountainous regions) are also impacted.

The RCMs that remain strongly linked to the weather fore-
cast model on which they were built have an advantage when
moving to very high resolutions. Numerical weather predic-
tion (NWP) centers achieved the convection-resolving scale
before the RCM community. Therefore, particular issues
emerging at very high resolutions have already been
addressed.

A problem related to convection-permitting simulations is
the lack of high-resolution spatial and temporal data for vali-
dations especially in remote regions [42]. This problem is
applicable to both very high resolution and (less often) low
resolution model setups, as discussed in the next section of
this paper.

Evaluation

A common method used to evaluate RCMs is to run simula-
tions with global reanalysis data, which are regarded as perfect

boundary conditions (downscaling type 2 after Castro et al.
[43]), and to compare the results with observations. Although
high-resolution gridded datasets on climatological back-
ground fields (e.g., orography, land-sea mask) with grid mesh
sizes of 1 km are available; only a few high-resolution datasets
on meteorological quantities are available over limited areas
(e.g., [44, 45]). The lack of high-resolution data for validation
was noted 10 years ago [46]. This lack of data causes a fun-
damental dilemma in evaluating RCMs on smaller scales,
which are expected to provide added value [47] to these
scales. Commonly used global gridded datasets have a 0.5°
grid size and a monthly frequency, which is sufficient to de-
termine the performance of global climate models but is no
longer sufficient for the latest high-resolution RCM simula-
tions. Xue et al. [15•] suggest to use regional reanalysis and
high-resolution observational data to account for the represen-
tation of small-scale features. Using high-resolution data,
higher order moment statistics can be applied rather than the
mean values only.

Because RCMs are only approximations of the real world,
they will never be able to describe Earth system processes in
detail. However, RCM modelers aim to develop the most re-
alistic models possible. The preferred procedure is to improve
the model sub-modules for dynamics and physics (e.g.,
clouds, convection, turbulence, and radiation) when using
more complex parameterizations. Additional improvements
can be achieved by using tuning parameters (e.g., changing
empirical constants in their range of uncertainty) or nudging.
These are applied internally, affect the entire model perfor-
mance, preserve the consistency between model quantities,
and thus are the preferred methods to improve the RCM re-
sults. However, the improvements due to the better parame-
terizations and internal tuning remain unsatisfactory because
the demands of the public and climate impact modelers are
still not met. Additional time is required to reach a sufficient
level of accuracy. To overcome this problem, applying an
external correction (a “bias correction”) has become popular
[48–50]. The model output quantities (primarily precipitation
and near-surface temperature) are corrected using observa-
tional data. The correction algorithms [50] are then applied
to the results of the climate projections. The value of these
external corrections is debated in the RCM community [51]
because of associated problems, for example, retaining the
consistency between the corrected quantities and the validity
of the derived bias-correction algorithm for future scenarios
and the different RCM-GCM combinations.

Regional Climate System Models

The focus of RCMs is on the description of the atmosphere.
Interactions with other components of the Earth system (bio-
sphere, lithosphere, cryosphere, and hydrosphere) are
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parameterized in RCMs in a simplistic manner. Because of the
increasing computing power, coupling RCMs with special-
ized regional models of the ocean, sea ice, and chemistry/
aerosols, among others, has become affordable. Recently, the-
se coupled modeling systems are called regional climate sys-
tem models (RCSMs) or regional Earth system models
(RESMs). The initial ideas for these models were described
20 years ago by Giorgi [52].

As previously noted in the section on boundary conditions,
the GCM greatly influences the free development by means of
the SSKT, which is an input from a large-scale model to an
RCM. The strongest impacts occur where the atmosphere-
ocean interaction is important [22, 53]. The coupling of re-
gional atmosphere, ocean, and sea ice models can overcome
this problem. Therefore, it is not surprising that most of the
newly developed RCSMs are coupled atmosphere-ocean-sea
ice model systems [54]. In order to understand biogeophysical
feedbacks, RCMs have to be coupled to dynamic vegetation
models [55, 56]. The influence of aerosols on cloud formation
and radiative transfer is well known; however, studies using
RCMs coupled with chemistry/aerosol models like [57] were
rare in the past. This changed over the last years, and the
importance of aerosol forcing on regional climate was shown
in several publications [58–62].

In the Med-CORDEX (Mediterranean-CORDEX) project,
the first ensemble of fully coupled RCSMs is planned for
climate projections. The initial ensemble simulation has al-
ready been successfully conducted with coupled regional
atmosphere-land-ocean models over the Mediterranean. Ad-
ditional components (e.g., aerosols, dynamical vegetation,
lakes, and ocean biogeochemistry) may be added to the
modeling system [63].

The exchange of information between the models can be
performed by direct coupling through subroutine interfaces or
an external coupler. In direct coupling, one of the models has
the role of the “parent”, which requires input information to be
provided to its “children” via subroutine interfaces. In the
application of an external coupler [64–66], all of the models
are treated equally. The latter is more flexible due to its mod-
ular design; however, it requires more computing resources.

Ensembles

A 1×1×1 regional climate projection in which one RCM is
driven by one GCM for one greenhouse gasses forcing sce-
nario is inadequate because it only describes one possible
future climate. An nr x ng x ns matrix of climate projections
with nr RCMs driven by ng GCMs for ns scenarios is required
to determine the spread in the climate projections. Many pro-
jects over the last 10 years have followed this approach
[67–72]. All of these projects were coordinated independently
in the specific regions for which they were designed. Within

the framework of CORDEX [6], there has been an ongoing
effort to coordinate regional climate modeling across all con-
tinents. The driving GCM data are those available through the
Coupled Model Intercomparison Project Phase 5 (CMIP5,
http://cmip-pcmdi.llnl.gov/cmip5/).

In recent years, the number of GCM simulations (addition-
al GCMs and more realizations of individual GCMs) and the
number of participating groups running RCM simulations
have steadily increased. Individual RCMs are currently more
modular; different types of physical and dynamic packages
can be selected. Thus, only the basic framework of the model
remains the same [73]. As a result, the number of possible
simulations in the climate projection matrix is further
increased.

In the upcoming regional climate system models, an
additional dimension, nc, in the model ensemble matrix
is introduced by coupling models that describe different
parts of the Earth system (e.g., ocean, ice, and vegetation) to
an individual atmospheric RCM. Completely filling the entire
nr x ng x ns x nc matrix would strain the resources of the
participating institutions. Therefore, RCM modelers have
been confronted with the task of selecting an optimal sub-set
of GCMs to drive their models [74–79]. For CMIP5,
McSweeney et al. [80] recently proposed a selection process
over multiple regions that eliminates unrealistic GCMs while
maintaining maximum spread; one criterion is the representa-
tion of the key circulation features.

The interpretation of the results from the RCM ensemble
raises questions about the treatment of the results from indi-
vidual models. Should all of the results be considered equally,
or should the results be weighted? Which quantities should
form the basis of the weighting, and are they all equally im-
portant? Should only the RCMs be weighted, or should the
combined GCM-RCM simulations be weighted? These ques-
tions and related problems are described in the literature [81,
82]. However, a robust and reliable weighting scheme has yet
to be developed.

The results from RCM ensembles are used by scientists as
input for their models. These scientists must choose the opti-
mum sub-ensemble of the RCM results. To choose a represen-
tative number of RCMs, hierarchical clustering has been pro-
posed [83] similar to the GCM selection for RCMs [76].

Added Value

The question onwhat can be gained by using RCMs instead of
GCMs (the “added value” question) is an ongoing issue in
regional climate modeling. When Giorgi and colleagues in
the late 80’s looked for a way to answer scientific questions
in connection with orography; they found GCMs not to be the
appropriate tool due to their coarse resolution. The solution
was a model with higher resolution but for a limited area, the
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RCM. In the following years up to now, the question “What is
the appropriate tool to answer my scientific question?” was
not always posed carefully enough, but the RCMs were used
right away. Doing so, one comes under pressure for failing an
explanation on the added value. An example is using RCMs
for describing mean values over larger areas or monthly mean
values. This can also be achieved by GCMs.

Numerous publications are dedicated to the question of
added value in the last years. A review on the added value
for several different atmospheric parameters is given by Feser
et al. [47]. Especially they showed the added value in simu-
lating storms like polar lows and tropical cyclones. The better
description of fine scale features on spatial and temporal scales
by RCMs is described in [40, 84–86]. In atmospheric quanti-
ties, this can be well identified in precipitation especially over
complex terrains. Extremes like heavy rainfall and sweltering
days are other examples for better representation in RCMs
(e.g., [87]). In general, studies on very high resolution (see
the corresponding chapter in this publication) show an added
value of RCMs.

It should be noted that the quality of RCM results is influ-
enced by the quality of the boundary conditions provided by
the driving GCM, i.e., errors in the large field of the GCMwill
reflect in the RCM results [84]. Therefore, the added value
must be assessed by comparing the RCM performance to that
one of its driving GCM.

Conclusions

During the first 20 years of RCM development, increasing
computing resources were primarily used to achieve higher
resolution and longer simulations. This achievement was pos-
sible with only modest changes in the models, except for the
parallelization to efficiently use modern computers. Recently,
RCM modelers have addressed the following challenges:

1. The shift from RCMs to regional climate system models.
Existing couplers [64–66] have helped solve the technical
aspect of this shift; however, deciding what (e.g., which
state variables of fluxes) to exchange or adapt in each
model to create a realistic interplay cannot be solved uni-
versally; thus, individual RCMs must solve this problem.

2. Transferability. RCMs were developed to simulate cli-
mate changes at a higher resolution than GCMs over a
particular region. RCMs are evaluated over the represent-
ed region and are improved to provide the best possible
results in that region. This characteristic is an advantage
compared with GCMs, which aim to provide good results
over the entire Earth by using universally valid parame-
terizations. However, the application of an RCM in only
one region is no longer valid. Currently, RCMs are also
used in regions for which they were not developed. Since

the start of CORDEX, this process has accelerated. A
model can be modified by one of the following methods
to achieve the best performance in different regions. An
RCM can be adapted to each chosen region individually,
which leads to different versions of an RCM for different
regions. Alternatively, a universal version of the RCM can
be applied to different regions without adaptation. In the
second option, one of the advantages of RCMs over
GCMs is lost.

3. Very high resolution. Decreasing the grid spacing of
an RCM to very high resolution will exceed the
resolution limit for which the hydrostatic approxima-
tion is no longer valid. Also, physical parameteriza-
tions need to be adopted which leads to substantial changes
in the RCM code.

It may be possible to run RCMs on the kilometer scale over
large (continental) areas and for long continuous simulations
in the near future; however, whether this implementation is
required or a waste of computing resources is debatable. Stud-
ies in the coming years may reveal whether the simulations for
local domains are sufficient replacements for continental sim-
ulations. The telescoping approach previously proposed for
numerical weather prediction in the late 1960s [88] and re-
cently introduced for regional climate modeling [89] is worth
considering in this context. Multiple nesting maintains the
number of grid points for each nesting step and zooms into a
local area for the highest resolution. A positive implication of
this approach is that the increase in the computing time is
primarily the ratio of the different time steps in the low-
and high-resolution model setup. Event-based simula-
tions are another option for the efficient use of comput-
ing resources; however, the efficient selection of these
events must be considered. A combination of high-
resolution RCMs with statistical downscaling methods to
achieve higher resolutions is a viable option in the future.
Models for specific local regions (e.g., urban models for spe-
cific cities) that are modularly coupled through external cou-
plers are also an option.

The collaboration between the regional climate modeling
community and the NWPs has historically been poor regard-
ing the continuous development of unified weather forecast-
ing and regional climatemodeling systems. Better cooperation
between the climate and weather forecasting communities re-
garding these unified systems should be fostered in the future.
This cooperation would benefit both communities and the
public. Additionally, including also GCMs, this would cover
the global to regional scales and the weather forecasting to
climate scales (e.g., [90, 91]).

What is the value of a regional climate model? Scientifical-
ly, we can explore higher order statistics; however, for stake-
holders, these are difficult to understand. The scientist to
stakeholder translation (and vice versa) problem has been
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given more attention in recent years (e.g., [92]). Scientists that
engage in communicating with the public and stakeholders
with scientific backgrounds represent an ideal link between
the scientific community and the public.
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