
DISCUSSION AND REVIEW PAPER

Features of Direct Instruction: Content Analysis

Timothy A. Slocum1
& Kristen R. Rolf1

Accepted: 9 June 2021
# Association for Behavior Analysis International 2021

Abstract
The goal of Direct Instruction (DI) is to teach content as effectively and efficiently as possible. To do this, instructional designers
must identify generative relations or strategies that allow the learner to respond correctly to untaught situations. The purpose of
content analysis is to identify generative relations in the domain to be taught and arrange the content in such a way that it supports
maximally generative instruction. This article explains the role of content analysis in developing DI programs and provides
examples and nonexamples of content analysis in five content domains: spelling, basic arithmetic facts, earth science, basic
language, and narrative language. It includes a brief sketch of a general methods of conducting a content analysis. It concludes
that content analysis is the foundation upon which generative instruction is built and that instructional designers could produce
more effective, efficient, and powerful programs by attending explicitly and carefully to content analysis.
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The goal of Direct Instruction (DI) is to teach content as ef-
fectively and efficiently as possible. All students benefit from
learning more content in less instructional time. For example,
if students quickly learn to read in early grades, then their
reading skills give them access to infinitely more learning
opportunities in subsequent grades and throughout their lives.
But if they slowly learn to read or learn in later grades, they
cannot begin to apply their reading skills to building other
repertoires as soon—their slower skill development in one
area limits their rate of learning in numerous other areas. For
students whose skills are lagging behind typical expectations,
including students with disabilities, efficiency of instruction
becomes extremely important. In order to catch up to typically
developing peers they must learn more in less time. For stu-
dents with more significant disabilities, efficiency of instruc-
tion is even more important. For them, inefficient instruction
puts a more severe limit on skill development and
independence.

To teach effectively and efficiently, DI authors attend to
many aspects of instruction that are not typically identified,

systematically analyzed, and optimized in education. To the
naïve observer, the most salient features of DI are those in-
volved in interactions between teacher and student: signaling,
group unison responding, scripting, and such (see Rolf &
Slocum, this issue). Important as those are, they can overshad-
ow the more subtle features of content analysis and instruc-
tional design that are responsible for much of DI’s effective-
ness and efficiency.

One of the foundational principles of DI is that effective
and efficient teaching requires teaching for generativity
(Engelmann, 1969; see also Stokes & Baer, 1977).1

Teaching is generative to the degree that it enables the learner
to respond appropriately to untrained situations. For example,
if reading instruction enables students to read untaught words,
it is generative. If one reading program enables students to
reading more untaught words with less instruction than anoth-
er program, the first program is more generative than the sec-
ond. In any relatively large and complex content domain, there
are simply too many combinations of relevant stimuli, re-
sponses, and contexts to teach them all individually.
Instruction must be generative in order to teach complex con-
tent domains effectively. Even relatively simple domains such
as color identification require generative instruction—learners
must respond correctly to untaught examples of yellow

1 We use the term “generative” as Stokes and Baer used the term “generaliza-
tion.”We prefer the former to avoid confusion with the narrower terms “stim-
ulus generalization” and “response generalization.”
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objects. Further, in domains that might be taught in numerous
ways, generative instruction will be more efficient enabling
learners to do more with less extensive instruction.

The importance of teaching for generativity has long been
recognized by behavior analysts (e.g., Stokes & Baer, 1977).
However, what has been less widely recognized is that our
ability to teach for generality is based on how we analyze
the content domain. The content domain is the broad topic
that is to be taught. Examples include basic language, social
skills, reading comprehension, mathematics, and computer
programming. Content analysis is the discovery of generaliz-
able relations within the content domain. These generalizable
relations then become the organizing structure of instruction.

To give a simple example, in the content domain of begin-
ning reading one content analysis could treat the meaning of
words as the main organizing structure. This would lead the
instructional designer to develop sets of words for instruction
based on meaning and immediate usefulness (e.g., one’s own
name and names of family members, body parts, emergency
signs, food). Another content analysis could organize words
based on their shared phonic elements (e.g., words with spe-
cific letter-sounds, words with the consonant-vowel-
consonant pattern). Assuming that all other aspects of instruc-
tion were well-designed, these two different content analyses
would lead to very different learner repertoires. In the first
case, students would learn a small set of words and would
likely make limited generalizations. In the second case, stu-
dents acquire skills that allow reading of a wide variety of
texts and make broad generalizations to untaught words.
Only the content analysis based on phonic elements that are
shared across words would likely produce a truly useful read-
ing repertoire. This example illustrates the implications of
content analysis for student learning. Content analysis is often
much subtler than implied by the previous example; in gener-
al, it is invisible unless one specifically examines an instruc-
tional program to identify evidence of the content analysis.
Although subtle in appearance, content analysis is massive
in function; it determines the learner repertoires that can be
produced by instruction.

In DI, the purpose of content analysis is to (1) identify
generative relations—relations that can produce effective be-
havior in untaught situations and (2) arrange the content in
such a way that it supports maximally generative instruction.
We can operationalize the purpose of content analysis as max-
imizing the ratio of repertoire generated to instructional time.
Given that an instructional strategy is effective, and effectively
delivered, instructional time is the primary variable that limits
learning. Thus, the generativity of instruction can bemeasured
in terms of time-efficiency. By including instructional time as
the denominator, this ratio of generativity recognizes that we
must attend to the time it takes to teach each generative rela-
tion, and compare this time to the time that would be required
to teach the content in other ways. In some cases, a generative

relation may exist, but teaching this relation may be less time-
efficient than teaching all the examples separately. A logical
content analysis must be followed by an empirical analysis of
whether teaching the identified generative relations actually
increase instructional efficiency.

We are using the term “generative” to include all behavior-
al relations that can produce effective behavior in untaught
instances. Generativity encompasses all sorts of generalization
relations, including simple unidimensional stimulus generali-
zation (such as identifying red objects) as well as the complex
relations involved in natural concepts (e.g., identifying shoes,
dogs, or laptop computers; Herrnstein et al., 1976), and re-
sponse generalization. Minimal stimulus–response units and
the patterns by which they are combined to respond to novel
situations as described by Skinner (1957) are important rela-
tions that produce generative responding (e.g., learning to say
the sounds of letters then recombining these letter-sound rela-
tions to read words). Skinner (1957) also described manipu-
lative autoclitic frames that enable the learner to engage in
appropriate complex behavior in response to novel demands.
For example, we can learn from definitions in the form of
“____ means ____.” Derived relational responding (e.g.,
Hayes et al., 2004) and rule-governance (e.g., Skinner,
1957) can produce nearly infinite generativity. For example,
given an appropriate history, hearing “when you get to the
traffic light, turn right” can endow the traffic light with a
discriminative-like function for turning right. Many other be-
havioral relations are also involved.

Content analysis is not primarily concerned with
distinguishing among the various behavioral relations that
can produce generative behavior—the goal is to find genera-
tive relations in the content and arrange instruction to take best
advantage of these relations. However, it can be useful to be
aware of the different behavioral relations that can produce
generativity so that instances of these relations are more likely
to be recognized in the content. Content analysis is not about
demonstrating that given behavioral relations can be applied;
it is about teaching the domain as efficiently as possible using
all relevant generative relations.

In the literature on DI, content analysis has also been called
“sameness analysis,” emphasizing the fact that it is based on
identifying elements of responding that are the same across a
universe of items (Carnine, 1991). For example, the instruc-
tional designer might recognize that thunderstorms, shore
winds, ocean currents, and movement of magma in the
Earth’s mantle all share the sameness of being driven by con-
vection. The instructional designer can use that sameness to
develop an efficient instructional program. Each of the behav-
ioral relations mentioned above capitalize on some element of
sameness across exemplars. In this literature, the term “big
idea” has also been used to refer to instances of any of these
behavioral relations that support generativity (Carnine et al.,
1994; Coyne et al., 2011; Watkins & Slocum, 2004). In the
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previous example, we might say that convection is a big idea
that unites many specific instances in Earth science.

In the spirit of DI, we recognize that the concept of content
analysis can be best taught through careful exemplification.
We now turn to a series of juxtaposed examples and
nonexamples. Some of these examples will be familiar tomost
readers and some much less so. These examples are a small
sample of all content analyses in DI designed to illustrate the
concept of content analysis. We hope to build two big ideas
across these examples. The first is to clarify the concept of
content analysis and exemplify its importance. The second is
to point out that although some powerful content analyses are
well-known, others are the product of deep expertise in the
content area.

Content Analysis in Spelling

Many students struggle with spelling despite recent evidence
indicating that spelling is regularly taught in schools (Graham
et al., 2008). Graham (1999) found that teachers often employ
one of four strategies when determining which words to in-
clude in spelling lessons: (1) allow students to select their own
words, (2) commonly misspelled words, (3) commonly en-
countered words, and (4) words that represent different but
related patterns. In a more recent study, Post and Carreker
(2002) found that teachers typically build spelling word lists
based on themes, such as holidays, types of animals, or in-
structional units from other domains (e.g., science, social stud-
ies). Thus, the tacit content analysis that underlies much spell-
ing instruction is that there are no generative relations to be
learned, so one might as well organize the content based on
student motivation, related meanings, or frequency of errors.
None of these approaches represent generative relations—this
is a nonexample of DI content analysis. There are two power-
ful strategies, or big ideas, that can produce highly generative
spelling repertoires: the phonic strategy (Institute of Child
Health &Human Development, 2000) and the morphographic
strategy (Dixon, 1991).

In the phonic strategy, the student hears a word and re-
sponds separately to each phoneme (sound unit) by writing
the most common corresponding grapheme (letter or set of
letters). This strategy is built upon the sameness of
phoneme–grapheme correspondence that applies across many
words. This strategy can be extended through phonic rules
such as “when a word ends with the sound ā, it is usually
spelled ‘ay.’” Although phonic strategies do not produce ap-
propriate responses to all English words, they do result in
correct spelling of a great many words (Institute of Child
Health & Human Development, 2000). In addition, many
words that cannot be spelled correctly with the phonic strategy
alone can be supported by this strategy. There are many words
in which the phonic strategy results in appropriate spelling of

some of the sounds and reduces the number of possibilities for
other sounds. For example, in the word “gleam,” the sounds
/gl/ and /m/ can be derived phonetically. The ē sound is com-
monly spelled “ee,” “ea,” and “e” plus a final e. So, applica-
tion of the phonic strategy would allow derivation of two
thirds of the sounds and would reduce the remaining sound
to a matter of memorizing a choice among three options—far
better than memorizing the spelling of the entire word. This
illustrates the important fact that teaching generalizations can
be powerful even when they are not sufficient by themselves.
The generalizations of phonic spelling can greatly reduce the
memorization load required for learning irregular spelling
words, even when some word-specific memorization is
necessary.

The morphographic strategy (Dixon, 1991; Dixon &
Engelmann, 2001; Simonsen & Dixon, 2004) is less well-
known and highly generative. It applies to words that are
made up of multiple morphographs. A morphograph is the
smallest unit of written language that has meaning—prefixes,
bases, and suffixes. In English, morphographs have highly
consistent spelling, and a limited number of rules for combin-
ing morphographs can produce the correct spelling of many
words (Dixon & Engelmann, 2001). Figure 1 shows an exam-
ple of a set of seven morphographs and the 28 complex words
that can be spelled correctly based on these morphographs and
the associated combining rules.

Seven Morphographs
Prefixes Bases Suffixes

re, dis, un cover, pute ed, able

28 Derivable Words

recover

recoverable

disreputable

unrecoverable

unrecovered

repute

reputable

reputed

rediscover

rediscovered

recovered

disrepute

coverable

covered

uncover

uncoverable

uncovered

discover

discoverable

discovered

undiscoverable

undiscovered

dispute

disputable

disputed

undisputable

undisputed

Fig. 1 Generativity of Morphographic Analysis of Spelling. Note.
Adapted from Watkins & Slocum (2004, p. 30.)
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Many multimorphographic words can be formed by
simply spelling one morphograph after the other. For ex-
ample, recovered is formed by combining the prefix “re,”
the base word “cover,” and the suffix “ed.” For other
mul t imorphographic words , the las t le t te r in a
morphograph must be dropped, doubled, or changed; in
these cases, students must apply a set of rules to combine
morphographs. For example, students must learn to apply
the rule, “When a word ends in 'e' and the next
morphograph begins with a vowel, drop the 'e,’” as with
skating.

Another example of the generativity of teaching spell-
ing using morphographs supports spelling the /er/ sound
in words that name people by their profession or activities
(e.g., farmer, professor, runner, supervisor). Students can
learn the rule, “if there is a -ion (pronounced “shun”) form
of the word, it is spelled with ‘or.’” Specific examples
include supervisor (supervision), instructor (instruction),
and educator (education); nonexamples include farmer
(there is no “farmtion”) and runner (there is no “runtion”).
T h e D I s p e l l i n g p r o g r am , Sp e l l i n g Th r ough
Morphographs (Dixon & Engelman, 2001), teaches 750
morphographs and 14 rules from which students can de-
rive the correct spelling of over 12,000 words. A second-
ary example of the generativity of Spelling through
Morphographs is that students also learn the meaning of
the morphographs. Applying this knowledge allows stu-
dents to derive the meaning of many unfamiliar vocabu-
lary terms.

The fact that morphographs tend to retain their spell-
ing across many English words is the underlying same-
ness that supports the morphographic strategy. Each
morphographic rule involves additional samenesses. For
example, the rule “When a word ends in 'e' and the
next morphograph begins with a vowel, drop the 'e,’”
is based on the sameness that the spelling of many
English words follows this pattern. These rules are big
ideas.

The DI spelling series, Spelling Mastery (Dixon &
Engelmann, 2006), combines phonic and morphographic
strategies with strategic memorization of irregular words
to produce far more generative repertoires than can be
found in mainstream spelling instruction. In earlier les-
sons, students are taught to rely more heavily on pho-
nemic strategies and in later lessons students are taught
to use the morphographic strategies described above.
Another important facet of content analysis that is
well-exemplified by spelling is the importance of recog-
nizing irregularities—items for which responding based
on a generality will reliably produce incorrect responses.
Throughout the Spelling Mastery program, specific
words that do not conform to the rules are taught indi-
vidually as irregular words.

Content Analysis in Basic Arithmetic Facts

There are 100 basic addition facts with addends from 0 to 9,
and 100 corresponding subtraction facts. The common as-
sumption is that all 200 facts must be memorized by rote, that
is, as paired-associates. This naïve acceptance of a traditional
approach to basic arithmetic is a nonexample of content anal-
ysis. With a more powerful content analysis, the volume of
memorization required to learn these facts can be greatly re-
duced (Johnson, 2008; Stein et al., 2018). The most important
strategy in teaching arithmetic facts is the use of number fam-
ilies. A number family is a triplet of numbers that can be
manipulated to derive a set of related facts (Poncy et al.,
2010; Stein et al., 2018). For example, in addition and sub-
traction, 2, 3, and 5 is a number family; it can produce four
basic facts: 2 + 3 = 5, 3 + 2 = 5, 5 – 2 = 3, 5 – 3 = 2. Rather than
teaching students to memorize four individual facts, we can
teach them one fact family and the relations necessary to pro-
duce four facts using that fact family. In addition to the fact
families, we can teach simple rules for adding and subtracting
zero and one (i.e., “When you add or subtract zero, you end up
with the same number,” and “When you add one, you end up
with the next number.”). Learning these four rules allow stu-
dents to derive 72 addition/subtraction facts involving zero
and one. Learning 36 families allow them to derive the re-
maining 128 addition/subtraction facts. Thus, four rules and
36 families yield 200 facts. This content analysis is based on
the sameness, or big idea, of the relations between addition
and subtraction facts. Figure 2 illustrates the generativity of
this content analysis to addition/subtraction facts. The analysis
also applies to multiplication and division facts.

Content Analysis in Earth Science

Earth science is often taught as a series of unrelated topics,
such as geology, weather, and oceanography (Haas, 1991;
Nolet et al., 1993). Treating topics as unrelated is an example
of poor content analysis. A careful content analysis in this
domain reveals that convection is a big idea that can be ap-
plied to understanding many seemingly disparate topics. The
key component relations of convection are: (1) when fluids
(i.e., liquids and gasses) are heated, they expand and become
less dense; (2) when fluids become less dense, they rise; (3)
when heated fluids rise, they may lose contact with their heat
source and cool; (4) when fluids cool, they contract and be-
come denser; and (5) when fluids become denser, they de-
scend. This understanding of convection can be applied to
numerous superficially diverse phenomena: water in a heated
pot, air in a room, on-shore and off-shore winds, wind circu-
lation in thunder clouds and the production of hail, patterns of
winds at various latitudes (e.g. polar winds, westerlies, trade
winds), ocean currents, and plate tectonics (see Figure 3). This
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content analysis is not only generative of specific understand-
ing of the mechanism driving various meteorological, ocean-
ographic, and geological phenomena, it also supports under-
standing of otherwise unseen similarities across these systems
(Harniss et al., 2004). In addition, understanding convection
when studying earth sciences is likely to support students to
apply their understanding of convection in other contexts,
such as cooking, thereby improving the efficiency of instruc-
tion. This content analysis is based on the understanding that
convection is a sameness, or big idea, that explains numerous
specific earth science topics.

Content Analysis in Basic Language

A significant accomplishment in early language development
is learning to derive new responses based on verbal relations
(Hayes et al., 2001; Skinner, 1957). A key early example of
this repertoire is learning new names based on the word “is”
and contextual features. For example, a caregiver could hold a
kitchen implement and tell a child, “This is a cheese grater.”
Children who have the ability to learn from this kind of in-
struction can learn manymore names than those who have not
gained this skill. Of course, “is” is not the only relation of this
type. Relational frame theory (RFT) has identified numerous
relations that allow derivation of new behavior (Hayes et al.,
2001).

DI program designers also recognized the generative power
of these basic verbal relations and built an early language
skills curriculum around them (Engelmann & Osborn, 1976,
1999): a prime example of content analysis of the domain of
basic language. If a child can be taught to respond to relations
among stimuli that are signaled by verbal statements, this
teaching has near infinite potential generativity. Once the re-
lation comes under contextual control of verbal statements, a
near infinite variety of such verbal statements can produce
precisely tuned novel behavior without specific instruction
(or with greatly reduced instruction).

A DI content analysis of the basic language domain in-
cludes teaching the types of relations identified in the experi-
mental literature including coordination, opposition, distinc-
tion, comparison, hierarchical, temporal, spatial, conditional,
and deictic (Kelso, 2007). The DI program, Language for
Learning (Engelman & Osborn, 1999; originally published
in 1976 as DISTAR Language) teaches all of these types of
relations, introducing them systematically and gradually
across the program. Figure 4 shows the sequence of introduc-
tion of these types of relations in Language for Learning. For
example, the deictic relations of I/you and now/then are taught
early in the program and systematically applied to a wide
variety of context throughout the program. The I/you discrim-
ination is featured in exercises that juxtapose items in which
the teacher asks, “Say the whole thing about what you are
doing” and students respond, “I am touching the floor” with

200 Addi�on and Subtrac�on Facts
0 + 0 = 0 0 + 1 =  1 0 + 2 = 2 0 + 3 = 3 0 + 4 = 4 0 + 5 = 5 0 + 6 = 6 0 + 7 = 7 0 + 8 = 8 0 + 9 = 9 

1 + 0 = 1 1 + 1 = 2 1 + 2 = 3 1 + 3 = 4 1 + 4 = 4 1 + 5 = 6 1 + 6 = 7 1 + 7 = 8 1 + 8 = 9 1 + 9 = 10 

2 + 0 = 2 2 + 1 = 3 2 + 2 = 4 2 + 3 = 5 2 + 4 = 6 2 + 5 = 7 2 + 6 = 8 2 + 7 = 9 2 + 8 = 10 2 + 9 = 11 

3 + 0 = 3 3 + 1 = 4 3 + 2 = 5 3 + 3 = 6 3 + 4 = 7 3 + 5 = 8 3 + 6 = 9 3 + 7 = 10 3 + 8 = 11 3 + 9 = 12 

4 + 0 = 4 4 + 1 = 5 4 + 2 = 6 4 + 3 = 7 4 + 4 = 8 4 + 5 = 9 4 + 6 = 10 4 + 7 = 11 4 + 8 = 12 4 + 9 = 13 

5 + 0 = 5 5 + 1 = 6 5 + 2 = 7 5 + 3 = 8 5 + 4 = 9 5 + 5 = 10 5 + 6 = 11 5 + 7 = 12 5 + 8 = 13 5 + 9 = 14 

6 + 0 = 6 6 + 1 = 7 6 + 2 = 8 6 + 3 = 9 6 + 4 = 10 6 + 5 = 11 6 + 6 = 12 6 + 7 = 13 6 + 8 = 14 6 + 9 = 15 

7 + 0 = 7 7 + 1 = 8 7 + 2 = 9 7 + 3 = 10 7 + 4 = 11 7 + 5 = 12 7 + 6 = 13 7 + 7 = 14 7 + 8 = 15 7 + 9 = 16 

8 + 0 = 8 8 + 1 = 9 8 + 2 = 10 8 + 3 = 11 8 + 4 = 12 8 + 5 = 13 8 + 6 = 14 8 + 7 = 15 8 + 8 = 16 8 + 9 = 17 

9 + 0 = 9 9 + 1 = 10 9 + 2 = 11 9 + 3 = 12 9 + 4 = 13 9 + 5 = 14 9 + 6 = 15 9 + 7 = 16 9 + 8 = 17 9 + 9 = 18 

0 - 0 = 0 1 - 1 = 0 2 - 2 = 0 3 - 3 = 0 4 - 4 = 0 5 - 5 = 0 6 - 6 = 0 7 - 7 = 0 8 - 8 = 0 9 - 9 = 0 

1 - 0 = 1 2 - 1 = 1 3 - 2 = 1 4 - 3 = 1 5 - 4 = 1 6 - 5 = 1 7 - 6 = 1 8 - 7 = 1 9 - 8 = 1 10 - 9 = 1 

2 - 0 = 2 3 - 1 = 2 4 - 2 = 2 5 - 3 = 2 6 - 4 = 2 7 - 5 = 2 8 - 6 = 2 9 - 7 = 2 10 - 8 = 2 11 - 9 = 2 

3 - 0 = 3 4 - 1 = 3 5 - 2 = 3 6 - 3 = 3 7 - 4 = 3 8 - 5 = 3 9 - 6 = 3 10 - 7 = 3 11 - 8 = 3 12 - 9 = 3 

4 - 0 = 4 5 - 1 = 4 6 - 2 = 4 7 - 3 = 4 8 - 4 = 4 9 - 5 = 4 10 - 6 = 4 11 - 7 = 4 12 - 8 = 4 13 - 9 = 4 

5 - 0 = 5 6 - 1 = 5 7 - 2 = 5 8 - 3 = 5 9 - 4 = 5 10 - 5 = 5 11 - 6 = 5 12 - 7 = 5 13 - 8 = 5 14 - 9 = 5 

6 - 0 = 6 7 - 1 = 6 8 - 2 = 6 9 - 3 = 6 10 - 4 = 6 11 - 5 = 6 12 - 6 = 6 13 - 7 = 6 14 - 8 = 6 15 - 9 = 6 

7 - 0 = 7 8 - 1 = 7 9 - 2 = 7 10 - 3 = 7 11 - 4 = 7 12 - 5 = 7 13 - 6 = 7 14 - 7 = 7 15 - 8 = 7 16 - 9 = 7 

8 - 0 = 8 9 - 1 = 8 10 - 2 = 8 11 - 3 = 8 12 - 4 = 8 13 - 5 = 8 14 - 6 = 8 15 - 7 = 8 16 - 8 = 8 17 - 9 = 8 

9 - 0 = 9 10 - 1 = 9 11 - 2 = 9 12 - 3 = 9 13 - 4 = 9 14 - 5 = 9 15 - 6 = 9 16 - 7 = 9 17 - 8 = 9 18 - 9 = 9 

128 facts derived from 36 fact families
2, 2, 4 2, 3, 5 2, 4, 6 2, 5, 7 2, 6, 8 2, 7, 9 

2, 8, 10 2, 9, 11 3, 3, 6 3, 4, 7 3, 5, 8 3, 6, 9 
3, 7, 10 3, 8, 11 3, 9, 12 4, 4, 8 4, 5, 9 4, 6, 10 
4, 7, 11 4, 8, 12 4, 9, 13 5, 5, 10 5, 6, 11 5, 7, 12 
5, 8, 13 5, 9, 14 6, 6, 12 6, 7, 13 6, 8, 14 6, 9, 15 
7, 7, 14 7, 8, 15 7, 9, 16 8, 8, 16 8, 9, 17 9, 9, 18 

72 facts derived from 
rules for add/subtract 
0 and 1 .

Fig. 2 Generativity of Rules and Fact Families for Math Facts
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items in which the teacher asks, “Say the whole things about
what I am doing” and students respond, “You are touching
your ear.” (Of course, specific actions vary across exercises.)
Later in the program, the temporal aspect of deictic relations is
taught in exercises juxtaposing items that ask, “What will we
do?,” “What are we doing?,” and “What were we doing be-
fore?” The content analysis is based on the samenesses, or big
ideas, of coordination, distinction, temporal relations, and so
on.

Content Analysis in Narrative Language

Narrative language is the domain of telling and understanding
stories. It includes both nonfictional and fictional narratives
and crosses the modalities of hearing, reading, and watching
(e.g., movies/videos; Carnine et al., 2017; Hughes et al.,

1997). The story grammar structure (Stein & Glenn, 1979) is
a powerful content analysis in this domain. Story grammar
describes the structural components that occur in narratives
in a manner analogous to sentence grammar describing the
structural elements of a sentence. The most basic and fre-
quently occurring story grammar elements are (1) setting, (2)
character, (3) plot (which includes an initiating event, attempt,
and consequence), and (4) resolution (Stein & Glenn, 1979).
These story grammar elements are key to the content analysis
of both creating and understanding narrative language. If stu-
dents can respond discriminatively to these elements (e.g., tact
them, describe the specifics of a particular element in a partic-
ular story), their ability to answer both immediate and delayed
(recall) questions about novel stories is enhanced (Kim et al.,
2018; Spencer et al., 2013; Spencer et al., 2015; Spencer et al.,
2018). Thus, after learning the story grammar structure, stu-
dents can generate additional benefits from subsequent new

Fig. 3 The Big Idea of
Convection and Some
Applications
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narratives that they hear, read, or view. Because story gram-
mar can increase comprehension of any novel narrative, its
effects would be a function of the number of narratives that
a learner reads. And given that a student will read many thou-
sands of narrative texts, the generativity of improved compre-
hension is very high, indeed.

Students can be taught to construct narratives using the
story grammar structure (see Spencer, this issue). They can
learn the skill of including explicit settings, characters, plot
elements, and resolutions in novel narratives that they gener-
ate (Favot et al., 2018). It is important to note that the gener-
ated narratives are not limited to fiction (Spencer & Slocum,
2010; Petersen et al., 2014; Weddle et al., 2016). This skill
contributes to producing comprehensible recounting of actual
events—an ability that has great social importance. Because
the story grammar skills can improve the effectiveness of any
narrative that the learner generates, the generativity of teach-
ing the construction of narratives using story grammar ele-
ments is a function of the number of narratives that the child
generates across their lifetime. The big idea of this content
analysis is the “samenesses” across narratives—they all in-
clude settings, characters, plot, and resolution.

Conclusion

The content analyses described above illustrate the content
analyses that drive the design of DI programs. Numerous oth-
er content analyses, including those with high levels of
generativity (e.g., teaching students to decode words, fractions

concepts and operations, logical writing structures) provide
the foundation for DI programs. The examples given above
are limited to the area of academic instruction because pub-
lished DI programs are concentrated in this area. Content anal-
ysis is equally relevant to other content typically taught to
clients and students, such as social skills and functional skills,
as well as content typically taught to professionals, such as
instructional and behavior management repertoires.

Even these few examples include many different behavior-
al relations. As we mentioned earlier, the point of content
analysis is not to demonstrate a particular type of relation or
to favor one type of relation over others; the point is to dis-
cover the relations that enable optimal generativity of instruc-
tion. Instruction based on these content analyses may involve
any behavioral relation and often implies a complex mix of
them.

The most important messages about content analysis for
behavior analysts are: (1) that it exists; (2) that it is the foun-
dation for all subsequent instructional design and delivery;
and (3) that it determines the upper limit of the generativity
and efficiency possible in an instructional program. All of the
critical subsequent steps of instructional design (e.g., selection
and sequencing of examples, clear wording, designing
teacher–student interactions, data-based decision making)
are based on a content analysis. If the content analysis is poor,
then generativity of the instruction will be minimal no matter
how well the other factors are implemented. For example, if
the content analysis of a reading program is based on words as
individual units (i.e., sight words), the subsequent phases of
instructional design may produce a program that helps
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students memorize individual words, but will not be able to
produce the broad generalization of a program with a phonic-
based content analysis. If the content analysis is of high qual-
ity and the other factors are well-implemented, then the in-
struction will be highly generative. A high-quality content
analysis is necessary but not sufficient to produce generative
instruction. The problem is that the content analysis is all too
often tacit rather than explicit; it is too often built on an unex-
amined assumption that there is no important order in the
content domain, or based on a naïve understanding of the
subject matter inherited from the culture at large. At other
times, content analysis is based on existing instructional pro-
grams or textbooks without critical analysis from the point of
view of generativity. Sometimes content analyses are derived
from skill assessments, without identifying generative rela-
tions that could be taught to produce the repertoires sampled
by the assessment. None of these are likely to identify themost
generative relations and optimize the generativity of
instruction.

Content analysis is subtle—it is not superficially obvious in
instructional programs. As a result, we are often not aware of
the vast differences in content analyses across programs and
the importance of content analysis in designing programs.
One extreme example is that many teachers and therapists
are not aware of the implications of rote instruction in sight
words (i.e., content analysis that there are no important gen-
eralizations in decoding words) compared to teaching phonics
(i.e., content analysis based on highly generative relations).

Ways to Conduct a Content Analysis

Behavior analysts can incorporate higher quality content anal-
ysis in their instruction and thereby increase instructional ef-
ficiency and generativity. The process of content analysis in-
volves an iterative cycle of logical and empirical analyses (see
Figure 5). The logical analysis identifies potentially teachable
relations that could produce broad learner repertoires; the em-
pirical analysis tests whether these repertoires are actually
produced by the instruction. Although we can describe broad
strategies for the logical content analysis, there is no simple
procedure that will reliably produce optimal results across all
domains. Therefore, instructional designers must keep the
function of content analysis front and center—to identify
teachable relations (i.e., samenesses) across items or topics
in the content domain that will support maximum generaliza-
tion and instructional efficiency.

The first step in content analysis is to engage with the
content domain and generate possible analyses. This may in-
volve some combination of three complementary tactics: col-
laborating with content experts, reading research in the con-
tent domain, and independently generating the analysis. Many
instructional designers appear to be unaware that experts in
content areas often have already developed remarkable

content analyses, although they may describe them using un-
familiar technical terms. Each of the examples above are well-
known by experts in their respective content domains.
Behavior analysts who are interested in developing generative
instruction would do well to collaborate with experts who
have deep knowledge of their content domains. In most cases,
these experts will not be behavior analysts and will speak a
very different language. However, in some cases, such as de-
rived relational responding, powerful analyses of content do-
mains have been developed by behavior analysts. The key is
for the behavior analyst to focus on the relations that they are
describing rather than the terms with which they are describ-
ing it.

Examples of this collaboration between behavior analysts
and content experts include the morphographic spelling con-
tent analysis and the analysis of story grammar for under-
standing and generating narrative language. In the spelling
analysis, a linguist familiar with morphographic structures in
English (Dixon) collaborated with a DI developer
(Engelmann) to produce Spelling Mastery (Dixon &
Engelmann, 2001). In the narrative language analysis, a be-
havior analyst (Spencer) collaborated with a speech-language
pathologist with a background in linguistics (Peterson) to cre-
ate an effective instructional program, Story Champs (Spencer
et al., 2015; Spencer, this issue).

A second tactic—closely related to the first—is to read
research on the content domain. For example, extensive re-
search on reading has identified powerful relations that can
produce highly generative repertoires. These include the al-
phabetic principle (the generalized bidirectional relation be-
tween letters and sounds), phonological manipulation skills
(e.g., rhyming, saying the first phoneme in a word, separately
articulating the phonemes in a word), and sounding out
(seeing letters, saying each phoneme, then saying the word;
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Fig. 5 Conducting a Content Analysis
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cf. Carnine et al., 2017; National Institute of Child Health &
Human Development, 2000). A behavior analyst interested in
designing beginning reading instruction could begin their con-
tent analysis by reading literature such as this.

A third tactic for obtaining a logical analysis of the content
domain is to create it independent of experts in the domain
and/or existing literature. The designer begins by explicitly
identifying and describing the repertoire to be targeted.
Next, they identify sameness (i.e., shared features or big ideas)
of the elements of the target repertoire. These samenesses
might be described in behavioral terms as any of the behav-
ioral relations that have been named and exemplified previ-
ously in this article. They might also be described in the lan-
guage of instructional design using terms such as concepts,
rules, strategies, and big ideas. In this task, all of these terms
(the more technical and the less technical) function as prompts
to help the designer identify potentially teachable relations.

There is no algorithm for the process of identifying gener-
ative relations within a content area because each content area
offers different possibilities and challenges. Important same-
nesses may not be obvious from a superficial examination of
the content area; for many domains, deeper content knowl-
edge is necessary to be able to identify these relations.
Examples of this include the morphographic analysis of spell-
ing and the story grammar analysis of narratives described
above. The examples provided above illustrate only a small
fraction of that variety. Thus, the analyst must study the do-
main extensively and resist the temptation to assume that a
superficial understanding of a content domain is all that there
is to know. Still, the behavior analyst can bring their under-
standing of the various generative behavioral relations to bear
as powerful prompts when combined with extensive study of
the content domain.

Whether the instructional designer is collaborating with
content experts, reading relevant research, studying the do-
main directly, or some combination of these tactics, the de-
signer should generate numerous possible content analyses.
The results should be compared to the criterion of maximizing
generativity—producing the most learning from the smallest
amount of teaching. This process of generating possible anal-
yses and evaluating them continues until the instructional de-
signer is satisfied that a sufficiently generative logical content
analysis is present.

The logical analysis of the content domain (generating pos-
sible analyses and logically comparing them) is only a part of
the process of content analysis. The other component is em-
pirical analysis—the designer must determine whether the re-
lations can be taught to the relevant students with sufficient
efficiency that the logically identified relations actually result
in generative outcomes. It is an empirical question wheth-
er teaching students a potentially generative relation is
actually more time efficient than teaching simpler rela-
tions. We cannot assume that logical generativity will

result in empirical generativity. The results of empirical
studies may suggest a need for additional logical anal-
ysis of the content domain.

Content analysis is a critical element of instructional
development—it places an upper limit on generativity—but
it is only one component. In order to realize the potential that
may be inherent in a generative content analysis, an elaborate
process of instructional design must be carried out and effec-
tive structures and processes for interacting with students must
be developed. The concepts entailed by the content analysis
must be analyzed in terms of variable and critical features
(Johnson & Bulla, this issue), the juxtaposition of examples
and nonexamples must be developed (Twyman, this issue),
formats for communication with learners must be written, sys-
tems for responding to student performance must be devel-
oped (Rolf & Slocum, this issue), and of course, the whole
instructional package must be empirically refined through
field test cycles and the final program must be experimentally
evaluated. Combining these activities with a generative con-
tent analysis, as DI does, is key to producing instruction that is
effective and efficient for students with and without
disabilities.
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