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Abstract Authoring tools have been broadly used to design Intelligent Tutoring Sys-
tems (ITS). However, ITS community still lacks a current understanding of how
authoring tools are used by non-programmer authors to design ITS. Hence, the objec-
tive of this work is to review how authoring tools have been supporting ITS design
for non-programmer authors. In order to meet our goal, we conduct a Systematic
Literature Review (SLR) to identify the primary studies on the use of ITS author-
ing tools, following a pre-defined review protocol. Among the 4622 papers retrieved
from seven digital libraries published from 2009 to June 2016, 33 papers are finally
included after applying our exclusion and inclusion criteria. We then identify the
main ITS components authored, the ITS types designed, the features used to facilitate
the authoring process, the technologies used to develop authoring tools and the time
at which authoring occurs. We also look for evidence of the benefits of ITS authoring
tools. In summary, the main findings of this work are: (1) there is empirical evidence
of the benefits (i.e., mainly in terms of effectiveness, efficiency, quality of authored
artifacts, and usability) of using ITS authoring tools for non-programmer authors,
specially to aid authoring of learning content and to support authoring of model-
tracing/cognitive and example-tracing tutors; 2) domain and pedagogical models
have been much more targeted by authoring tools; (3) several ITS types have been
authored, with an emphasis on model-tracing/cognitive and example-tracing tutors;
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(4) besides providing features for authoring all four ITS components, current author-
ing tools are also presenting general features (e.g., view learners’ statistics and reuse
tutor design) to create broader authoring tools; (5) a great diversity of technologies,
which include AI techniques, software solutions and distributed technologies, are
used to develop ITS authoring tools; and (6) authoring tools have been mainly target-
ing ITS design before students’ instruction, but works are also addressing authoring
during and/or post-instruction relying both on human and artificial intelligence. We
conclude this work by showing several promising research opportunities that are quite
important and interesting but underexplored in current research and practice.

Keywords Intelligent tutoring systems · Authoring tools · Systematic literature
review · Intelligent tutoring systems design

Introduction

Intelligent Tutoring Systems (ITSs) are concerned with the use of artificial intel-
ligence techniques for performing adaptive tutoring to learners according to what
they know about the domain (Sleeman and Brown 1982). As reported by du Boulay
(2016), there have been a number of recent positive reviews in support of the effec-
tiveness of ITSs (Kulik and Fletcher 2016; Ma et al. 2014; Steenbergen-Hu and
Cooper 2013, 2014; VanLehn 2011). Thus, it is well known that well-designed
ITS can successfully complement and substitute other instructional models at all
educational levels and in many common academic subjects (Ma et al. 2014).

Despite all this positive evidence, ITS design remains costly and expensive (Woolf
2010). Hence, for many years, researchers develop ITS authoring tools in order to
speed up ITS development, to reduce production efforts, to increase the number and
diversity of available tutors, to extend the number of participants in ITS development
process and so on (Murray 2003; Woolf 2010; Sottilare et al. 2015).

Due to the increasing interest of using authoring tools to design ITS, researchers
have been concerned in summarizing the contributions of these systems in order to
describe the state of the art on this topic. Murray (2003) presents a deep analysis of
the state of the art until 2003– updating a previous survey (Murray 1999) with similar
aims. It describes the ITS types built with authoring tools, the features and methods
used to facilitate authoring, the evaluation strategies used, the availability of author-
ing tools and lessons learned from using these systems. Murray (2003) also presented
some unanswered questions regarding ITS authoring tools such as the extent to which
the difficult task of modeling ITS could be scaffolded, identifying instructional sit-
uations that are both specific enough to make authoring template-based, yet general
enough to be attractive to many educators, and whether ITSs would ever be in demand
enough to warrant the effort of building authoring tools for them. Several future
directions are pointed out by Murray (2003), suggesting more empirical testing of
authoring tools using multiple authors and domains, more research on authoring stu-
dent models, more research on the effectiveness of instructional strategies and so
on.
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Later on, Woolf (2010) used Murray’s classification to update the state of the
art on the topic. Woolf (2010) presents examples of other authoring tools, discusses
issues regarding authoring tools design tradeoffs (e.g., specific vs. general tutors),
and describes a variety of primary building blocks for developing ITS authoring
tools–classified into four levels: representation and domain, student, teaching and
communication knowledge. Woolf (2010) also mentioned that although intelligent
tutors have already succeeded in finding use within education, the development
of ITS authoring tools has been progressing slowly and pointed out issues mainly
associated with the use of ITS in classrooms. More recently, Sottilare et al. (2015)
edited a comprehensive collection of papers discussing several important issues
about ITS authoring tools, for instance, perspectives of authoring tools and meth-
ods, approaches to reduce workload and skill requirements in ITS authoring and so
on. It also presents several contributions for authoring different ITS types, such as
model-tracing, agent-based and dialog-based tutors.

The reviews heretofore have largely focused on implementation details and sys-
tem design. However, it has not been until fairly recently that empirical research has
been emphasized with ITS authoring tools and, in the meantime, new technologies
and trends have appeared (e.g., mobile learning, gamification, learning analytics and
so on). Hence, although these contributions summarize well the body of knowledge
regarding ITS authoring tools so far, they could not capture all the recent and interest-
ing aspects of the field. For instance, analyzing the evidence presented by empirical
works, investigating current tools in light of “life-cycle” authoring–i.e., in which
authoring might occur at different stages of learning, including, before, during and
after instruction–identifying special features and technologies used to facilitate the
authoring process for non-programmers and so on. Moreover, they did not perform
any kind of systematic investigation of the literature covering the use of authoring
tools to design ITS. Hence, the objective of this work is to conduct a systematic
review of the literature to review how authoring tools have been supporting ITS
design1 for non-programmer authors recently. We also investigate if there is real evi-
dence for improvements of using these tools to support ITS design. Thus, inspired by
Murray’s survey research questions, we intend to understand:

– which ITS components can be authored?;
– which ITS types can be designed by authoring tools?;
– which features facilitate the ITS authoring process?;
– what authoring technologies have been used to design ITS?;
– when does the authoring occur?;
– what is the evidence that support reported benefits of using ITS authoring tools?

In this paper, we use the systematic literature review (SLR) method (Kitchenham
and Charters 2007) to identify, evaluate, interpret and synthesize the available studies

1Note that ITS design can cover many aspects of ITS such as the creation of content, pedagogical inter-
vention, the content of feedback messages, interfaces, features to be included, and so on. In this way,
although we acknowledge that there is a clear difference between creating content for ITS with letting
people designing their own tutor, we are considering in this paper both contributions if they are proposed
for non-programmer authors.
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to answer particular research questions on the application of authoring tools in ITS
design and to establish the state of evidence with in-depth analysis. In an SLR, all
decisions used to select, extract data and compile information about papers are meant
to be explicit, allowing the reader to check the review process (and even reproduce
it) as well as assessing the potential of bias (Garg et al. 2008). Thus, the SLR method
tends to be more transparent than narrative reviews and has been already used in the
context of ITS research as a prior step to conduct a meta-analysis (Kulik and Fletcher
2016; Ma et al. 2014; Steenbergen-Hu and Cooper 2013, 2014; VanLehn 2011).

This paper presents the results of an SLR on studies published from January 2009
to June 20162 and was conducted following a pre-defined review protocol. Our deci-
sion on such period was made to reduce repetitive effort and make use of existing
work since Woolf (2010) provides a general description of the use of authoring tools
to design ITS before 2009 updating the analysis of state of the art provided by Mur-
ray (2003). Moreover, we also intend to gather more recent papers about the topic in
order to get insights as well as to consider emerging technologies that could be used
along with authoring tools (e.g., mobile learning, gamification, learning analytics and
so on) for non-programmer authors.

This paper is organized as follows. “Methods” describes the SLR method used in
this review. “Results and Analysis” first presents the results of the quality assessment
and an overview of the studies. It then reports the findings of the review along with
a detailed analysis and discussion of each research question. “Discussion” discusses
the scope of this systematic literature review, some threats to the validity of our work
and points out further research to be explored on the use of authoring tools in ITS
design. Finally, “Conclusions” presents conclusions and future works.

Methods

A Systematic Literature Review (SLR) is a means of identifying, evaluating and
interpreting the available research findings related to a research question, topic area,
or phenomenon. The main purpose of conducting a systematic review is to gather
evidence on which to base conclusions (Kitchenham and Charters 2007).

In order to perform this SLR, the guidelines and the systematic review protocol
template proposed by Kitchenham and Charters (2007) were used. The SLR process
includes several activities, which can be grouped into three main phases: planning
of the SLR, conducting the SLR and reporting the SLR. It consists of the follow-
ing steps: i) identification of the need for a systematic review; ii) formulation of a
focused review question; iii) a comprehensive, exhaustive search for primary stud-
ies; iv) quality assessment of included studies; v) identification of the data needed
to answer the research question; vi) data extraction; vii) summary and synthesis of
study results; viii) interpretation of the results to determine their applicability; and
ix) report-writing.

2The studies are until June 2016, because we’ve conducted the search and selection process of the review
in June 2016.
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A software tool, called StArt (State of the Art through Systematic Reviews)
(LAPES 2014), was used to support the SRL protocol definition. It is used to pro-
vide support to researchers conducting SLRs. StArt has been empirically evaluated
and it was demonstrated that such tool had positive results in the execution of SLRs
(Hernandes et al. 2012).

Research Questions

This systematic review’s purpose is to understand and synthesize how authoring tools
support intelligent tutoring systems design regarding non-programmer authors’ point
of view and identify to what extent these tools have been applied for designing this
kind of system. Thus, we intend to answer the main research question:

How are authoring tools supporting the design of intelligent tutoring systems
for non-programmer authors?

Based on the main research question, specific questions were raised according to
authoring tools and ITS aspects that we are interested. The questions, along with their
descriptions and motivations are described in Table 1.

Table 1 Research questions and motivations

Research question Description and motivation

RQ1. Which ITS components
can be authored?

This question provides a starting point to understand which are the
main ITS components (i.e., student model, domain model, pedagogical
model and interface model) supported by the use of authoring tools;

RQ2. Which ITS types can be
designed by authoring tools?

This question intends to identify which are the main ITS types (e.g.,
example-tracing, constraint-based and so on) that are been designed by
the use of authoring tools;

RQ3. Which features facilitate
the ITS authoring process?

This question aims to describe how authoring tools are supporting the
authoring process of ITS. It is important because it provides a set of
contributions regarding the use of authoring tools to address ITS design,
which can be used by researchers that might be interested in using
authoring tools for this kind of educational system;

RQ4. What authoring tech-
nologies have been used to
design ITS?

This question intends to identify which are the main technologies used
to develop authoring tools in order to design ITS. The answer to this
question is important because it can serve as a guide to researchers that
might use some specific technology to develop authoring tools for ITS;

RQ5. When does the authoring
occur?

The answer to this question allows to identify when the author-
ing process occurs (i.e., pre-instruction, during instruction and post-
instruction). This question investigates how authoring tools are support-
ing different stages of the ITS life-cycle;

RQ6. What is the evidence
that support reported benefits
of using ITS authoring tools?

This question intends to analyze if such studies provide some evidence
that the use of authoring tools benefits the ITS design process. Evi-
dence should consider positive and negative results including empirical
and non-empirical evaluation. They are important since they form a
knowledge base about the use of authoring tools in ITS
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Inclusion and Exclusion Criteria

The aim of defining a criterion is to identify those primary papers which provide
direct evidence about the research questions and also to reduce the likelihood of
bias (Kitchenham and Charters 2007). Note that we consider as primary papers the
studies which present some kind of proposal to the area or present some kind of
empirical evaluation of its contributions, whereas secondary papers are studies which
only review a topic area, e.g., surveys, systematic literature reviews or systematic
mappings.

Studies were eligible for inclusion in the review if they presented a peer-reviewed
primary study, published since January 2009 to June 2016 and that presented some
contribution on the use of authoring tools to support ITS design. As previously
explained, our decision on such period was made to reduce repetitive effort and
make use of existing work as well as to gather more recent papers about the topic,
considering emerging technologies that could be used along with authoring tools.

Studies were excluded if they were secondary, short papers, non-peer reviewed,
duplicated, non-English written, gray literature papers (e.g., books, theses, disser-
tations and so on), redundant papers of same authorship,3 position papers and
if their focus was not using authoring tools to support ITS design for non-
programmer authors. Furthermore, this research is concerned with generic and
technology/paradigm ITS authoring tools, i.e., we are not including works that pro-
pose authoring tools that need to handle strict ITS constraints. For this reason,
simulation, augmented reality, serious games, storytelling, and disability (focusing
on learners’ disabilities) exclusive papers were also excluded. For instance, an ITS
authoring tool that considers learners’ disabilities (e.g., blindness) should need to
design a special pedagogical model tied to such disability that would not be generic
enough to be used in other contexts. The summarized inclusion and exclusion criteria
are presented in Table 2.

Sources Selection and Search

The search strategy included only electronic databases and was validated by experts
on ITS and authoring tools. According to Chen’s recommendation (Chen et al. 2010),
the following electronic databases were automatically searched: ScienceDirect,4 ISI
Web of Science,5 Scopus,6 SpringerLink,7 ACM Digital Library,8 IEEE Xplore9 and
Compendex.10

3If similar papers are included from the same authorship, we keep in the review the more complete and
recent paper (priority is given to journal papers)
4http://www.sciencedirect.com/
5http://apps.webofknowledge.com
6http://www.scopus.com
7http://link.springer.com/
8http://dl.acm.org/
9http://ieeexplore.ieee.org
10http://www.engineeringvillage.com/

http://www.sciencedirect.com/
http://apps.webofknowledge.com
http://www.scopus.com
http://springerlink.bibliotecabuap.elogim.com/
http://dl.acm.org/
http://ieeexplore.ieee.org
http://www.engineeringvillage.com/
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Table 2 Inclusion/exclusion criteria

# Inclusion criterion

1 Primary studies

2 Peer-reviewed studies

3 Study published between January 2009 and June 2016

4 Studies that use authoring tool to design ITS for non-programmer authors

# Exclusion criterion

5 Secondary studies

6 Short-papers (≤ 5 pages)

7 Non peer-reviewed studies

8 Duplicated studies (only one copy of each study was included)

9 Non English written papers

10 Gray literature

11 Redundant paper of same authorship

12 Position paper

13 Studies that do not present or evaluate any authoring tool for non-programmers

14 Papers about simulation

15 Papers about augmented reality

16 Papers about serious games

17 Papers about storytelling

18 Papers about disability

19 Studies that do not use authoring tools to design ITS

Figure 1 shows the systematic review process and the number of papers identified
at each stage. Before describing these stages, it is worth emphasizing that, although
the scope of this paper is reviewing the use of authoring tools in ITS design, this
research is part of an ongoing work which intends to review the use of authoring
tools in computers and education, including for example, several types of educa-
tional systems (e.g., computer supported collaborative learning, massive open online
courses, adaptive educational hypermedia systems, etc) and research trends (e.g.,
gamification, mobile learning and education data mining/learning analytics). Hence,
the search and selection strategy (i.e., the search string and Steps 1-5) aims to capture
studies related to all these topics. As such they will be useful for several other stud-
ies. The papers related to ITS, which are the focus of this review, are only identified
and selected in Step 6 of the process, as it will be further described.

In Step 1 the studies were obtained from electronic databases using the following
search terms:

(1) “authoring tool” OR “authoring system” OR “intelligent authoring”
(2) “computers and education” OR “e-learning”
(3) “educational environment” OR “educational system” OR “learning environ-

ment”
(4) “learning management system”
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Fig. 1 Paper selection flowchart

(5) “m-learning” OR “mobile learning”
(6) “t-learning” OR “tv learning”
(7) “online education” OR “online learning” OR web-based education” OR

“semantic web-based education” OR “semantic web and education”
(8) “collaborative learning” OR “computer supported collaborative learning” OR

“CSCL”
(9) “intelligent tutoring system” OR “intelligent educational systems”

(10) “MOOCS” OR “massive open online courses”
(11) “adaptive educational hypermedia systems”
(12) “adaptive educational systems” OR “adaptive learning systems” OR “artificial

intelligence in education”
(13) “gamification”

These search terms for several applications of authoring tools to computers and
education were combined in the following way:

(1 AND (2 OR 3 OR 4 OR 5 OR 6 OR 7 OR 8 OR 9 OR 10 OR 11 OR 12 OR 13))
The definition of these terms was based on two main sources: i) the scope of rele-

vant journals on the topic (e.g., the International Journal of Artificial Intelligence and



344 Int J Artif Intell Educ (2018) 28:336–384

Education (IJAIED) and IEEE Transactions on Learning Technologies) in order to
identify different types of educational systems and ii) asking suggestions to experts
on the topic (authoring tools and ITS). Furthermore, as we intended to retrieve
recent papers in the literature, our search only considered the period between January
2009 and June 2016, which is an inclusion criterion, as described in “Inclusion and
Exclusion Criteria”.

The search results (4622 papers) were automatically downloaded and were
inserted into and organized with the aid of StArt tool. Figure 1 depicts the steps of
the selection process showing the number of studies in each one these steps.

At Step 2, duplicated papers were automatically detected and removed using the
StArt tool, remaining a set of 3,611 papers. Then, in Step 3 authors reviewed titles,
keywords, and publication venue of each paper and excluded those that were not
related to the research questions (− 2188 papers). If there was insufficient data, the
paper was left for the next assessment. After finishing the Step 3, 1423 papers remained
in the selection process and reviewers analyzed, in Step 4, paper’s abstracts and excluded
those according to 14 exclusion criteria (#4–18 criteria from Table 2), excluding 660
papers. If there was insufficient data, the paper was left for the next step.

In Step 5, the complete texts of the papers selected at Step 4 (763 papers) were
retrieved, the introduction and conclusion of each paper were read and each paper
was full-screened. Papers were excluded according to the #4-18 exclusion criteria
again (− 514 papers).

Until Step 5, any application of authoring tool to computers and education was
considered to be included in the review. Recall that this is intentional, as we may use
the studies identified so far for several types of research under development. Hence,
the specific exclusion criterion for non-ITS authoring papers was applied, in Step 6,
to the 249 remaining studies of Step 5, in order to filter the papers exclusively related
to ITS design (the focus of this paper). As a result, 33 papers were finally included
for the next stage of the review.

Quality Assessment

The quality assessment (QA) of selected studies was achieved by a scoring technique
to evaluate the credibility, completeness, and relevance of the selected studies. All
papers were evaluated against a set of 10 quality criteria. Eight of them were adapted
from existing study quality assessment criteria used in the literature, the remaining
two questions were proposed according to the scope and research questions of this
systematic literature review. The assessment instrument used is presented in Table 3.
Q1, Q2, Q3, Q4, Q5, Q6, Q9, and Q10 were adopted from the literature, while Q7
and Q8 were proposed.

We relied on systematic literature reviews published in a high reputation venue
(i.e., Information and Software Technology Journal) in the context of empirical
software engineering research to define seven of the quality assessment criteria. In
particular, we adapted some of our criteria following the works by Mahdavi-Hezavehi
et al. (2013) (Q1 and Q5), Dyb and Dingsyr (2008) (Q2, Q3, Q5 and Q10), Achimugu
et al. (2014) (Q4 and Q10) Dermeval et al. (2016) (Q6) and Ding et al. (2014) (Q9).
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Table 3 Study quality assessment criteria

# Questions Possible answers

Q1 Is there a rationale for why the study was undertaken? (Mahdavi-
Hezavehi et al. 2013)

Y=1, N=0, P=0.5

Q2 Is the paper based on research (or is it merely a “lessons learned” report
based on expert opinion)? (Dyb and Dingsyr 2008)

Y=1, N=0

Q3 Is there a clear statement of the goals of the research? (Dyb and Dingsyr
2008)

Y=1, N=0, P=0.5

Q4 Is the proposed technique clearly described? (Achimugu et al. 2014) Y=1, N=0, P=0.5

Q5 Is there an adequate description of the context (industry, laboratory set-
ting, products used and so on) in which the research was carried out?
(Dyb and Dingsyr 2008; Mahdavi-Hezavehi et al. 2013)

Y=1, N=0, P=0.5

Q6 Does the study provide a tool? If yes, is the tool available for download
or on the web? (Dermeval et al. 2016)

Y=1, N=0, P=0.5

Q7 Was the study empirically evaluated? Y=1, N=0

Q8 Is there a discussion about the results of the study? Y=1, N=0, P=0.5

Q9 Are the limitations of this study explicitly discussed? (Ding et al. 2014) Y=1, N=0, P=0.5

Q10 Does the study also evaluate the proposal in industrial settings? (Dyb
and Dingsyr 2008; Achimugu et al. 2014)

Y=1, N=0

Y = Yes, N = No, and P = Partially

The scores of questions Q2 and Q7 were determined using a two-grade scale score
(Yes/No). If the answer were Yes, the study received 1 point in this question, other-
wise, it received 0 point. Besides these alternatives, the questions Q1, Q3, Q4, Q5,
Q8 and Q9 also allowed a third one. If the contribution was not so strong, the study
received 0.5 point, consisting of a three-grade scale score to these questions. Q6
receives 1 point if the paper proposes an authoring tool which is available for down-
load or on the web, it receives 0.5 point if the tool is not available and receives 0 if
it does not propose an authoring tool. Q10 receives 1 point if the study is applied in
industry and 0.5 point if its setting is academic.

After finishing the selection and extraction stages of our review, first and second
authors independently assessed–according to the criteria presented in Table 3–the 33
papers included in the review. Then, the scores marked by the authors are organized
in a spreadsheet and, for each criterion and paper, scores are compared to identify
disagreements. All studies with non-agreement are discussed among all the authors,
and the study is reevaluated with the aim of reaching consensus. The resulting study
quality score is computed by finding the sum of all consensual scores of the answers
to the questions in Table 3.

Data Extraction and Synthesis

After the definition of the search and the selection processes, the data extraction
process was performed by reading each one of the selected papers. In order to guide
this data extraction, the data collection from Kitchenham and Charters (2007) was



346 Int J Artif Intell Educ (2018) 28:336–384

adopted. During this stage, data was extracted from each of the 33 primary studies
included in this systematic review according to an extraction form (see Table 4). This
form enabled us to record full details of the papers under review and to be specific
about how each of them addressed our research questions. Like the selection process,
the data extraction was fully aided by the StArt tool.

Results and Analysis

A total of 33 studies met the inclusion criteria and their data were extracted. Prior to
presenting the results and analysis for each research question, we depict the quality
assessment results and give a detailed overview of the general characteristics of the
studies.

The data are tabulated to show general information about the studies: identifier,
authors, paper type, application context, and research method. Furthermore, we also
tabulate data regarding our research questions and present bubble charts in order to
provide a deeper visualization in the case of multiple categories to be presented.

Table 4 Extraction form

# Study data Description Relevant RQ

1 Study identifier Unique id for the study Study overview

2 Date of data extraction Study overview

3 Authors, Year, Title, Country Study overview

4 Article source Study overview

5 Type of article Journal, conference, workshop, book chapter Study overview

6 Application context Industrial, academic Study overview

7 Research method (based
on Easterbrook et al. 2008)

Controlled experiment, case study, survey,
ethnography, action research, illustrative
scenario, not applicable

Study overview

8 Name of the contribution Study overview

9 ITS component What were the ITS components addressed
by the authoring tool? (Student Model,
Domain Model, Pedagogical Model and
Interface Model)

RQ1

10 ITS type What ITS type has been authored by the tool? RQ2

11 Kind of support (feature) How tools are supporting ITS authoring process? RQ3

12 Technology Which technologies have been used? RQ4

13 Authoring time regarding
course

When does the authoring occurs? (Pre-
course, during the course and post-course)

RQ5

14 Evidence What was the evidence which indicate that
the use of authoring tools benefits the ITS
design? (Negative argumentation, negative
with empirical evaluation, positive argumen-
tation, positive with empirical evaluation)

RQ6
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Quality Assessment Results

The quality assessment of the selected studies is useful to increase the accuracy of
the data extraction results. This evaluation helped to determine the validity of the
inferences proffered and in ascertaining the credibility and coherent synthesis of
results.

The quality assessment results are showed in the Table 5 according to the questions
described in Table 3. In fact, the quality score of the papers is quite scattered. There
are papers with high-quality scores, whereas there are papers with low-quality scores.
Taken together, these 10 criteria provided a measure of the extent to which we could
be confident that a particular study’s findings could make a valuable contribution to
this review.

Overview of the Studies

In following we depict general characteristics of the studies included in the review:
type of source, research method and application context.

Application Context

The study settings were categorized either as an industry or academic context. Most
the papers (31 studies) are considered academic, while 2 studies (S03 and S32) were
conducted in an industrial setting. This result indicates that the application that the
majority of authoring tool papers are published by the academic community since
only 6% of the papers are applied in an industrial context.

Type of Source

The studies included in this review may be a journal, conference, workshop or book
chapter publications. The majority of studies are conference papers (51.51%; 17 stud-
ies), followed by journal publications (36.36%; 12 studies) and workshop and book
chapter publications, each with 6.06% (2 studies).

Table 13 in Appendix presents the distribution of selected studies over publication
sources, including the publication name, type, count (i.e., the number of selected
studies from each source), and the percentage of selected studies. The 33 selected
studies are distributed over 25 publication sources.

As shown in Table 13, the leading venues in this study topic are the International
Journal of Artificial Intelligence in Education (IJAIED), followed by the Interna-
tional Conference on Intelligent Tutoring Systems (ITS), International Conference on
Artificial Intelligence (AIED) and the International Conference on Artificial Intelli-
gence workshops. These results are expected since most papers on ITS are published
by these communities, but might also indicate a positive aspect in the quality of
the papers included in this review since the leading venues are high reputation
vehicles in ITS research. However, a great number of the publications about the
topic is widespread in different venues from computers and education, and artificial
intelligence research areas.
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Research Method

The classification of publications was based on the categories (i.e., controlled
experiment, quasi-experiment, case study, survey research, ethnography and action
research) defined by Easterbrook et al. (2008). However, we have defined two extra
categories: illustrative scenario and not applicable. The first is appropriate for papers
that just explain their contributions using small examples or argumentation. The lat-
ter refers to the papers that do not present any kind of research method or explanation
of using the proposal.

As shown in Table 6, Illustrative Scenarios (39.39%; 13 studies) constitute the
majority of the studies, followed by Controlled Experiments (27.27%; 9 studies),
Case Studies (15.15%; 5 studies), Not Applicable (15.15%; 5 studies) and Survey
(3.03%; 1 study). There were no quasi-experiment, ethnography and action research
papers in our classification.

Note that there are more non-empirical papers than empirical papers. Fifteen
papers (45.45%) are concerned in conducting empirical studies (i.e., controlled
experiment, case study, and survey) on the applications of authoring tools ITS design.
The number of papers that conducted controlled experiments might indicate a matu-
rity in the area about evaluating authoring tools since controlled experiments provide
more reliable evidence about specific research hypotheses. However, the number of
papers that do not perform any kind of empirical evaluation for their proposal is still
high and deserves attention by the community. We will further recall this discussion
in “Analysis and Discussion” when analyzing the evidences of ITS authoring tools.

RQ1: Authoring Tools in ITS Components

Results

The purpose of this research question was to identify the main ITS components that
have been supported by the use of authoring tools. We categorized these components
according to the well-known ITS components (Woolf 2010): domain model, peda-
gogical model, interface model and student model (see Table 7). Most of the papers
use authoring tools to design the Pedagogical model of ITS (81.82%; 27 studies) and
Domain model (75.75%; 25 studies), followed by Student model (18.18%; 6 studies)

Table 6 Studies over research methods

Research method Studies Freq %

Illustrative scenario S05, S13, S14, S16, S17, S21, S22, S25, 13 39.39%

S26, S27, S30, S31, S32

Controlled experiment S01, S04, S08, S11, S12, S15, S19, S20, S29 9 27.27%

Case study S03, S07, S10, S23, S24 5 15.15%

Survey S33 1 3.03%

Not applicable S02, S06, S09, S18, S28 5 15.15%
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Table 7 Authoring tools in ITS components

ITS component Studies Freq. %

Pedagogical model S02, S03, S04, S05, S06, S07, S08, S09,
S11, S12, S14, S16, S17, S18, S19, S20,
S21, S22, S23, S24, S25, S26, S27, S28,
S29, S32, S33

27 81.82%

Domain model S01, S03, S04, S05, S07, S08, S09, S10,
S11, S12, S13, S14, S15, S16, S17, S18,
S19, S21, S23, S24, S25, S29, S30, S31, S33

25 75.76%

Student model S06, S10, S13, S16, S30, S31 6 18.18%

Interface model S04, S08, S23, S24, S27 5 15.15%

and Interface model (15.15%; 5 studies). Note that a study could have met more than
one ITS component, thus the sum of the percentages is greater than 100%.

Analysis and Discussion

In summary, results shown in Table 7 indicate that all classic ITS components are
covered by the studies. The Pedagogical model is addressed by more than 80% of the
studies. This result was somewhat expected since users of authoring tools are non-
programmer authors that may intend to customize how learning process should take
place in the ITS. The Domain model component also has a great number of studies
(more than 75%). This result is also interesting because it shows that a great part
of the studies are delegating or aiding authors in defining what should be learned
by students using the designed ITS. Moreover, 19 studies (more than 57% of papers
included) met both Pedagogical model and Domain model in the same paper, indi-
cating the interest of using authoring tools not only to customize learning processes
but also to allow the definition of content, problems and so on, according to learning
processes defined. It may be worth noting that 6 other papers covered a combination
of two different models, e.g., Domain Model and Student Model - 4 papers (S10,
S13, S30 and S31), one (S06) covered Pedagogical and Student Model and another
one (S27) - Pedagogical and Interface Model.

On the other hand, the use of authoring tools to design Student models and Inter-
face models are not so much significant in comparison to other ITS components,
respectively, 18.18% and 15.15%. For the case of student models, these results are
expected since most of the papers are strongly relying only on the artificial intel-
ligence features of tutoring systems to automatic represent student models during
instruction, i.e., mainly using mechanisms such as overlay models and Bayesian net-
works. However, some works still allow authoring of the student model component
enabling authors to configure student modeling rules. For instance, S10 presents an
authoring tool that allows teachers to author different aspects of the student model
for different categories of students. With respect to the authoring of interface mod-
els, most of the authoring tools identified in the papers are relying on fixed tutor
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interfaces, which may not favor authoring of this component. Few works are allow-
ing interface authoring, for example, in CTAT (S04), authors can design and create
one or more tutor interfaces specific to the problem types for which the tutor will pro-
vide tutoring. Tutor interfaces can be built through drag and drop techniques within
an existing interface builder, such as the Flash IDE.

Among all 33 studies, none of them addressed all four classic ITS components.
Four papers (S04, S08, S23, S24) met at the same time Domain model, Pedagogical
model, and Interface model. One paper (S16) met Domain, Pedagogical, and Student
models. These results might suggest an opportunity to use ITS authoring tools to sup-
port the design of ITS considering the four main classic components. However, each
component has its own function and unique properties which may be more or less
amenable to authoring depending on several aspects, for instance, type of ITS, tech-
nologies used, needed pedagogical expertise, trade-off choices between usability and
flexibility, and so on. In this way, we discuss in “Further Research” a research oppor-
tunity aiming to investigate which aspects must be considered when designing ITS
authoring tools, including a discussion of what ITS components could be prioritized
in the design of authoring tools.

RQ2: ITS Types

Results

The purpose of this research question was to identify the main ITS types that have
been developed by the use of authoring tools. The classification of the ITS types was
made after the data extraction of the studies, i.e., during the extraction, the ITS type
addressed in the paper was identified according to the type explicitly stated by the
authors. Next, in the synthesis step, the categories presented in Table 8 were defined
according to the distribution of the studies. Note that, even though an ITS could be
classified in more than one category, we classified the study in the ITS type that is
explicitly argued in the paper. We also defined some categories (i.e., Content and
problem-based and Machine and human-based) according to ITS features discussed
in the paper.

Table 8 Authoring tools in ITS types

ITS type Studies Freq. %

Model-tracing/cognitive tutor S08, S15, S16, S23, S26, S27, S28 7 21.21%

Example-tracing S03, S04, S12, S20, S21, S32 6 18.18%

Content and problem-based S02, S10, S17, S19 4 12.12%

Dialog-based S07, S09, S25 3 9.09%

Constraint-based S24, S29 2 6.06%

Machine and human-based S11, S22 2 6.06%

Non-specific S01, S05, S06, S13, S14, S30, S31, S33, S18 9 27.27%

Total 33 100.00%
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As shown in Table 8, the predominant ITS types identified was Model Trac-
ing/Cognitive Tutor (21.21%/ 7 studies), followed by Example-Tracing (18.18%; 6
studies), Content and problem-based (12.12%; 4 studies), and Dialog-based (9.09%;
3 studies). Constraint-based and Machine and human-based have 6.06% (2 studies)
each one. In nine studies (27.27%), we could not define a specific ITS type, thus they
were categorized as Non-Specific type.

Analysis and Discussion

Model-tracing tutors contain a cognitive model of the domain that the tutor uses
to check student responses. This model is based on a cognitive psychology the-
ory of problem-solving and learning and is verified by the tutor in each step of the
problem-solving process in order to maintain the student in the model path (Bless-
ing et al. 2009). Cognitive tutors are special trademark products that implements
model-tracing tutors. They provide a problem-solving environment, including some
features such as step-by-step feedback, messages in response to common errors, and
instructional hints (Koedinger and Aleven 2007). Once these tutors are very similar,
authoring tools targeting them are categorized in the same ITS type. This category
includes studies which address the use of authoring tools for designing model-tracing
tutors in all four ITS components (see Fig. 2), with an emphasis on domain and
pedagogical model.

Example-tracing is also a significant ITS type identified in our results. This cat-
egory includes studies on the domain, interface, and pedagogical models, but all of
them are concerned with the pedagogical model, as seen in Fig. 2. Example-tracing
tutors interpret and assess student behavior with reference to generalized examples of

ITS Type
MHBETCPBMTCT

Student 
Model

Pedagogical 
Model

Interface 
Model

Domain 
Model

ITS Component

DB NS

MTCT = Model Tracing/Cognitive Tutor CB = Constraint-based
CPB = Content and problem-based MHB = Machine and Human-based
ET = Example-tracing DB = Dialogue-based
NS = Non-specific

1

3 2 2

4

CB

4 3 2 1

3 1 2

6

7

46

43

3

1

Fig. 2 ITS types over ITS components
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problem-solving behavior (Aleven et al. 2009). These examples intend to reduce the
technical costs of tutor development by allowing domain experts and cognitive psy-
chologists to build a cognitive model by demonstration rather than by programming
a production rule model (MacLellan C.J. et al. 2014).

Content and problem-based category contains five studies and includes papers
which mainly relies on authoring tools to author content and learning objects for
ITS. Authoring tools categorized in this type basically target ITSs on which students
intensively interact with some content and answer problems/tests in the tutor. For
example, S02 describes an authoring tool that has been re-built for the Android OS.
In this authoring tool, students have the possibility to read the theory offered by the
mobile application, interact with it and take tests in order to evaluate his/her level
of knowledge. The studies within this category addressed domain, pedagogical and
student models.

Dialog-based category is represented by three studies which propose to use
authoring tools to design this type of tutor. The studies within this category rely
on natural language processing mechanisms to provide a more natural tutoring with
studies. These papers address pedagogical and domain models.

Constraint-based tutors are based on Ohlsson’s theory of learning from perfor-
mance errors and are designed to reduce the effort needed to develop a generic model
of the domain (Mitrovic et al. 2009). It uses an evaluative model involving constraints
defined over a set of pedagogically relevant solutions. The two studies within this
category also addressed domain, pedagogical and interface models.

Machine and Human-based category is created to include studies that use author-
ing tools to design ITS which strongly relies on a machine and human intelligence
in a complementary way during the tutoring process. The two studies within this
category addressed only the domain and pedagogical ITS components.

The Non-specific category includes several tutors with distinct features. Papers
are classified into this category if their authoring tool are specific enough to not
deserve an own category. For instance, the ASSISTments platform (S18) provides a
way to assist student while it assesses them. In this authoring tool, students find out
immediately if they had the wrong answer to a problem allowing them to try again
right away, whereas, teachers get assessment results in real time, which can be used
to plan their next lesson, bring attention to misconceptions, and so on.

Note that two of the most frequent categories presented in Table 7 share a similar
tutoring theory, i.e, Anderson’s ACT Theory of Cognition (Anderson 1983). Model-
tracing/Cognitive Tutor and Example-tracing ITS types are responsible for almost
40% of the total of papers included in this review. This result might happen due to
the popularity of these tutors (i.e., CTAT) that provides several features for authoring
these types of ITS for non-programmer authors. In fact, it is likely that the number
of authoring tools is simply following the popularity of the ITS types they are target-
ing. Another result that deserves some attention is that almost 30% of the papers are
categorized as Non-specific. This result may indicate that there is not a shared under-
standing in the ITS community of the underlying theories, technologies, and features
of ITSs since many researchers are developing authoring tools for designing their
own type of tutor.
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To aid our analysis, Fig. 2 depicts the number of studies considering the ITS types
over the ITS components. Note that the sum of the numbers of studies on specific ITS
components exceeds the total number of studies within a specific category because
one study could have been addressed by more than one ITS component. As pre-
sented in Fig. 2, the Domain model and Pedagogical model were addressed by all ITS
types. The Interface model was met by Model-tracing/Cognitive Tutor and Example-
tracing types as well as by the Constraint-based ITS type. The Student model was
addressed by the Model-tracing/Cognitive Tutor, Content and problem-based, and
Non-Specific.

These results may also suggest that some ITS types are more amenable than oth-
ers to target ITS components. For instance, for a paper that presents an authoring
tool for example-tracing tutors (e.g., S04), it might be more amenable than dialog-
based tutors to author interface models, since the former type of ITS has a flexible
architecture that allows personalization of interfaces. In this way, ITS types may con-
strain the ITS components that authoring tools can address, but it is not clear how it
happens and what components and other aspects should be considered when design-
ing authoring tools for specific types of tutors. In “Further Research”, we present a
research direction on this topic.

RQ3: Features for Aiding Authoring Process

Results

This question intends to identify the features provided by the authoring tools that aid
the authoring process. As well as in RQ1, we identified the categories by classifying
the studies after the extraction step. A study could also have met more than one
feature, thus the sum of the percentages is greater than 100%. As presented in Table 9,
we identified 21 categories for the studies. The Not Applicable category was defined
to classify papers we could not identify any special feature to aid authoring process
as well as papers that do not present a new authoring tool, i.e., they use or evaluate
authoring tools proposed by other authors.

The most frequent feature identified was the Define/Give feedback (27.27%;
9 studies), followed by the Define problem solutions (18.18%; 6 studies). Five
studies (15.15%) provided the Authoring by demonstration feature. The features
Automatic domain model generation and View learners’ statistics feature are
both presented by four studies each one (12.12%). The Define behavior graphs,
Make assignments and Define hints are provided by three studies, each one with
9.09%.

The Define cognitive model, Reuse of learning content/domain model, Define
students stereotypes, Drag and drop interface authoring, Mobile authoring and
Reuse/Export tutor design features are included by 2 studies (each with 6.06%). We
also found several features presented in only one study (3.03%): Authoring based
on learning styles, Create class lists, Define behavior graphs, Define collabora-
tion scripts, Define hints, Human computation, and Reuse of students’ profiles. Four
papers (12.12%) were categorized as Not applicable.
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Table 9 Features for aiding authoring process

ITS component Feature/Facility Studies Freq. %

Student model Define students stereotypes S10, S16 2 6.06%

Authoring based on learning styles S06 1 3.03%

Reuse of students’ profiles S31 1 3.03%

Pedagogical model Define/Give feedback S02, S04, S07, S11, S19, 9 27.27%

S20, S22, S23, S24

Define behavior graphs S04, S21, S32 3 9.09%

Make assignments S03, S11, S14 3 9.09%

Define cognitive model S08, S32 2 6.06%

Define collaboration scripts S26 1 3.03%

Interface model Drag and drop interface authoring S04, S26 2 6.06%

Domain model Define problem solutions S07, S11, S14, S23, S24, S29 6 18.18%

Authoring by demonstration S04, S11, S19, S21, S23 5 15.15%

Automatic domain S09, S23, S24, S29 4 12.12%

model generation

Define hints S04, S15, S19 3 9.09%

Reuse of learning S01, S13 2 6.06%

content/domain model

Human computation S25 1 3.03%

General View learners’ statistics S02, S03, S30, S31 4 12.12%

Mobile authoring S02, S30 2 6.06%

Reuse/Export tutor design S13, S30 2 6.06%

Create class lists S03 1 3.03%

Not applicable S05, S12, S27, S28 4 12.12%

Analysis and Discussion

The results of this research question show a plethora of features that have been con-
sidered to aid authoring decision-making process. In the following we depict the
function of each feature and present how the feature is supporting the authoring
tools presented by the papers. In the end of this section, we discuss these results. As
expected, most of these features are related to the Pedagogical and Domain models
since most of them are designed to assist authors in defining pedagogical instruction
as well as to aid authors to define learning objects to be used in the authored ITS.
However, as shown in Table 9, there are also some features related to the Student and
Interface models as well as features related to general aspects of authoring tools.

As seen in Table 9, the features Define students stereotypes, Authoring based on
learning styles, and Reuse of students’ profiles are targeting the student model com-
ponent. The Define students stereotypes feature allows teachers to define student
stereotypes by defining characteristics that are used by agents to generate different
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courseware plans for each stereotype defined (Chakraborty et al. 2010). The Author-
ing based on learning styles feature aids authors to design student models based on a
learning style model (i.e., the Felder-Silverman model (Felder and Silverman 1988))
that classifies students according to where they fit on a number of scales pertaining
to the ways they receive and process information. The Reuse of students’ profiles fea-
ture let teachers updating a student’s profile by interacting with the system, namely
pressing buttons, choosing from a drop-down list and picking one from given multi-
ple choices. This feature also offers the possibility to the teachers to register a new
student so that s/he is able to make use of the system and learn multiple languages
(Virvou and Troussas 2011).

The features Define/Give feedback, Define behavior graphs, Make assignments,
Define cognitive model, and Define collaboration strategy are supporting users to
author pedagogical model. The Define/Give feedback feature is basically the function
that enables authors to define some kind of feedback in the authoring tool to be given
to students during instruction. The Define behavior graphs feature is frequently used
in example-tracing tutors. In this feature, an author can create different ways of solv-
ing a problem that is captured as different paths in a behavior graph. Next, the author
may generalize the graph to indicate the range of student behavior that the graph
stands for (Aleven et al. 2016). The Make assignments feature allows authors to cre-
ate assignments specifically to adjust the students’ learning behavior, for instance,
S14 enables teachers to make assignments after diagnosing students’ learning errors.
In order to lower the bar in creating the cognitive model of model-tracing/cognitive
tutors, the Define cognitive model feature aims to allow non-programmer authors to
create the intelligence behind these types of tutors, or at least modify in a mean-
ingful way an already produced cognitive model (Aleven et al. 2009). Finally, using
the Define collaboration scripts feature, authors can develop collaborative ITSs with
embedded collaboration scripts, so that features that support effective collaboration
can be intertwined with those that support problem-solving (Olsen et al. 2014).

The features Define problem solutions, Authoring by demonstration, Automatic
domain model generation, Define hints, Reuse of learning content/domain model, and
Human computation are addressing the Domain model. The function of the Define
problem solutions feature is to allow authors to enter (before tutor instruction) into the
authoring tool, the solution of problems that are given to students. The Authoring by
demonstration feature is mainly used in a special type of cognitive tutor (e.g., SimStu-
dent (Matsuda et al. 2015)) and enables authors to demonstrate solution steps, and, in
the meantime, the authoring tool attempts to induce underlying domain principles by
generalizing those worked-out examples. In the Automatic domain model generation
feature, the authoring tool provides a way to automatically generate elements of the
domain model of a tutor. For instance, S24 and S29 use constraint-generation algo-
rithms to produce constraints that verify the syntactic validity of solutions. Similarly
to the Define problem solutions feature, the Define Hints feature enables authors to
create and associate hints to problems of ITS. The Reuse of learning content/domain
model feature supports the reuse of existing learning content from other tutors in the
same domain of the tutor being authored. Finally, we found a work (S25) that uses
Human computation–i.e., a subfield of computer science on which studies represent
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computationally difficult tasks so that humans will be motivated to work on them
(Olney and Cade 2015)–to motivate authors in creating ITS.

We have found only one feature that is supporting users to author the interface
model component. As seen in Table 9, S04 and S26 support drag-and-drop interface
building to author the interface model of their tutors. We also identify some features
that are targeting general aspects of authoring tools. As seen in Table 9, the features
View learners’ statistics, Reuse/Export tutor design, Mobile authoring, and Create
class lists. The View learners’ statistics feature is basically supporting authors to
check learners’ statistics in the authoring tool, for instance, students’ performance
in the tutor, interaction with the tutor, and so on. The Reuse/Export tutor design
feature enables authors to reuse or export previous authoring decisions in a new tutor.
This feature saves author time in designing new tutors as well as may favor reuse
of already validated tutors. We also identified the Mobile authoring feature, which
enables authors to design ITS in mobile devices (e.g., S30). Last but not least, using
the Create class lists feature, teachers can create class lists in order to assign work to
an entire class or an individual student and view reports of their students’ progress.

One might note that the identified features are much more focused to aid authors
in aspects regarding domain (6 features), pedagogical (5 features) and more general
purpose (4 features). Whereas, as previously mentioned, few authoring tools have
been presenting facilities to enable student (only 3 features) and interface (1 feature)
authoring. Particularly, it is possible that researchers are, in general, considering the
tradeoff between flexibility and usability to decide whether to incorporate or not
features for authoring interface model. We suspect that the extra effort needed to
author ITS interfaces has a higher weight over the potential flexibility benefits that
could be given to authors. In “Further Research” we present open questions on this
topic that might be further investigated.

Another result that deserves to be highlighted is the significant number of fea-
tures related to general aspects (e.g., View learners’ statistics and Reuse/Export tutor
design) of authoring tools. As shown in Table 9, our results suggest that researchers
are also interested in providing more powerful authoring tools in order to support
authoring beyond traditional ITS components. In “Further Research”, we present a
research direction on this topic.

Note that there might be a direct relation between the number of papers that
address specific features and particular kinds of tutors that are more targeted by
authoring tools. For example, as previously presented, example-tracing tutors are
addressed by more papers than constraint-based tutors, thus, it is expected a higher
frequency in the number of features that are commonly provided by example-tracing
tutors (e.g., Define behavior graphs).

RQ4: Authoring Technologies

Results

The purpose of this research question was to identify the main technologies used to
build authoring tools and the problems these technologies address. We classified the
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studies according to the type of technology used in the work, after data extraction, by
analyzing and grouping the technologies reported in the papers.

As shown in Table 10, most papers (39.39%; 13 studies) use artificial intelligence
technologies, concepts or theories to address different kinds of problems within ITS
authoring tools (e.g., to support domain knowledge representation, to enable intel-
ligent tutoring, and so on). Moreover, eleven studies (33.33%) use specific tools,
platforms, frameworks or plugins to address software engineering problems related to
the construction of ITS by using authoring tools, for instance: faster development of
tutors, enabling the extensibility of ITS, etc. Three papers (9.09%) use technologies
from the distributed systems subarea in order to address interoperability problems
regarding ITS. In eight papers (9.09%) we could not identify any specific technology,
hence they are in the Non-specific category.

Analysis and Discussion

The results of this research question may be analyzed from the research background
on which the technology belongs as well as by identifying particular technologies
used in the papers and the problems they are targeting.

As seen in Table 10, 39.39% of the papers use some kind of AI technology, concept
or theory. Ontologies are used by the papers S01, S16, S24, S28 and S29 to mainly
support domain knowledge representation. These works aid authors in defining the
domain model of tutors as well as relying on the reasoning and inference capabilities
provided by ontologies to effectively use the domain model during tutoring. Partic-
ularly, S16 uses semantic networks, which is more focused on a visual notation to
represent knowledge. It also uses intelligent agents arguing that agents can make a
good choice to adapt courseware elements to students since they have abilities to
learn, personalize and adapt, allowing to manage new situations and providing peda-
gogically appropriate courseware presentation. Machine learning is also used by four
papers, in which S05, S06, and S33 use specific algorithms based on neural networks
to address different kinds of problems: S05 uses it to implement emotions recogni-
tion in the tutor supported by its authoring tool; S06 and S33 use the technique to
provide authors automatic discovered features based on students’ performance and
interactional patterns (e.g., learning style, students’ grades in the course and so on).
S23 developed a machine-learning solution, called SimStudent to help novice authors

Table 10 Technologies used to build authoring tools

Technology Studies Freq. %

Tools, platforms, S03, S04, S08, S09, S15, S17, 11 33.33%

frameworks or plugins S20, S21, S23, S26, S32

AI technologies, concepts S01, S05, S06, S07, S10, S14, 13 39.39%

or theories S16, S23, S24, S25, S28, S29, S33

Distributed systems technologies S02, S04, S30 3 9.09%

Non-specific S11, S12, S13, S18, S19, S22, S27, S31 8 24.24%
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to create cognitive tutors. This tool is integrated into CTAT and helps authors to cre-
ate an expert model for a cognitive tutor by tutoring it on how to solve problems
(Matsuda et al. 2015). S07 and S25 relies on natural language processing techniques
for improving the authoring of natural language ITS. For instance, S07 proposes the
ConceptGrid authoring tool that intends to check sentence-length natural language
answers. S10 supports pedagogical model authoring by using a fuzzy rule-based
strategy, allowing authors to configure the rule-base and define the teaching strategy
(represented by the rules). The last work in this category (S14) uses hierarchical clas-
sification to perform students’ diagnosis receiving as input some types of information
(e.g., hierarchy of learning errors) from authors.

Regarding the eleven papers addressing software engineering issues of ITS author-
ing tools, they include works that propose tools (e.g., CTAT), platforms (e.g.,
Ambre-Add) or frameworks (e.g., GIFT and Tutor Runtime Engine) to support ITS
development. Most of the papers included in this category use CTAT (S03, S04, S20,
S21, S23, S26, and S32), which is, to best of our knowledge, the most advanced
solution reported in the literature to develop different types of ITS (i.e., cogni-
tive and example-tracing tutors). CTAT mainly targets the problem of supporting
non-programmers authors to efficiently and cost-effectively develop ITS capable of
capturing sophisticated tutoring behaviors that are effective in helping students learn
in a wide range of domains Aleven et al. (2016). In other direction, S09 integrates
their own authoring tool (called TRADEM) with components of the GIFT frame-
work. It uses the domain module and the engine for providing the pedagogical model
from the GIFT framework in order to allow authoring of these components in their
tool. S08 uses the Tutor Runtime Engine (TRE), which is a representation of a tutor
delivery environment, in order to provide a clear separation between student’s inter-
face and the underlying cognitive model that provide the tutoring. This technology
intends to enable the integration of third-party interfaces with the tutor-generated by
the authoring tool. In a similar manner to what was done with the TRE, S15 uses the
Tutor Link plugin to make an existing tool (called xPST) extensible to serve as an
intermediary between third-party applications and the xPST Engine. It maps actions
in the interface to the proper pieces in the tutor model. It can also display hints and
other tutoring information within the application (Gilbert et al. 2015). We also identi-
fied a paper (S17) proposing an authoring tool that enables teachers to adapt a specific
tool (i.e., AMBRE-add) in order to act on how the ITS automatically adapts itself to
the profile of the student.

Only three papers use technologies related to the distributed systems area. These
works (S02, S04, and S30) rely on Web Services to enable interoperability between
different architectures used in the ITS authoring tool. For instance, S30 uses this
technology to allow interoperation between mobile devices used by authors and an
ITS architecture. It is worth noting that many ITSs are actually not that tied to AI–i.e.,
they focus on VanLehn’s inner and outer loops (Vanlehn 2006), and may be based
on more simple mechanics. This way, we believe that this is a possible reason some
papers are not intensively relying on AI technologies to address ITS authoring tools.
However, as we could not identify the explicitly use of technologies in eight papers
(categorized as Non-Specific papers), we can not say that the papers that are not
included in the AI category are indeed not using artificial intelligence in the research.
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Considering the results found in this research question, one might note that the
use of CTAT is remarkable. CTAT-built tutors have been demonstrated to be robust
for use in real educational settings over a wide range of projects (Aleven et al. 2016).
Many reasons could explain why CTAT is much more popular than other author-
ing tools. For example, in order to create example-tracing tutors, it allows authors
to easily create graphical user interfaces, to generate behavior graphs, and to aid
the deployment of components in structures that executes the example tracer algo-
rithm. Moreover, many researchers are contributing to extending and improve CTAT
in several different situations.

Regarding the technologies from the perspective of using or not web technologies,
only seven studies (21.21%) strongly rely on web technologies, i.e., ontologies (S01,
S24, S28 and S29) and web services (S02, S04 and S30), while 26 studies (78.79%)
are not explicitly using web technologies in their works. This result indicates that
there is still space for improving existing ITS authoring tools to take advantage of
web technologies capabilities, for example: interoperability, distribution, portability
and so on. In “Further Research”, we present a research direction on this topic.

We can also discuss the results of this research question by analyzing the technolo-
gies’ subareas over the ITS components and types identified in our previous research
questions. As it i shown in the bubble plot in Fig. 3, AI technologies, software
solutions and distributed technologies target the domain, pedagogical, and interface
models. There is an emphasis on the first two components evidenced by a higher
number os papers targeting them (see Table 10). Note that our results suggest that the
papers related to software solutions are not addressing the student model component.
This result is interesting since it is expected that authoring tools rely on the automatic
student modeling representation of intelligent tutors (on the learner’s side) to target
this component.
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As shown in Fig. 3, our results suggest that authoring tools targeting example-
tracing tutors are more concerned with providing software solutions to construct
tutors than relying on specific artificial intelligence techniques. This result does not
imply that these authoring tools are not using artificial intelligence. These results also
suggest that the dialog-based ITS is the type of ITS that relies more on artificial intel-
ligence, which can be explained by the fact that these kinds of tutors strongly depend
on AI techniques, for example, natural language processing. Moreover, as seen in
Fig. 3, our results indicate that constraint-based tutors are mainly supported by AI
techniques. This result may be correlated with the results of our previous research
question since we could identify a feature (i.e., Automatic domain model genera-
tion) dependent on AI algorithms that are used by the two papers targeting this type
of ITS. One might also note in Fig. 3 that the authoring tools, addressing machine
and human-based tutors are only using non specific technologies, which suggests
these tools are investigating non-conventional technologies to contribute to the devel-
opment of such type of tutor. In “Further Research”, we point out further research
directions in this topic.

RQ5: Authoring Time

Results

The purpose of this research question was to identify how the studies are distributed
concerning when they are using authoring tools to support ITS. Our intention is
to investigate how the studies included in this review are targeting authoring tools
considering the ITS “life-cycle”. We mean that in addition to being merely used to
develop ITS, authoring tools might be strategic to manage tutoring systems at other
stages since it is by using these tools that tutors are generated. We argue that, beyond
using ITS authoring tools to develop tutor before students use it, authoring tools could
also enable authors to act, for example, at critic learning situations in order to avoid
students dropping out the tutor, to allow reconfiguration of tutors after a tutoring
cycle to improve the tutor, and so on.

Thus, we defined three categories: 1) Pre-instruction (before putting students to
use the ITS); 2) During instruction (while students are interacting with the tutor),
and 3) Post-instruction (after finishing a cycle of tutoring with students). Table 11
presents the distribution of the studies within these categories. Similarly to other

Table 11 When the authoring process occurs

Authoring timing Studies Freq. %

Pre-instruction S01, S02, S03, S04, S05, S06, S07, S08,
S09, S10, S11, S12, S13, S14, S15, S16,
S17, S18, S19, S20, S21, S22, S23, S24,
S25, S26, S27, S28, S29, S30, S31, S32, S33

33 100%

During instruction S11, S18, S22, S30 4 12.12%

Post-instruction S11 1 3.03%
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research questions, a study could also have met more than one category, thus the
sum of the percentages is greater than 100%. As seen in Table 11, all studies (100%;
33 studies) use authoring tools during development time (Pre-instruction), followed
by studies (15.15%; 5 studies) that use authoring tools during tutoring with students
(During instruction) and by studies (6.06%; 2 studies) that use authoring tools after
students finish their use of the ITS (Post-instruction).

Analysis and Discussion

Our results suggest that all studies use ITS authoring tools before students begin to
use the tutor. This result is not surprising since the main goal of current authoring
tools is enabling the design of ITS, which happens before allowing students to inter-
act with the produced tutor. However, as shown in Table 11, we identified that there
are some authoring tools that also allow authors to intervene in the tutoring process.
S18 presents the ASSISTments tool, which intends to put teachers in charge of the
instruction by providing student-level data on assignments to them as well as giv-
ing immediate feedback to students. This tool may rely on teachers to differentiate
instruction between students. For example, teachers could give extra practice on the
skill to students who got the problem wrong (Heffernan and Heffernan 2014). Addi-
tionally, S22 intends to give teachers “pedagogical ownership” of the educational
technology, which means that the owner understands the content, the delivery mech-
anism, and the pedagogy underpinning it. Using this work, the owner/teacher can
deliver the content to learners, reflect on the effectiveness of that content and adapt
it to better suit the learning needs of students at the time students are interacting
with the tutor (Marcus et al. 2010). S30 presents a mobile authoring tool that allows
instructors to create and administer the domain knowledge model of the existent ITS
and namely the domain to be taught and the tests along with the characteristics of
students (Troussas et al. 2014).

We also identified one work that is targeting during and post-instruction ITS
authoring, besides addressing pre-instruction authoring as well. S11 provides author-
ing during instruction by proposing a virtual teaching assistant to share teacher
tutoring load in helping students practice program tracing. This assistant adopts a
mechanism (which include assigning a problem for students to solve, diagnosing
student solutions and offering feedback to help students, and providing the cor-
rect solution) for enabling human intelligence and machine intelligence to share
tutoring tasks to reduce the system requirement. This study also provides a second
mechanism aiming to provide post-instruction authoring. It applies machine intel-
ligence (i.e., interaction data reuse approach), including records of error situations
and teacher hints, and searches the records for similar errors and hints, to reuse
human intelligence (teacher-generated hints for specific error situations) to provide
program-specific hints (Chou et al. 2011).

With respect to these results, one might note that the papers that are targeting
during and post-instruction authoring are relying more on the human intelligence of
teachers than on artificial intelligence. These results are very interesting and point to a
current discussion in the ITS research. Hence, in order to contribute to this discussion,
it would be important to investigate what and when ITS aspects (i.e., components,
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features, and son) should be delegated to artificial and/or human intelligence. In
“Further Research”, we point out a research direction in this topic.

Furthermore, we may also analyze when authoring occurs according to the ITS
components and types (Fig. 4). As previously mentioned, the Pre-instruction cate-
gory was addressed by all papers and, hence, by all ITS components (left part) and
ITS types (right part) that we identified. The authoring tools that fall into During
instruction targeted three ITS components (i.e., Domain Model, Pedagogical Model,
and Student Model) as well as only one specific ITS types: Machine and Human-
based. These results may confirm how the authoring tools are supporting authoring
during tutoring process, for instance, enabling teachers to intervene in the pedagog-
ical tutoring, updating content in the tutor, and so on. As also expected, this result
also suggests that the machine and human-based tutors rely on authors during the
instruction. Lastly, the Post-instruction authoring tools are targeting the Domain and
Pedagogical models as well as the Machine and Human-based type of ITS. These
results may be explained for the same reasons of the during instruction category.

Moreover, the Interface model has been only authored in Pre-instruction time,
which may indicate that researchers are not interested (or believing) in the potential of
interface authoring after a course has begun. Maybe because it might cause confusion
in the students if graphical interfaces change after starting to interact with the tutor.
Finally, one might note that the Machine and Human-based ITS type has been used
in all three authoring time categories. This result may suggest the empowerment of
authors, relying on human intelligence to design the tutoring process in different
authoring time frames–we discuss it in “Further Research”.

RQ6: Evidences of Authoring Tools Benefits

The purpose of this research question was to gather and classify evidence to state
how the use of authoring tools benefits the design of ITS. In order to answer it, we
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synthesized (“Results”) and analyzed (“Analysis and Discussion”) the research
method of the studies along with the studies’ indication of positive or negative results
of the use of authoring tools to effectively design ITS. Then, in “Empirical Ben-
efits and Metrics Investigated”), we identify the benefits and metrics reported by
the empirical studies and discuss each work according to its contribution, empirical
method and metric used.

Results

The classification of the studies was defined according to the presence or absence
of empirical evaluation in the study and by the positive or negative indication that
using authoring tools benefits ITS design. The defined categories are: positive with
empirical evaluation, positive without empirical evaluation, negative with empirical
evaluation and negative without empirical evaluation (see Table 12). However, we
did not find any study reporting negative evidence of using authoring tools to design
ITS, thus negative categories are not presented in Table 12.

In fact, the distribution of positive reports about the use of authoring tools to
design ITS is quite balanced with few more non-empirical papers. As previously
mentioned, the Positive argumentation (i.e., papers without empirical evaluation, but
stating a positive argumentation about the benefits of using ITS authoring tools) cat-
egory includes 18 studies (54.55%), whereas the Positive with empirical evaluation
category includes 15 studies (45.45%).

Analysis and Discussion

The results of this research question are of utmost importance to verify if there is real
evidence to state that the use of authoring tools have been effectively benefiting ITS
design.

These results show that more than half of the studies provide only a positive
argumentation about the benefits of using authoring tools to design ITS. They did
not present any empirical evidence, but rather presented some line of argumentation
and/or illustrated their contributions using small examples. However, a significant

Table 12 Evidences of using ITS authoring tools

Evidences Studies Freq. %

Controlled exp. Case study Survey

Positive with empirical S01, S04, S08, S03, S07, S33 15 45.45%

evaluation S11, S12, S15, S10, S23,

S19, S20, S29 S24

Positive argumentation S02, S05, S06, S09, S13, S14, S16, S17, 18 54.55%

S18, S21, S22, S25, S26, S27, S28, S30,

S31, S32
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amount of studies presented empirical evidence of such benefits. In the following, we
analyze and discuss these specific studies from two dimensions: (i) type of empirical
evidence, determined by the research method used in the study and (ii) context on
which the study was conducted, i.e., academic or industry.

As shown in Table 12, most of these empirical studies used controlled experiments
(9 papers), followed by case studies (5 papers) and a survey (1 paper). Moreover,
examining the studies (S01, S04, S08, S11, S12, S15, S19, S20, S29) which per-
formed controlled experiments, we can observe that all of them reported evidence
from an academic context. By analyzing the empirical evidence through the use of
case studies, it can be observed that 1 study is from industry (S03) and four stud-
ies (S07, S10, S23, and S24) are academic. The survey study was also conducted in
academic settings.

The empirical studies can also be analyzed over the ITS components that they
address. Figure 5 presents a bubble plot chart distributed over three dimensions: study
settings, research method, and ITS components. The left part in Fig. 5 denotes the
relationship between empirical studies’ settings and the ITS component that they
address. The number in a bubble represents the number of studies on a specific setting
addressing a certain component. By contrast, the right part of Fig. 5 denotes the
relationship between studies’ research methods and ITS components. The number in
a bubble represents the number of studies on a specific empirical research method
in a certain component. Note that, the sum of the numbers of studies on a specific
research method or settings category exceeds the total number of studies within a
specific category because the same study could meet more than one ITS component.

On the other hand, one might note that no papers report negative evidence of
using authoring tools to design ITS. This result may suggest that authoring tools are
effectively benefiting the design of ITS for non-programmer authors. However, this
result is somewhat expected since researchers usually publish papers that produce (or
expect to produce) positive effects for addressing theirs research problems.

By analyzing Fig. 5, we can draw some conclusions about the empirical studies
identified in this review: (i) the Domain model is addressed by controlled experi-
ments, case studies and a survey, with more emphasis on academic studies; (ii) the
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Pedagogical model is more addressed by controlled experiments than by case stud-
ies and is also addressed by a survey study. Moreover, the majority of studies in this
component are academic; (iii) the Interface model is addressed by case studies and
controlled experiments, no survey met this component. In addition, the settings of
the papers in this phase are in great part academic; and (iv) the Student model is only
addressed by one academic case study.

Empirical Benefits and Metrics Investigated

In this section, we describe each one of the fifteen works in terms of contribution, the
empirical method used and strength of evidence reported. In the end of this section,
we summarize the metrics investigated by the ITS authoring tool proposed in the
studies.

S01 (Abbas et al. 2014) aims to facilitate authoring of learning contents for
instructional and constructive teaching strategies. As such, they allow authoring of
content through either automated or semi-automated way. In an automated way,
authors use ontologies to perform reasoning over domain knowledge and infer new
learning contents. To evaluate their contributions (i.e., the MySekolah framework),
they conduct studies considering four metrics: correctness, efficiency, effectiveness,
and usability. Correctness is automatically verified for checking the domain model
authored through the use of ontology reasoners (e.g., Fact++ reasoner). The con-
tents authored from MySekolah are evaluated with respect to efficiency (time for
creating learning content). All contents produced were manually evaluated by the
teacher at the end of the operational session. The sample is fourteen kindergarten
female teachers and twenty-one students (age between 4 and 6) from five schools
in Malaysia. A controlled experiment was conducted comparing the time difference
between the content creation activity done through traditional way (delivery of pre-
authored learning contents) and with the help of MySekolah. The results suggest that
MySekolah required a substantially shorter time for the creation of learning content
(not statistically verified) than the traditional approach. The effectiveness of MySeko-
lah was performed by evaluating the auto-generated contents by MySekolah against
a single user profile. Authors suggest that the auto-generated content makes the cog-
nitive skills tutoring more effective, however, the evidence is not so strength, since
authors do not run statistical tests to provide more reliable evidence about these
results. Finally, the usability of MySekolah is evaluated according to the level of
agreement and disagreement of teachers on eight Likert type questions. The results
show that participants agreement is mostly toward “Satisfied” or “Strongly Satisfied”
with respect to the software interface, easiness to generate learning content manually
and automatically, time required to learn MySekolah and the time required to author
learning contents.

S03 (Aleven et al. 2009) supports the development of example-tracing tutors.
Authors report an experience of using ITS authoring tools (i.e., using CTAT’s
programming-by-demonstration approach) on a large scale project. They have cre-
ated an open-access Web site, called Mathtutor, where middle school students can
learn mathematics with guidance from ITS. The Mathtutor project intends to address
authoring of ITS considering increase in simplicity and in cost-effectiveness as
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well as supporting sophisticated tutoring behaviors such as multiple solution strate-
gies, dependencies among problem steps, and multiple interpretations of student
behavior and large-scale development, iterative refinement, and maintenance of ITS.
Although not presenting many pieces of evidence about the benefits of using CTAT’s
programming-by-demonstration approach to build Mathtutor, authors state that their
experience with the project give confidence that this authoring approach is appro-
priate to support the range of tutoring behaviors needed for the middle school math
tutors, and it will support iterative content development and refinement on a large
scale.

Likewise S03, S04 (Aleven et al. 2016) supports the development of example-
tracing tutors through the use of authoring tools. To investigate the effectiveness of
example-tracing tutors, authors look at example-tracing tutors built with CTAT since
their former work (Aleven et al. 2009). As such, authors review 18 example-tracing
tutors that were used in real educational settings, many with statistically signifi-
cant pre/post learning gains. Authors clustered the reviewed tutors based on aspects
of their pedagogy (e.g., problem-solving tutors, tutors that use worked examples or
erroneous examples, tutors that emphasize the use of interactive graphical representa-
tions, and tutors that use pedagogical approaches other than standard tutored problem
solving). Regarding the problem-solving tutors, evidence on learning gains is pro-
vided the Genetics tutors (pretest-to-posttest averaged in almost two letter grades)
and a basic equation solving tutor, called Lynnette, which led to pre/post gains in
basic equation solving skill with medium to large effect sizes (d = .69, d = 1.65,
and d = 1.17). With respect to the tutors that used worked or erroneous examples,
the Stoichiometry tutor that used this pedagogy strategy is more efficient in terms of
time (d ranging between 1.76 and 3.31) and mental effort (d ranging between .89 and
1.04) than normal problem-solving tutors. The AdaptErrEx project also used erro-
neous examples to help students learn decimals and performed significantly better
on a delayed test (d = .62 and d = .33) than students in a tutored problem-solving
condition with explanation steps. Finally, using the Proportional Reasoning example-
tracing tutor in the worked example condition, learners took less time and scored
higher on the post-test than learners in two other conditions. Regarding the tutors
that emphasize the use of interactive graphical representation, evidence on learn-
ing gains from three example-tracing tutors is reported by Aleven et al. (2016). The
Fractions tutor presents learning gains, up from the pre-test, were d = .40 for the
immediate post-test and d = .60 for a delayed post-test. Moreover, the Chem tutor
led to large learning gains in a field study with 74 undergraduate students enrolled
in an introductory course for science majors (d = 1.44) and in a lab experiment
with 117 undergraduates (d = .78). Using the RedBlackTree tutor, two small evalu-
ation studies led to large learning gains (d = 1.66 and d = 3.06). A non-standard
tutored problem-solving tutor also present evidence about the learning gains of using
example-tracing tutors built with CTAT, a new project with Fractions tutor. The
new project investigates whether an ITS can be made more effective by adaptively
targeting a broader range of learning mechanisms (i.e., grounded in the Knowledge-
Learning-Instruction (KLI) framework (Koedinger et al. 2012), which links cognitive
theory and instructional design) than ITS typically do. In a classroom study with
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1068 fourth and fifth-grade students from 12 schools, the tutor led to significant pre-
to post-test learning gains (d = .47).

S07 (Blessing et al. 2015) presents ConceptGrid which provides a template-style
approach to check natural language responses by students using a model-tracing style
intelligent. To evaluate the approach, ConceptGrid is integrated within the xPST
authoring tool and two controlled experiments are conducted. The first experiment
aimed to evaluate the tutor’s effectiveness overall in the domain of statistics and
the second one investigated the usability of the approach by non-programmers and
non-cognitive scientists. Authors argue that both experiments show the effectiveness
of the ConceptGrid approach. In the first experiment, the creator of ConceptGrid
enjoyed an accuracy rate above .97 in checking answers given in real-world prob-
lem scenarios. The second experiment provided evidence as to the worthiness of
the approach, as not only did an intermediate level user successfully use the tool
but non-programmers and non-cognitive scientists also quickly learned how to use
ConceptGrid in order to check answers given on a typical homework assignment.

S08 (Blessing et al. 2009) supports the development of model-tracing cognitive
tutors through the use of authoring tools. The tutor produced with such authoring tool
is embedded with a cognitive model that has traditionally been difficult to create.
Thus, to evaluate the authoring tool, Blessing et al. (2009) conducted a controlled
experiment on which participants (17 students) created a cognitive model using the
Cognitive Model SDK with respect to three metrics: capacity of creating a runnable
cognitive model, time to create the model, and quality of the cognitive model. For
the first metric, authors state that the majority of participants (77%) created a usable
cognitive model with minimal instruction (less than 1 hour). Moreover, participants
created their models relatively quickly, in under 8 hours on average. According to the
authors, the quality of models created by participants was very similar to a number
of measures.

S10 (Chakraborty et al. 2010) aims to support authoring of different components
of intelligent tutoring systems. To evaluate the authoring tool, authors conduct a case
study with four teachers using the system proposed with respect to the time taken
by teachers to perform tasks in the system. Authors state that the results show that
the most time-consuming part of the whole process is authoring contents, which is
compensated by the feature of reusing existing contents from other sources.

S11 (Chou et al. 2011) proposes the development of virtual teaching assistant by
combining machine and human-based intelligence to help students practice program
tracing. As such, two mechanisms are used: the first mechanism applies machine
intelligence to extend human intelligence (teacher answers) to evaluate the correct-
ness of student program tracing answers, to locate student errors, and to generate
hints to indicate errors and the second one applies machine intelligence to reuse
human intelligence (previous hints that the teacher gave to other students in a similar
error situation) to provide program-specific hints. To evaluate their proposal, authors
conducted two controlled experiments (with 85 and 64 participants) with respect
to teacher tutoring load. The results suggest that the two mechanisms significantly
reduce teacher load. The system effectively helped most (above 89%) students find
and correct their errors in program tracing. After the teacher provided the correct
answer, the system-generated error-indicating hints helped students to correct above
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half of the errors. Finally, each teacher-generated hint was reused averagely three
times by the second mechanism.

Similarly to S03 and S04, S12 (Devasani et al. 2012) aims to investigate how
authoring tools could support the development of example-tracing tutors. In the study,
authors evaluate two intelligent tutoring system authoring tool paradigms, graphi-
cal user interface-based and text-based by taking the examples of CTAT and xPST,
respectively, and in two domains, statistics, and geometry. Sixteen tutor-authors
divided into 2 groups (programmers and non-programmers) participated in the con-
trolled experiment considering the following metrics: quality score for the authored
tutor and time to author the tutor of the authoring tool. Authors state that they can-
not claim that their results are statistically significant, partially because of the small
sample size. Nevertheless, examining how well the finished tutors instructed learn-
ers, no differences were observed between the tutors produced by the programmer
and non-programmers, with all but 2 tutors (one xPST tutor and one CTAT tutor, both
done by non-programmers) being judged at the highest caliber. Both tools allowed
non-programmers to create effective instruction. Authors also argue that making
judgments concerning time is speculative. However, the CTAT authors spent less time
constructing their tutors in the beginning, but by the third tutor problem, there were
no significant time differences, with all but one participant spending no more than 25
min per problem, regardless of the tool.

S15 (Gilbert et al. 2015) proposes the Extensible Problem Specific Tutor (xPST),
which allows non-programmer authors to create an intelligent tutoring system that
provides instruction related to a model-tracing tutor. The xPST authoring system was
developed to allow tutoring on any interface. It allows an author to create a model for
a particular problem instance by creating hints and other tutoring aspects while the
author manipulates the interface. To evaluate the authoring system, three studies were
described in the paper. The first one investigated the use of an early version of the
Web xPST with ten students in an introductory human-computer interaction gradu-
ate class. The results showed that the 10 participants produced 26 tutors. To evaluate
the tutors, authors scored tutors on a 5-point scale that indicated the quality of the
tutor. Eighteen (69%) received a score of either 4 or 5, indicating that the tutor went
above the minimum needed to scaffold the learner through the task. Seven tutors met
the minimum by receiving a score of 3, and only 1 model was deficient in tutoring.
In the second study (with the final web xPST system), five non-programmers devel-
oped a set of problems to be used in a college-level statistics course. According to
(Gilbert et al. 2015), authors of this study averaged 28.57 h logged on to the system
across the month for the total time (with a range of 18.45 to 36.85 h), and a mean of
7.37 h editing the xPST Instruction File (a range of 4.87 to 9.48 h). By the end of the
experiment, participants spent less than 45 minutes authoring a problem in total, with
less than 18 minutes of that time spent writing xPSTcode. In addition, the participant
authors filled out two separate surveys and ranked Web xPST tutor as powerful and
easy to use, and not being frustrated in its use. The third study refers to the work
previously described (S12).

S19 (Lane et al. 2015) presents the Situated Pedagogical Authoring (SitPed)
system that seeks to allow non-programmer authors to create ITS content.
SitPed is designed for eliciting ITS content from subject-matter experts and the
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implementation focuses on problem-solving through conversation. To evaluate the
system, a two-phase study was conducted with subject-matter experts (phase 1),
focusing on the authoring of content, and with college students (phase 2) who had
no experience with a selected domain, focusing on how well students learn from it.
In the first phase, 11 domain experts with academic training and practical experience
in the domain authored ITS content for one scenario across three authoring condi-
tions (full SitPed, SitPed Lite and spreadsheet). Due to the low number of authors
participating in the first phase, authors provide only descriptive data. In summary,
authors using spreadsheet created more tutoring messages than using both versions
of SitPed. However, authors in SitPed conditions created longer messages. In phase
2, participants (i.e., students) were randomly assigned to one of three groups and
the data from 54 participants is used. The only significant difference found between
the groups favored SitPed over the spreadsheet group (mean gains of .135 to .054,
F(2,52)=3.635, p=.033) with respect to true/false responses.

S20 (MacLellan C.J. et al. 2014) also intends to investigate the use of authoring
tools to support the development of model-tracing/cognitive tutors. As such, authors
conduct an experiment to compare a tutor built with SimStudent–a CTAT module that
tries to bridge the gap between example-tracing and cognitive tutors by learning pro-
duction rule models from demonstrations and problem-solving feedback–and with
example-tracing using CTAT. The comparison considers the authoring of an algebra
tutor and two metrics are analyzed: average authoring time and quality of the models
authored. For the first metric, authoring using the SimStudent approach may yield
improved authoring efficiency over the standard Example-Tracing approach. This
efficiency gain was because SimStudent only required feedback, instead of demon-
strations, when it had applicable production rules. Providing feedback (2.4 s) takes
much less time than performing a demonstration (8.8 s for Example Tracing and
10.4 s for SimStudent), so this results in a decrease in authoring time. Authors also
argue that by the end of tutor authoring both approaches had equivalent model quality.
However, results suggest that SimStudent produces a model that is more general than
the specific demonstrations, bridging the gap between an Example-Tracing Tutor and
a full-edged Cognitive Tutor.

S23 (Matsuda et al. 2015) investigates the use authoring tools to author the expert
model of cognitive tutors. Authors conduct evaluation studies (simulation study and
case study) to investigate which of two authoring strategies used in SimStudent (i.e.,
authoring by tutoring or authoring by demonstration) better facilitates authoring.
In the authoring by tutoring strategy, the author interactively tutors SimStudent by
posing problems to SimStudent, providing feedback on the steps performed by Sim-
Student, and also demonstrating steps as a response to SimStudent’s hint requests
when SimStudent cannot perform steps correctly. In the authoring by demonstration,
the author demonstrates solution steps, and SimStudent attempts to induce under-
lying domain principles by generalizing those worked-out examples. The results
reported suggest that for the purpose of authoring an expert model, authoring by
tutoring is a better alternative than authoring by demonstration. Results showed that
when authoring an expert model with SimStudent, authoring by tutoring better facil-
itates authoring both in the quality of the expert model generated and the time spent
for authoring. The study also showed that the benefit of authoring by tutoring in



372 Int J Artif Intell Educ (2018) 28:336–384

creating a high-quality expert model is largely due to the feedback on the correctness
of learned predictions applied proactively when solving problems.

S24 (Mitrovic et al. 2009) investigates the use of authoring tools to develop
constraint-based tutors, including the authoring of learning content of these tutors. As
such, ASPIRE (Authoring Software Platform for Intelligent Resources in Education)
is presented, which is an authoring and deployment environment for constraint-
based ITSs. ASPIRE consists of the authoring server (ASPIRE-Author), which
enables domain experts to develop new constraint-based tutors, and a tutoring
server (ASPIRE-Tutor), which deploys the developed systems. ASPIRE-Author sup-
ports the authoring of the domain model as well as examples of problems and
their solutions. ASPIRE allows the development of ITSs by generating constraints
automatically, thus not requiring programming and AI expertise from authors. As
discussed in the paper, evaluations showed that the constraint generation algorithms
used were capable of generating 90% of constraints needed. Mitrovic et al. (2009)
also report some former experiences with the use of ASPIRE to develop tutors, for
instance, the development of a Capital Investment decision-making tutor. To evaluate
the benefits of the ASPIRE platform, an experiment of an ITS authored using such
platform in the domain of Capital Investment decision-making with 21 students par-
ticipating of a summer school course was conducted. The course had two scheduled
tutorial streams, and one of them was randomly selected to serve as the experimen-
tal group, while the other served as the control group. Both groups improved on the
post-test, with the control group having a significant (p<0.04), and the experimental
group a marginally significant improvement (p=0.066) on learning gains.

S29 (Suraweera et al. 2010) aims to use authoring tools to reduce the knowl-
edge acquisition for constraint-based tutors and to enable non-programming domain
experts to build the domain models required for ITS. As such, an authoring system,
called Constraint Authoring System (CAS), was developed (using ontologies and
machine learning) in order to be capable of producing a domain model with the assis-
tance of a domain expert. To evaluate the effectiveness of the system, three studies
were conducted. According to Suraweera et al. (2010), the first study verified whether
the creation of an ontology is beneficial in the process of manually composing con-
straints. The results revealed that the task of composing ontologies indeed assisted
in the process of developing constraint bases. The effectiveness of CAS’s constraint
generation was then evaluated in a study that generated domain models for database
modeling and data normalization. Analysis of the generated constraints revealed that
they accounted for over 90% of the constraints required for the domain. The final
evaluation study evaluated CAS’s effectiveness in generating constraints with the
assistance of novice 13 ITS authors. Results have shown that CAS is also effective
in generating constraints when assisted by only novice ITS authors; the achievement
by novice ITS authors producing constraints in a time similar (1.1 h per constraint)
to the time reported (1.3 h per constraint) by a former study is significant. Moreover,
under these conditions, it still produced constraint sets that were over 90% complete.

Finally, S33 (Zatarian-Cabada and Barrón-Estrada 2011) supports the authoring
of content in the context of ITS. In the work, authors have designed and implemented
a software tool (EDUCA) to create adaptive learning material in a Web 2.0 collab-
orative learning environment. The material is initially created by a tutor/instructor
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and later maintained and updated by the user/learner community to each individual
course. To evaluate the authoring of content using the authoring tool EDUCA, a sur-
vey was applied to the 30 students that participated in the study, asking the learners
to evaluate the software tool on the Likert scale according to their level of agreement
or disagreement. The results indicate that most of the group in the workshop “agree”
or “strongly agree” with respect to the interfaces, easiness to generate an intelligent
tutor, learning time for using the tool, time to produce an intelligent tutor (1 h) and
the course organization.

Figure 6 presents the metrics investigated by these studies. Seven main metrics
have been considered by the proposals that conduct some empirical study to evaluate
their ITS authoring tools. They are: “Efficiency and time to author” (S01, S08, S10,
S12, S15, S20, S23, S29, and S33), “Quality of authored artifact” (S01, S08, S12,
S15, S19, S20, and S23), “Effectiveness of authored tutors” (S01, S03, S04, S07, S19,
and S24), “Usability of the authoring tool” (S01, S03, S07, S15, and S33), “Capacity
of authoring by authors” (S08 and S29), “Powerfulness of the authoring tool” (S15),
and “Teacher tutoring load” (S11).

In summary, we can highlight that the results found in this work suggest that there
is empirical evidence to state that authoring tools, indeed, benefit the development
of ITS in several ways. However, the strength of the pieces of evidence is somewhat
limited to the context (e.g., ITS types, features provided, technologies used, when
the authoring happens, and so on) on which the studies were performed. Thus, in
“Summary of the Findings”, we discuss these results linking our findings with further
research directions.

Discussion

In this section, we present and discuss the main findings of this review. Next, we
discuss further research directions on the use of authoring tools to design ITS. In the
end of this section, we discuss the threats to the validity of this review.

Fig. 6 Metrics investigated by the empirical studies
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Summary of the Findings

In the beginning of this review, we described three main unanswered questions stated
by Murray (2003) in his well-known review on ITS authoring tools. Taking those
questions and the results of this systematic review, in this section we discuss the
current state of the art in authoring tools.

Murray’s first question is related to the extent to which the difficult task of model-
ing ITS could be scaffolded. According to the results found in this systematic review,
we argue that this question is currently solved. Throughout answering the research
questions of this systematic review, we have presented several ITS authoring tools
(e.g., CTAT, xPST, ASPIRE, and so on) that indeed allow modeling and development
by non-technical authors (e.g., teachers, non-programmers, or non-domain experts)
of several effective ITS.

The second question described by Murray (2003) is the degree to which identify-
ing instructional situations that can be embodied in special purpose authoring shells
that are both specific enough to make authoring template-based, yet general enough
to be attractive to many educators. Woolf (2010) also highlights the complexity to
build authoring tools considering these design tradeoffs (specificity vs. generality of
tutors). The results of our review have shown that there are effective tutors (i.e., in
terms of increase in learning gains) of several types (e.g., example-tracing, cogni-
tive tutor, constraint-based) and level of generality (i.e., domain-independent, such
as ASPIRE) that were produced by different kinds of non-technical authors using
authoring tools relying on several features and technologies. Moreover, as stated by
Woolf (2010), the primary goal of authoring tools is to simplify the process of build-
ing tutors. As such, ITS authoring tools community should keep in mind that the
decision on which level of generality to focus might not come at the expense of
higher complexity and decrease in its usability. Our results have shown that there are
few ITS authoring tools that are not so complex and time-consuming to use. Thus,
we believe that Murray’s question is still unanswered. A good starting point to sup-
port the design decision-making for building authoring tools might be the conceptual
framework proposed by Woolf (2010) on which the development team of authoring
tools must identify the tutors to be produced (e.g., considering the type of ITS and
level of generality), identify the authors (i.e., if they are teachers, domain experts,
software engineers), and identify the students (i.e., context and level) that will use
the tutor.

In his third question, Murray (2003) raises a larger question of whether intelligent
tutoring systems would ever be in demand enough to warrant the effort of build-
ing authoring tools for them. According to the results reported in this review and
recent literature on ITS, our answer would be “there is enough demand for ITS to
vindicate the effort of building authoring tools”. ITS has been broadly used in a com-
mercial scale and in schools in many places (e.g., USA, Europe, Japan, Brazil, and
other countries) and there is an increasing demand for tutors in different domains and
educational levels. For instance, our results reported that at least eighteen example-
tracing tutors, many of them with evidence for increasing learning gains, were built
with CTAT for several domains (e.g., Genetics, Stoichiometry, Fractions and so on).
Without CTAT, the cost of building those tutors would be much higher. Note that
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these 18 tutors described by Aleven et al. (2016) are classified in only one of the
ITS types we found in this review. As previously presented, other intelligent tutoring
systems built by using other authoring tools are also highly demanded.

The results of this review showed that it is possible to create tutors using author-
ing tools that benefit students’ learning. For instance, CTAT, SitPed, ASPIRE, among
other authoring tools, presented evidence about the learning gains provided by tutors
built with them. In his review, Murray (2003) stated that in that time there were sev-
eral authoring tools at or near commercial quality. In fact, since his review, authoring
tools have matured substantially; perhaps, the best example of the commercial quality
found in this review is CTAT. Actually, it is noteworthy to mention that the evidence
on the effectiveness provided by the tutors built with CTAT is remarkable. However,
although there are effective tutors produced by the authoring tools reported in this
review, some of them with commercial quality, there is not so enough evidence about
the costs to build and the simplicity to use them. We believe these factors would
be decisive to influence the adoption of authoring tools in market places. Moreover,
higher levels of simplicity and usability would be of utmost importance when consid-
ering teachers as authors. The results of this review showed that few authoring tools
targeted teachers as authors of their systems, but teachers play a key role in intro-
ducing pedagogical innovations in schools and classrooms. Hence, although tutors
built with authoring tools have been increasingly demanded and used in schools, if
the community intends to bring more of authoring tools to schools there is need to
provide more simple and usable solutions for teachers.

Thus, the results shown in this review allow us to state that more research and
development is still needed in the field of ITS authoring tools. We need more
research on interface of authoring tools to develop simpler and more usable solu-
tions for non-programmer authors; development of authoring tools for different types
of tutors (e.g., machine and human-based ITS); more research to empower author-
ing tools to allow management of the ITS life-cycle; explore more the use of new
technologies in authoring tools and tutors such as mobile learning, persuasive tech-
nologies, gamification, human-computation, affective computing, motivation-aware
ITS, software product line, device-based instruction (i.e., internet of things); more
research to develop data-driven and theory-aware authoring tools; more research to
strengthen the empirical evidences of authoring tools, particularly with respect to
cost-effectiveness and usability. In the following section, we describe in more details
these further research directions.

Further Research

This SLR has generated several promising research directions that are important but
unanswered or underexplored in current research:

(1) How to simplify the use of ITS authoring tools by non-programmer authors
considering design tradeoffs? As discussed in “RQ1: Authoring Tools in ITS
Components”, our results suggest that ITS authoring tools could be used to
design all four main classic ITS components. In fact, each component has its
own function and unique properties which may be more or less amenable to
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authoring depending on several aspects, i.e., type of ITS, technologies used,
needed pedagogical expertise, trade-off choices between usability and flexibil-
ity, and so on. For instance, if an ITS authoring tool allows authoring of all
four ITS components, it must have high flexibility, but this would come at the
expense of higher complexity and decrease in its usability. On the other side, if
an ITS authoring tool only provides authoring of few ITS components, it might
have high usability and low flexibility levels. Thus, we encourage researchers
to conduct more studies (e.g., controlled experiments) to identify what factors
may influence on the design decision-making of which ITS components must
be considered when designing ITS authoring tools and what are the implica-
tions of making these decisions on the simplicity and usability of ITS authoring
tools;

(2) How could authoring tools become more than just authoring tools? One might
note that some ITS authoring tools identified in this paper are also providing
general features (e.g., create class lists, view learners’ statistics, reuse/export
tutor design, etc), besides authoring features. This result might suggest that
researchers are relying on the potential of authoring tools to fulfill other pur-
poses rather than only developing ITS. We believe that authoring tools could
work in an integrated way with ITS, playing a crucial role, for example, in the
ITS management with the aid of authors. In this direction, there might be an
emerging need for authoring tools to provide learning analytics for the teacher
or system owners, ensuring transparency (i.e. access and interpretation) of the
ITS system collected data, both for the teacher and for the learners. Moreover,
they could also provide features to redesign an ITS according to some quality
aspects (e.g., performance or motivation) of students’ learning using a previous
design;

(3) What technologies to use for developing authoring tools? This SLR showed
that researchers are mainly considering artificial intelligence techniques, soft-
ware solutions and distributed technologies to develop their authoring tools.
Many factors might influence the design-decision making on which technolo-
gies to use in the development of authoring tools. For instance, the designer’s
background (research/academia versus industry) and their personally favorite
technology, technologies they are most comfortable with, the ”fashionable”
technology in AI at the time the authoring tool was developed. However, there
are current technologies that have been drawing the attention of academics and
practitioners in different computer science areas that could be better explored
in the design of ITS authoring tools. For example, software product lines (SPL)
from software engineering research offer characteristics such as rapid product
development, reduced time-to-market, quality improvement, and more afford-
able development costs in the design of a family of systems. In comparison to
other software development strategies used in the papers (e.g., frameworks and
services), SPLs are more efficient since they are systematically designed for
reuse and provide ways to personalize a product. It seems in general few ITS
designers has a background in software engineering, most have a background
in AI, Multi-Agent systems, and knowledge representation, and are researchers,
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rather than industry people. Nevertheless, we encourage researchers to investi-
gate the use of technologies (including from other research areas) such as SPL
in the design of ITS authoring tools. Additionally, our results suggested that web
technologies are also underexplored in the design of ITS authoring tools. Per-
haps, most of the authoring tools that have been effectively used to design new
tutors use non-web systems and the cost to redesign them are high. Thus, once
current web technologies are cheap, easy and quick to develop systems, we also
suggest more investigation of web technologies along with ITS authoring tools;

(4) How could we provide effective ITS authoring tools relying both on human
intelligence and artificial intelligence? To support this question, we recall an
interesting discussion about the role of human and artificial intelligence in ITS
provided by Baker (2016). In his paper, Baker (2016) argues that tutoring sys-
tems that are currently being used at scale are much simpler than the initial
vision of ITS. He also raises the possibility that we need “stupid tutoring sys-
tems” that are augmented with human intelligence. It means that we probably
need tutors that are designed intelligently, and that leverage human intelligence,
rather than relying only on artificial intelligence. In this way, regarding the intel-
ligent design of ITS, we believe that authoring tools play an important role to
achieve it effectively. Moreover, to leverage human intelligence, humans should
be involved as early as possible in ITS design. Hence, a natural way to accom-
plish it is relying on non-programmer authors from the beginning of an ITS
design by using authoring tools and throughout the ITS life-cycle. Thus, we
also encourage further investigation on how developing ITS authoring tools that
may take advantage of systems’ and human intelligence in a balanced way. This
research would possibly involve empirical studies to discover in which condi-
tions (e.g., features, technologies, ITS types, ITS components, authoring timing
and so on) the effects on learners’ performance have significant results;

(5) How to measure the costs and benefits of using ITS authoring for non-
programmer authors? The results of research question 6 suggest that there
are several pieces of evidence to state that authoring tools properly support
the development of intelligent tutoring systems. As presented in “Empirical
Benefits and Metrics Investigated”, several metrics have been considered by
researchers to empirically evaluate ITS authoring tools, for example, efficiency
and time for authoring, the effectiveness of authored tutors in terms of learn-
ing gains, quality of authored tutor, usability, and so on. In the discussion of
“Empirical Benefits and Metrics Investigated”, we could detect an agreement in
the studies on how to measure the effectiveness of authoring tools–most of the
studies conducted pre- and post-tests to ascertain students’ learning gains. How-
ever, note that researchers do not come to an agreement on what metrics should
be considered to evaluate ITS authoring tools for non-programmers authors,
particularly, for measuring costs and usability. Some reasons that might explain
the diversity of metrics used are: researchers use data they have available; the
difficulty of carrying out experiments in-vivo and using data for research pur-
poses (ethics) present hurdles. So often researchers resort to what is possible
to get, not what data would ideally answer the research question or evaluate
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the system best. In this way, we encourage the further investigation of the rel-
evant metrics for evaluating authoring tools as well as the correlation of these
metrics with each other. Regarding the costs of using ITS authoring tools for
non-programmer authors, we could identify few metrics to assess the impact
that using ITS authoring tools brings to non-programmer authors (e.g., teacher
load, learning curve, time for authoring). Thus, it is also necessary to conduct
more researches on the measurement of the costs of using ITS authoring tools
for this type of author;

(6) Why is there no negative evidence of using authoring tools to design ITS? We
might consider two possible reasons for this result: (i) researchers are not pub-
lishing papers reporting negative evidence of using ITS authoring tools; and
(ii) there is a lack of experimentation on the effects of using ITS authoring
tools under several conditions (i.e., ITS components, ITS types, features, tech-
nologies and authoring time). In this way, we encourage further experiments
controlling these conditions to discover new evidence of the benefits and draw-
backs of ITS authoring tools. We also suggest more sharing of research data
with other researchers as well as the conduction of replication studies to verify
reported evidence;

(7) How could we design evidence and theory-aware ITS authoring tools? One of
the potential benefits of ITS authoring tools is to comprise good design princi-
ples to support the development of tutors. These principles might include both
the available theory about ITS, considering the different types and components
of ITS, as well as evidence provided by the empirical studies in the literature.
Embedding these principles in authoring tools could favor a new generation
of even more intelligent (i.e., human and artificial intelligence) authoring tools
that would be aware of both theory and evidence for developing more effective
intelligent tutoring systems. To provide awareness of theories and evidence to
authoring tools, some directions could be followed. For instance, representing
the knowledge about good design principles in a way that enables ITS authoring
tool to reason on such knowledge at runtime (e.g., using ontologies), developing
a reconfigurable platform that enables reasoning on such knowledge in order
change/adapt ITS features according to particular contexts (e.g., students’ per-
formance and motivation). Although we acknowledge this seems far-fetched,
especially when it is fairly easy to build a simple tutor in a small domain, would
it be worth the huge investment, we also encourage the further investigation
of these issues, but keeping in mind the cost-benefits for using this kind of
authoring system.

Threats to Validity

This section describes concerns that must be improved in future replications of this
study and other aspects that must be taken into account to generalize the results of
the SLR performed in this work. In order to organize this section, the threats to valid-
ity were classified using the Internal, External, Construct and Conclusion categories
(Wohlin et al. 2012).
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The main constructs in this review are the two concepts “authoring tools” and
“intelligent tutoring systems”. For the first concept, we use the term “authoring tool”
and its synonyms “authoring system” and ”intelligent authoring” to make sure that
all selected studies are related to authoring tool approaches. For the second concept,
the terms “intelligent tutoring system” and “intelligent educational systems” are used
to ensure high coverage of potentially relevant studies from the database search. A
complementary manual search was not performed in the SLR due to the fact there are
no conferences and journals specifically focused on the joint use of these concepts.
This threat is mitigated by including the general intervention term “authoring tool”
along with “intelligent tutoring system” in the terms for the search in seven reputable
databases.

As threats to the internal validity, some subjective decisions may have occurred
during paper selection and data extraction since some primary studies did not provide
a clear description or proper objectives and results, making difficult the objec-
tive application of the inclusion/exclusion criteria or the impartial data extraction.
In order to minimize selection and extraction mistakes, the selection process was
performed in an iterative way; the data extraction was realized collaboratively by
reviewers, and any conflicts were discussed and resolved by all the authors. In this
way, we tried to mitigate the threats due to personal bias on study understanding.
It is also worth noting that the first, second and third authors are Ph.D. students
working with authoring tools in the context of computers and education. More-
over, the remaining authors are researchers with expertise in Intelligent Tutoring
Systems.

External validity is concerned with establishing the generalizability of the SLR
results, which is related to the degree to which the primary studies are represen-
tative for the review topic. In order to mitigate external threats, the search process
described in “Sources Selection and Search” was defined after several trial searches
and validated with the consensus of authors. We tested the coverage and represen-
tativeness of retrieved studies, including automatic database search and references
scan.

With regards conclusion validity, it is possible that some excluded studies in this
review should have been included. To mitigate this threat, the selection process and
the inclusion and exclusion criteria were carefully designed and discussed by authors
to minimize the risk of exclusion of relevant studies. Furthermore, in the final round
of study selection, reviewers conducted the selection process in parallel and inde-
pendently, and then harmonized their selection results to mitigate the personal bias
in study selection caused by individual reviewers. It is worth highlighting that we
specified the time period of published studies for this SLR from January 2009 to
June 2016. As mentioned in “Methods”, for the best of our knowledge, there is cur-
rently no SLR on the use of ITS authoring tools for non-programmer authors. Woolf
(2010) provides a general survey about the use of authoring tools to design ITS in
her book before 2009. In order to reduce repetitive effort and make use of exist-
ing work, we set the starting time of the published studies included in this SLR to
January 2009.
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Conclusions

In this work, we conducted an SLR to investigate the use of authoring tools to design
ITS for non-programmer authors. Our goal was to improve the understanding of how
authoring tools support ITS design as well as to identify if there is evidence of its use
in this field.

Thirty-three studies out of 4,622 papers were finally included, in which four main
ITS components, six ITS types been designed, nineteen features which are facilitat-
ing authoring process, three main groups of technologies for developing authoring
tools, three main time frames when authoring tool takes place and seven metrics
investigated by fifteen empirical studies.

Four metrics reported by empirical studies out of seven deserve special attention,
since they report most of the evidence found in the empirical studies: (i) efficiency
and time to author, (ii) quality of authored tutor artifacts; (iii) effectiveness of
authored tutors with students; and (iv) usability of authoring tools. The review results
suggest that the authoring tools benefit ITS authoring for non-programmer authors to
deal with several problems such as, supporting the development of example-tracing
and model-tracing tutors, checking natural language responses, using machine and
human-based intelligence to develop virtual assistant, authoring expert model of cog-
nitive tutors, supporting the development and reducing knowledge acquisition of
constraint-based tutors.

Our results also suggest that: 1) among the four ITS components, domain and
pedagogical models were much more targeted by authoring tools; 2) several ITS
types have been authored, with an emphasis on model-tracing/cognitive and example-
tracing tutors; 3) besides providing features for authoring all four ITS components,
authoring tools are also presenting general features (e.g., reuse tutor design) to create
broader authoring tools; 4) a great diversity of technologies, which include AI tech-
niques, software solutions and distributed technologies, are supporting authoring of
the domain, pedagogical and interface models of ITS; 5) all works use ITS author-
ing tools before instruction, but some studies also target authoring during and/or
post-instruction relying both on human and artificial intelligence;

The results presented in this systematic review can be useful to the artificial intel-
ligence in education community, since it gathers evidence from the primary studies
included in the review, forming a recent body of knowledge regarding the use of ITS
authoring tools for non-programmer authors. As future work, we intend to further
investigate some of the research directions presented in this paper, with an emphasis
on using theory and evidence-aware authoring tools to design ITS that intelligently
manage its life-cycle relying on the human intelligence of teachers and artificial intel-
ligence. Moreover, we intend to expand the scope of this systematic review to explore
how authoring tools have been generally supporting different kinds of educational
systems.
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Appendix: Publication Sources

Table 13 Distribution of studies over publication sources

Publication source Type Count %

International journal of artificial intelligence
in education

Journal 7 21.2%

International conf. on artificial intelligence
in education (AIED)

Conf. 2 6.1%

International conf. on artificial intelligence
in education (AIED) workshops

Workshop 2 6.1%

International conf. on intelligent tutoring
systems (ITS)

Conf. 2 6.1%

Advances in intelligent tutoring systems Book Ch. 1 3.0%

Annual conf. on behavior representation in
modeling and simulation (BRiMS)

Conf. 1 3.0%

Computers and education Journal 1 3.0%

Expert systems with applications Journal 1 3.0%

IASTED international conf. on comput-
ers and advanced technology in education
(CATE)

Conf. 1 3.0%

Ibero-American conf. on artificial intelli-
gence (IBERAMIA)

Conf. 1 3.0%

IEE students’ technology symposium (Tech-
Sym)

Conf. 1 3.0%

IEEE transactions on learning technologies Journal 1 3.0%

International conf. on artificial intelligence
(ICAI)

Conf. 1 3.0%

International conference on foundations of
augmented cognition

Conf. 1 3.0%

International conf. on information technol-
ogy: new generations (ITNG)

Conf. 1 3.0%

International conf. on information, intelli-
gence, systems and applications (IISA)

Conf. 1 3.0%

International conf. on intelligent interactive
multimedia systems and services (IIMSS)

Conf. 1 3.0%

International conf. on knowlege-based and
intelligent information and engineering sys-
tems (KES)

Conf. 1 3.0%

International journal on learning technolo-
gies

Conf. 1 3.0%

Journal of information science and engineer-
ing

Journal 1 3.0%

Knowledge-based systems Journal 1 3.0%

Mexican international conf. on artificial
intelligence (MICAI)

Conf. 1 3.0%

Object-oriented user interfaces for personal-
ized mobile learning

Book Ch. 1 3.0%

World congress on information and commu-
nication technologies (WICT)

Conf. 1 3.0%
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