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Abstract
The combined finite–discrete element (FDEM) has become a well-accepted numerical technique to simulate the fracturing 
process of rocks under different loading conditions. However, the study on three-dimensional (3D) FDEM simulation of rock 
failure process is highly limited in comparison with that on two-dimensional (2D) FDEM simulations, which is due to the high 
computational cost of the 3D FDEM. This paper implements an adaptive contact activation approach and a mass scaling tech-
nique with critical viscous damping into a GPGPU-parallelized Y-HFDEM 2D/3D IDE code formally developed by the authors 
to further speed up 3D FDEM simulation besides GPGPU parallelization. It is proved that the 3D FDEM modelling with the 
adaptive contact activation approach is 10.8 times faster than that with the traditional full contact activation approach, while 
the obtained results show negligible differences. At least additional 25 times of speedups can be achieved by the mass scaling 
technique although further speedups are possible with bigger mass scaling coefficients chosen, which, however, will more and 
less affect the calculated results. Taking the advantage of the drastic speedups of the implemented adaptive contact activation 
approach and the mass scaling approach, the GPGPU-parallelized Y-HFDEM 3D IDE is then applied to model the fracture 
process of rocks in triaxial compression tests under various confining pressures. It is concluded that the GPGPU-parallelized 
Y-HFDEM 3D IDE is able to simulate all important characteristics of the complicated fracturing process in the triaxial compres-
sion tests of rocks including the transition from brittle to ductile behaviours of rocks with the increasing confining pressures. 
After that, some important aspects of the 3D FDEM simulation such as the effects of meshes, loading rates and model sizes 
are discussed. It is found that the mixed-mode I–II fractures are highly possible, i.e. very reasonable, failure mechanisms when 
unstructured meshes are used in the 3D FDEM simulation. For modelling rock fracture under quasi-static loading conditions 
using the 3D FDEM, the loading rate must be small enough, which is recommended to be no more than 0.2 m/s, to avoid its 
significant effects. Finally, it is concluded that the implementation of the adaptive contact activation approach and the mass 
scaling technique can further speed up 3D FDEM simulation besides the parallelization and the GPGPU-parallelized 3D IDE 
code with the further speedup is able to capture the complicated fracturing process of rocks under quasi-static loading conditions.

Keywords FDEM · Rock fracture · Triaxial compression test · Adaptive contact activation · Mass scaling

1 Introduction

Over recent decades, combined finite–discrete element 
method (FDEM), first proposed by Munjiza in 1989 with the 
first significant literature published in 1992 [31], has been 

further developed and applied in the field of rock engineering 
[35] due to its capability of incorporating the advantages of 
both continuum and discontinuum methods in terms of simu-
lating rock fracture and fragmentation [29]. Transition from 
an assembly of continuum finite elements to discontinuum is 
facilitated by initially zero-thickness cohesive elements 
which are situated along the boundaries of finite elements. 
The cohesive elements can be inserted via two techniques. 
One is to insert the cohesive elements into all boundaries of 
the finite elements at the beginning of the analysis, which is 
known as the intrinsic cohesive zone model (ICZM), and the 
other is to adaptively insert the cohesive elements into par-
ticular boundaries of the finite elements with the help of 
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adaptive remeshing techniques where a given failure criterion 
is met. The second one is referred as the extrinsic cohesive 
zone model (ECZM) [9]. One of the most representative 
FDEM code is an open-source research code, Y code [32, 34, 
36], and several attempts have been made to actively extend 
the original code into both open access and commercial 
codes, such as Y-Geo [27], Y-FLOW [49, 50], IRAZU [22], 
Solidity [42] and HOSS with MUNROU [39]. All of the 
above codes are developed based on the ICZM. Moreover, 
the authors have developed Y-HFDEM IDE on basis of Y 
code [2, 23, 24, 30]. To overcome the computationally expen-
sive issue of Y-HFDEM IDE, which is due to its original 
sequential programming nature, the parallel programming 
scheme using the general purpose graphic processing unit 
(GPGPU) accelerator controlled by computing unified device 
architecture (CUDA) C/C++ is implemented into Y-HFDEM 
IDE by the authors for both two-dimensional (2D) [10] and 
three-dimensional (3D) [11] applications. Although there are 
many publications on applying the 2D FDEM to simulate the 
fracturing process of rocks under quasi-static loading condi-
tion, there is a limited number of publications on the applica-
tion of 3D FDEM. Among the 3D FDEM application, 
Mahabadi et al. [26] three-dimensionally simulated rock 
failure process of a relatively homogenous opalinus clay in 
uniaxial compression strength (UCS) test and Brazilian ten-
sile strength (BTS) test using Y-Geo with a relatively large 
element size (2 mm for both tests) and a high loading velocity 
(1 m/s). In the same literature, they further reported the 3D 
FDEM simulation of triaxial and polyaxial compression tests 
of a cylindrical rock sample with a diameter of 17.4 mm and 
a height of 35.8 mm. Later, Lisjak et al. [22] made a consid-
erable advancement in the 3D FDEM simulation of the UCS 
and BTS tests by simulating fracture process of flowstone 
using IRAZU, which is parallelized on the basis of GPGPU 
with OpenCL. The simulations were conducted under a more 
reasonable loading velocity of 0.1 m/s, which is ten times 
smaller than that employed by Mahabadi et al. [26]. However, 
the rock sample with a small size of 36 mm in diameter and 
72 mm in height was used in the simulation of the UCS test 
although the employed experimental results for validation 
were obtained from the specimens with a diameter of 
50.8 mm and a height to diameter ratio of 2:1 [44]. Ha and 
Grasselli [16] used IRAZU to simulate 3D BTS, UCS and 
triaxial compression tests of a shale, in which the element 
size was 3 mm and the models were loaded axially with a 
loading rate of 0.1 m/s. They showed that in their simulations 
of triaxial compression tests, shear failure became dominant 
with the increasing confining pressure. Guo [15] investigated 
the capability of his proposed 3D FDEM by modelling the 
BTS test of a rock with a diameter of 40 mm and a thickness 
of 15 mm, under different loading rates and showed that both 
the fracture pattern and obtained peak load were affected by 
the loading rate when the velocity of the loading platens was 

higher than 0.01 m/s. He further simulated the fracture of a 
rock cubic with a length of 500 mm in the polyaxial compres-
sion test using a mesh with an average element size of 
27 mm. Moreover, Euser et al. [8] applied 3D FDEM to simu-
late a triaxial direct shear test and compared the simulation 
with experimental observations, which showed good agree-
ment. On the other hand, Hamdi [17] employed ELFEN 3D, 
which is a commercial FDEM code based on the extrinsic 
cohesive zone model (ECZM) [51], to simulate UCS and 
BTS tests of a typical granite, although the fracture plane is 
too difficult to distinguish in their reported results of UCS 
simulation. It should be noted that mass scaling technique 
was employed by Hamdi [17] to reduce the simulation time 
of the 3D FDEM simulations of the UCS and BTS tests. 
Finally, the 3D FDEM simulation of the dynamic fracture of 
rocks in the BTS test under dynamic load, such as that in split 
Hopkinson bar pressure testing system, was only investigated 
by Rougier et al. [38] and the authors [11]. In sum, the litera-
ture review above concludes that the application of 3D 
FDEM in simulating the failure of rocks under both quasi-
static and dynamic conditions is very limited, which is due 
to the intensive computational nature of the 3D FDEM. In 
some of the literatures reviewed above, 3D numerical models 
with smaller size than that in the standard by ISRM [20] were 
prevalently employed to simulate UCS and triaxial tests of 
rocks, which helps reduce the computational time since, with 
the same platen speed, nominal strain rate increases as the 
specimen becomes smaller, while the input parameters were 
calibrated against laboratory tests on the specimen of stand-
ard size suggested by ISRM [20]. The reason why the rock 
sample size is highlighted here is that the principle of FDEM 
modelling rock fracture is based on the cohesive zone model 
and it has already been shown that the CZM is sensitive to 
the specimen size and loading rate [40]. Therefore, a realistic 
3D FDEM simulation of the UCS test requires to take into 
account not only the element size and the loading rate but 
also the specimen size. The realistic 3D FDEM simulation of 
UCS test of rocks with increasing sample size requires more 
computational time if a reasonably small element size and 
loading rate are used to mesh and load, respectively, the rock 
specimens. The simulation becomes more computationally 
expensive when 3D FDEM is applied to simulate triaxial 
compression tests with high confining pressures since, with 
the loading rate kept the same, more computational steps are 
needed to model the failure of rock with high strength. Mean-
while, the 3D FDEM simulation of the triaxial compression 
test is necessary to calibrate the input cohesion and internal 
friction angle of rocks beside the UCS and BTS tests [45]. 
Therefore, some remedies rather than using small samples 
and large elements, which can affect the results of simula-
tions based on the CZM principles, should be used to make 
3D FDEM simulation of triaxial compression tests more 
affordable. While the parallelization scheme based on 
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multi-core CPUs and/or GPGPU is required to speed up the 
3D FDEM simulation, some other techniques such as adap-
tive contact activation approach and mass scaling may be 
used to further reduce the simulation time, too. As a matter 
of fact, in the application of FDEM for modelling solid frac-
turing including rock fracture, there has been a mystery about 
the timing of contact detection activation. For example, as is 
evident from Tatone and Grasselli [45], both Y-GEO (2D/3D) 
and Irazu (2D/3D) put all the solid elements (triangle ele-
ments for 2D and tetrahedral elements for 3D) into the list of 
contact candidate from the onset of FDEM simulation. Here-
after, this is called as the full contact activation approach. On 
the other hand, Guo [15] proposed to put selected solid ele-
ments and those around the newly broken cohesive elements 
into the list of contact candidate, which, hereafter, is called 
as the adaptive contact activation approach. However, the 
authors cannot find any literature comparing the results 
obtained using the full and adaptive contact activation 
approaches. In fact, Fukuda et al. [11] clarified that the adap-
tive contact activation approach could not be applied to 
FDEM simulation of the dynamic Brazilian test with split 
Hopkinson bar apparatus due to the occurrence of spurious 
mode, i.e. numerical instability. However, the adaptivecon-
tact activation approach may be applied for FDEM analysis 
of the fracture process of rocks under the quasi-static loading 
conditions with critical damping scheme. Thus, if the adap-
tive contact activation approach can be proven to generate 
accurate results compared with the full contact activation 
approach, the computational time of the FDEM simulation 
can be drastically reduced. Moreover, except the purpose of 
stabilizing the FDEM simulation in the ICZM scheme, the 
authors could not find any physically meaningful reason to 
use the full contact activation approach, especially during the 
intact rock deformation regime, since the rock intact defor-
mation should be expressed by the deformation of continuum 
solid elements and artificial intact behaviour of the cohesive 
elements. In this aspect, the adaptive contact activation 
approach is more physically reasonable. In any case, the 
obtained results such as stress distribution and fracture pat-
tern need to remain almost unaffected by the introduction of 
aforementioned schemes. Besides, the applicability of mass 
scaling on ICZM-based FDEM has not been investigated yet, 
which may be used to further save the computational time of 
FDEM simulations.

Accordingly, this paper aims to develop an adaptive 
contact activation approach for the self-developed GPGPU-
parallelized Y-HFDEM 3D IDE code to model quasi-static 
loading problems. Then, mass scaling technique is intro-
duced to further speed up the 3D FDEM simulations under 
quasi-static simulations and its applicability is discussed. 
After that, some considerations in the 3D FDEM modelling 
are highlighted, and a sensitivity analysis of the effect of 
loading rates on 3D FDEM simulation of the failure process 

of rocks under quasi-static conditions is conducted. Finally, 
using the GPGPU-parallelized Y-HFDEM 3D IDE equipped 
with the adaptive contact activation approach and mass 
scaling technique for further speedups, a series of triaxial 
compression tests is simulated, and the obtained results are 
compared with those from experimental observations in the 
literature.

2  GPGPU‑parallelized Y‑HFDEM 3D IDE 
with adaptive contact activation approach 
and mass scaling technique

The original Y-HFDEM 2D/3D IDE code was developed 
using object-oriented programming with visual C++ [23] 
based on the sequential open-source Y 2D/3D library 
[32, 34, 36] and OpenGL. The code has been successfully 
employed to simulate rock fracturing in various geotechnical 
engineering problems including fundamental rock mechan-
ics tests [23], rock joint shearing tests [24], rock blasting 
[2] and rock cutting [30]. However, because of the nature 
of sequential programming, it has mainly been applied to 
small-scale 2D problems using relatively rough meshes. To 
overcome this limitation, the parallel programming scheme 
using the GPGPU controlled by CUDA C/C++ was imple-
mented to develop the GPGPU-parallelized Y-HFDEM 
2D/3D IDE code in recent studies by the authors for both 
2D modelling [10] and 3D modelling [11]. In the GPGPU-
parallelized Y-HFDEM 2D/3D IDE code, the computa-
tion on the GPGPU device is controlled through CUDA C/
C++ and a greater degree of parallelism occurs within the 
GPGPU device itself. The detailed GPGPU parallel imple-
mentation of the Y-HFDEM2D/3D IDE code can be found 
in literatures [10, 11], which is omitted here. Therefore, the 
GPGPU-parallelized Y-HFDEM 2D/3D IDE code can run 
in a completely parallel manner on the GPGPU device, and 
no sequential processing is necessary, except for the input 
and output procedures. The data transfer from the GPGPU 
device to the host computer is always necessary to output the 
analysis results, the time of which is often negligible com-
pared to the entire simulation time for most Y-HFDEM IDE 
simulations. The results can be visualized in either OpenGL 
implemented in the Y-HFDEM IDE code or in the open-
source visualization software Paraview. Besides the GPGPU 
parallelization, a number of other features have been imple-
mented into the Y-HFDEM 2D/3D IDE code, which mainly 
includes the hyperelastic model for considering anisotropic 
behaviour, Mohr–Coulomb shear strength model, contact 
damping, contact friction, local damping, adaptive contact 
activation and mass scaling with viscous damping. Only 
adaptive contact activation approach and the mass scaling 
technique with viscous damping are introduced in the fol-
lowing section since they are mainly used in this study and 
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have not been studied in detail in the framework of FDEM 
before. The detailed computing performance analysis shows 
that the GPGPU-parallelized Y-HFDEM 2D/3D IDE code 
can achieve the maximum speedups of 128.6 [10] and 286 
[11] times in the case of the 2D and 3D modellings, respec-
tively, and has the computational complexity of O(N), i.e. 
the amount of computation is proportional to the number of 
the elements, which proves the high computation efficiency 
of the GPGPU-parallelized Y-HFDEM 2D/3D IDE code.

2.1  Adaptive contact activation approach

Besides the parallelization, the adaptive contact activation 
approach can be considered as a technique to further reduce 
the computational cost of the time-consuming contact detec-
tion in original FDEM formulation, which has not been 
studied comprehensively in any literature. In this approach, 

only the four-node tetrahedral finite elements (TET4s) in 
the vicinity of newly broken/failed six-node initially zero-
thickness cohesive elements (CE6s) become contact candi-
dates and are added to the contact detection list, as shown 
in Fig. 1. One advantage of the adaptive contact activation 
approach is that the contact detection and contact force cal-
culations are necessary only for the initial material surfaces 
until the broken/failed CE6s are generated, which makes the 
dramatic savings of the computational time compared with 
the full contact activation approach.

To illustrate the capability of the adaptive contact acti-
vation approach in simulation of rock fracture process, a 
UCS test is simulated using both adaptive and full contact 
activation approaches and the obtained results are compared. 
The UCS model comprises a rock cylinder with a diameter 
of 57 mm and a height of 129 mm, which is discretized 
into 695,428 tetrahedral and 1,298,343 cohesive elements. 
Accordingly, the average element size is around 1.5 mm, 
which is an appropriate element size sufficient to exclude the 
mesh sensitivity effect for the specimen size used in the UCS 
test [25]. The input parameters of the UCS model are the 
same as those used for the triaxial compression tests detailed 
in Sect. 3. The rock is loaded under an effective loading rate 
of 0.02 m/s. In the model with the adaptive contact activa-
tion approach, the TET4s around platens are added to the 
contact detection list at the beginning of the simulation, 
while in the case of the full contact activation approach, all 
TET4s in the model are subjected to the contact detection. 
Figure 2a shows the geometry of the UCS model, and the 
activated contact detection areas in the models with both 
adaptive and full contact activation approaches are shown 
in Fig. 2b, c, respectively.

Figure 3a shows the activated areas of the contact can-
didates in the rock sample with the adaptive contact activa-
tion approach after the failure of the specimen. As shown in 
Fig. 3a, the TET4s around the explicit fractures are subjected 

Fig. 1  Contact activation area of TET4s around fracture in adaptive 
contact activation approach

Fig. 2  Numerical modelling 
of UCS with adaptive and full 
contact activation methods: a 
numerical model, b adaptive 
contact activation modelling 
approach with activated contact 
area highlighted and c full 
contact activation modelling 
approach with activated contact 
area highlighted
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to the contact activation. Figure 3b, c compares the fracture 
patterns obtained from the models with both adaptive and 
full contact activation approaches, which are almost identi-
cal with very negligible differences. In Fig. 3, the damage 
variable, D, of CE6s considering mixed-mode I–II fractur-
ing varies from 0 to 1, and the CE6s with 0 < D < 1 and 
D = 1 can be considered as microscopically damaged and 
macroscopic cracking, respectively, which applies through-
out this study. Further information of the damage variable 
can be found in the authors’ former publication [11]. To 
further investigate the adaptive contact activation approach, 
Fig. 3d compares the stress–strain curves obtained from the 
simulations of the UCS test using the adaptive and full con-
tact activation approaches, in which compressive stress and 
strain are regarded as positive and tensile stress and strain 
are regarded as negative. The sign convention holds true 
throughout this study. It is evident that the obtained stress 
and resultant deformation using the adaptive contact activa-
tion approach is very close to those using the full contact 
activation approach. Therefore, the obtained results prove 
the capability of the adaptive contact activation approach in 

modelling rock fracture process is as good as the full con-
tact activation approach, while the adaptive contact activa-
tion approach can reduce the simulation time significantly. 
The 3D modelling with the full contact activation approach 
takes about 15 days plus 17 h even with the GPGPU-paral-
lelized 3D FDEM, which would take more than 12 years if 
a sequential FDEM code is used to complete the 3D UCS 
modelling using the full contact activation approach. How-
ever, it takes only 1 day and 11 h to complete the 3D UCS 
modelling with the adaptive contact activation approach. In 
other words, a speedup of 10.8 times is further achieved by 
the adaptive contact activation approach besides the GPGPU 
parallelization.

2.2  Mass scaling technique with critical viscous 
damping

The 3D FDEM is formulated in the framework of explicit 
FEM [32, 34, 36]. Moreover, Guo [15] showed that the time 
increment in 3D FDEM was mainly governed by the FEM 

Fig. 3  Fracture patterns and 
stress–strain curves from the 
UCS modelling with adap-
tive and full contact activation 
approaches: a fracture pattern 
with activated contact area high-
lighted obtained using adaptive 
contact activation approach, b 
final fracture pattern modelled 
with adaptive contact activation 
approach, c final fracture pat-
tern modelled with full contact 
activation approach and d axial 
stress–strain curves modelled 
with both adaptive and full con-
tact activation approaches



854 Computational Particle Mechanics (2020) 7:849–867

1 3

stability requirement rather than DEM stability requirement, 
which could be estimated through Eq. 1.

where Δt
cr

 is the critical time increment, � and � are Lame’s 
constants, � is density, and hmin is the minimum length of 
the edges of TET4s. Equation 1 can be used to estimate the 
time increment for 3D FDEM simulations. For 3D FDEM 
simulations of quasi-static problems, however, besides sat-
isfying the requirements of numerical stability, the time 
increment must be chosen so that the 3D FDEM simulation 
is computationally affordable. The 3D FDEM simulation of 
rock fracturing process under quasi-static loading conditions 
is a very time-consuming process, which explains why it is 
prevalent to use high loading rates and small size models in 
3D FDEM simulation of the UCS tests in some publications 
[22, 26]. However, as it will be demonstrated in the discus-
sion section, both the loading rate and the model size affect 
the stress–strain curves and fracture patterns. Thanks to the 
GPGPU parallelization and the adaptive contact activation 
approach, most 3D FDEM simulations can be completed 
drastically faster than sequential codes [11]. However, when 
large-scale rock engineering problem is modelled using 3D 
FDEM, there is still a need for a technique to speed up the 
simulation besides the parallelization and the adaptive con-
tact activation approach. It appeals as an affordable solution 
to increase the critical time increment. According to Eq. 1, 
the time increment is a function of the element size, density, 
Poisson’s ratio and Young’s modulus. The maximum ele-
ment size is limited by the fracture process zone requirement 
according to CZM. Meanwhile, changing Young’s modulus 
or Poisson’s ratio results in inaccurate simulation of intact 
rock behaviour. The density is the only parameter which 
may be used to increase the time increment since the density 
has no physically important meaning for quasi-static load-
ing problems. In the literatures, the artificial increase in the 
mass of the model is known as the mass scaling technique, 
which has been used in explicit FEM to increase the time 
increment [18]. However, the application of this technique 
in the 2D/3D FDEM simulations of quasi-static problems 
has not been investigated in detail. The main problem in the 
application of the mass scaling is its contradictory nature 
with the viscous damping concept to achieve the quasi-static 
stress state since the increase in the viscous damping results 
in the reduction in the time increment. Therefore, the appli-
cability of the mass scaling in the frame work of the 3D 
FDEM is investigated in this section using the same UCS 
test with the same input parameters as those in Sect. 2.1, in 
which the density is multiplied by a mass scaling coefficient, 
i.e. m, and the rock is loaded under an effective loading rate 
of 0.02 m/s. The following mass scaling coefficients are 

(1)Δt
cr
≈

hmin
√

(� + 2�)∕�

investigated, i.e. m = 1, 5, 10, 100 and 1000, while the cor-
responding damping factor is accordingly adjusted according 
to Eq. 2, in which h, ρ and E are the element length, density 
and Young’s modulus, respectively.

Figure 4 compares the stress–strain curves and fracture 
patterns obtained from the 3D FDEM simulations with vari-
ous mass scaling coefficients. As shown in Fig. 4a, the effect 
of changing mass scaling coefficient on the stress–strain 
curves is less significant when the mass scaling coefficient 
is less than 100. However, higher mass scaling coefficient 
(m = 1000) seems to initiate numerical instability. Moreo-
ver, the fracture pattern is not greatly affected by the mass 
scaling coefficient but fracture intensity increases with the 
increase in mass scaling coefficient, as shown in Fig. 4c. The 
mechanism of this tendency can be easily explained. In the 
mass scaling, since the mass in the system (and mass in each 
node) literally increases and since FDEM is based on the 
explicit time integration scheme, stress field under this slow 
loading condition is developed through stress wave propaga-
tion in the way that the effect of dynamic effect such as wave 
reflection is minimized by viscous damping. According to 
the elastodynamics theory, the wave speed decreases when 
the mass density is increased. Thus, when significant mass 
scaling is applied, the stresses cannot be transferred to the 
entire model effectively and rather pile up in the region near 
the loading platens. As a result, too much fracture/fragmen-
tation is enhanced with significant mass scaling. Figure 4b 
depicts the relationship between the speedup times of the 
computational time and the mass scaling coefficients, which 
shows that the application of the mass scaling technique can 
significantly save the computational time of the 3D FDEM 
simulations. From the discussion above, it is concluded that 
a moderate increase in the mass scaling coefficient (roughly 
up to 10) does not significantly affect the simulation results 
but can significantly reduce the computing time, such as 25 
times of speedups with the mass scaling coefficient of 100. 
Thus, the mass scaling technique with viscous damping in 
Eq. 2 is very useful for the 3D FDEM simulation of large-
scale rock engineering applications. It should be noted that 
in the model with m = 100, some unrealistic cracks can be 
observed. In all simulations of the compression tests in the 
following sections, m = 5.0, and corresponding critical vis-
cous damping is used.

2.3  Selection of contact penalty and artificial 
stiffness for cohesive element

In 3D FDEM simulations using the adaptive contact activa-
tion approach, ideally, the value of artificial stiffness of CE6s 
should be infinity to satisfy the elastic (intact) behaviour 
of rocks modelled by elastic deformation of TET4s before 

(2)�
critical

= 2h

√

(m�E)
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any damage and failure occur. In practice, large values are 
used as the artificial stiffness of CE6s which are sufficient 
to guarantee the effectiveness of the ICZM up to the failure 
point. On the other hand, selecting large values for artificial 
stiffness of CE6s results in decreased stable time step (Δt) 
and then longer computational time. Therefore, reasonably 
large values of the artificial stiffness of CE6s are required to 
be selected. For 2D FDEM simulations, Tatone and Grasselli 
[45] investigated the effect of the contact penalties between 
loading platens and rock and artificial stiffness of cohesive 
elements on elastic response of model based on the full con-
tact activation approach. However, there are no studies on 
selecting these parameters for 3D FDEM simulations using 
the adaptive contact activation approach. To this end, the 
same procedure used by Tatone and Grasselli [45] for 2D 
modelling is followed here for 3D FDEM simulation for a 
UCS model using the adaptive contact activation approach. 

It should be noted that in current 3D FDEM, the artificial 
stiffness of CE6s for their opening, overlapping and slid-
ing are distinguished as three different parameters. Figure 5 
compares the axial stress–strain curves for the intact lin-
ear elastic regime obtained for different combinations of 
contact penalties and artificial stiffness of CE6s (Table 1), 
which are selected to be proportional to the magnitude of 
input Young’s modulus of rock, Erock in Table 2 in Sect. 3. 
As shown in Fig. 5, the artificial stiffness of CE6s plays an 
important role in the 3D FDEM modelling of the rock elas-
tic behaviour and small values, i.e. 1 Erock and 10 Erock for 
the artificial stiffness of CE6s cannot model the rock elastic 
behaviour appropriately, while the contact penalties can be 
set as Erock. By increasing the value of artificial stiffness of 
CE6s to 100 Erock and 1000 Erock, the target elastic behaviour 
can be precisely simulated. For the calibration purpose, the 
value of contact penalty numbers between loading platens 

Fig. 4  Effect of mass scaling coefficient on the simulation of UCS: 
a axial stress–strain curves obtained from the UCS modellings with 
various mass scaling coefficients, b relationship between the speedup 

times and the implemented mass scaling coefficients and c final frac-
ture patterns obtained from the UCS modellings with various mass 
scaling coefficients
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and rock can be set to 1 Erock, while the artificial stiffness 
of CE6s is required to be at least more than 100 Erock since 
large values of contact penalties and artificial stiffness of 
CE6s can easily cause numerical instability, which eventu-
ally result in the requirement of very small time step and 
make the 3D FDEM simulation become unfeasible. The 
best combination of artificial stiffness of CE6s and contact 
penalties between loading platens and rock must satisfy the 
elastic behaviour with an appropriate time step, and the bulk 
elastic response of rock must not be affected by the existence 
of intrinsic cohesive elements up to the point of nonlinear-
ity due to micro-crack initiation near the peak. It is found 
that the elastic behaviour of rock in the 3D FDEM model-
ling can be correctly captured when the contact penalties 
between loading platens and rock are chosen as 1–10 times 
of Erock and Popen, Ptan and Poverlap as 100–1000 times of Erock 
(C5–C8 in Table 1) with the reasonable time increment in 
mind.

3  3D FDEM modelling of rock failure 
in triaxial compression tests

In triaxial compression test, a rock cylinder is loaded axially 
(σ1), while a predefined confining pressure (σ3) compresses 
the cylinder laterally. Complex failure mechanisms occur 
during the triaxial compression test of the rock. Under zero 
and low confining pressure loading conditions, the exten-
sion of axial explicit cracks causes failure and splitting of 
the specimen. After peak, sudden load drop takes place and 
a brittle behaviour is observed. As the confining pressure 
increases, the triaxial compressive strength increases and 
faulting and shearing failure become the dominant failure 
mechanism. During the post-failure stage, a strain softening 
behaviour occurs with the load drop becoming smoother and 
finally a transition from brittle to ductile takes place [13]. 
Under high confining pressure, ductile flow occurs in rock 
[19].

Nonlinear behaviour and the complex fracturing mecha-
nism of rock in the triaxial compression tests are very dif-
ficult to be addressed using conventional analytical mod-
els. Two-dimensional simulation could be a useful tool to a 
certain extent if used appropriately but a 3D modelling can 
reveal much better insights into the nonlinear behaviour and 
the complex failure mechanisms [6] since the corresponding 
fracture process is three-dimensionally complex. Although 
a number of efforts have been spent three-dimensionally 
simulating the rock fracture process in UCS, using available 
numerical techniques, i.e. distinct element method (3DEC) 
[12], finite element method (FEM) [6, 21], FEM coupled 
smooth particle hydrodynamics (SPH) technique [28] and 
particle flow code (PFC3D) [1], the number of the stud-
ies on 3D simulation of the rock fracture in the triaxial test 
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Table 1  Different combinations of contact penalties and artificial 
stiffnesses of cohesive elements

Combination Contact penalty Artificial stiffness of cohe-
sive elements

C Pn_con Popen Ptan Poverlap

C1 1 Erock 1 Erock 1 Erock 1 Erock

C2 10 Erock 1 Erock 1 Erock 1 Erock

C3 1 Erock 10 Erock 10 Erock 10 Erock

C4 10 Erock 10 Erock 10 Erock 10 Erock

C5 1 Erock 100 Erock 100 Erock 100 Erock

C6 10 Erock 100 Erock 100 Erock 100 Erock

C7 1 Erock 1000 Erock 1000 Erock 1000 Erock

C8 10 Erock 1000 Erock 1000 Erock 1000 Erock

C9 1 Erock 10,000 Erock 10,000 Erock 10,000 Erock

C10 10 Erock 10,000 Erock 10,000 Erock 10,000 Erock

Table 2  Input parameters of the numerical model

Parameter Unit Value

Density (ρrock) kg/m3 1800
Young’s modulus (Erock) GPa 12.2
Poisson’s ratio (νrock) – 0.25
Tensile strength (Ts_rock) MPa 1.2
Cohesion (crock) MPa 4.2
Internal friction angle (φrock) ° 25
Mode I fracture energy (GfI_rock) J/m2 2
Mode II fracture energy (GfII_rock) J/m2 26.5
Normal contact penalty (Pn_con) GPa 122
Artificial stiffness of cohesive element (Popen, Ptan) GPa 1220
Artificial stiffness of cohesive element (Poverlap) GPa 12,200
Friction coefficient between platens and rock – 0.1
Friction coefficient between rock surfaces generated 

by broken CE6s
– 0.5
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is very limited. Among them, Tan et al. [43] introduced a 
modified constitutive model based on the damage mechan-
ics into the FLAC3D to simulate strain localization in rock 
specimen under different confining pressure. Baumgarten 
and Konietzky [3] and Akram et al. [1] employed PFC3D 
to investigate failure process and stress–strain behaviour of 
a synthetic conglomerate under triaxial loading conditions 
although the failure planes cannot be distinguished easily in 
both studies. Egert et al. [7] simulated triaxial test of sand-
stone using an open-source FEM software known as RED-
BACK but the final fracture patterns were not modelled or 
presented in their study. As reviewed in the introduction, 
there are only two reported 3D FDEM modellings of triax-
ial compression tests. The first was conducted by Mahabadi 
et al. [26] using Y-Geo with a small-sized (17.4 mm in diam-
eter and 35.8 mm in height) sample of opalinus clay using 
a relatively large element size (2 mm for both tests) and 
a very high loading velocity (1 m/s) according to Liu and 
Deng [25]. As pointed out in Sect. 4.2, although using small 
size specimens for modelling helps to save the computation 
time, it may importantly impact the modelling results, simi-
lar to the effect of high loading rate. Later, Ha and Grasselli 
[16] simulated triaxial test of a shale using IRAZU with a 
diameter of 61 mm and a height of 122 mm. However, they 
employed an average element size of 3 mm, which is less 
likely to simulate the failure process correctly according to 
the study on the effect of the element size on FDEM simula-
tions conducted by Liu and Deng [25]. Additionally, it has 
been reported that there is a limited portion of mixed-mode 
I–II fractures in their simulations. However, based on the 
CZM principle and local orientation of cohesive elements, 
which is to be explained in detail in Sect. 4.1, it is highly 
likely to capture mixed-mode I–II fractures under any load-
ing regimes when unstructured meshes are used. Therefore, 
there is a need to assess the capability of the 3D FDEM in 
simulation of triaxial compression test. In this study, the 
GPGPU-parallelized Y-HFDEM 3D IDE code with the 
adaptive contact activation approach and the mass scaling 
technique is employed to conduct a series of 3D FDEM sim-
ulation of triaxial compression tests of rocks. The model 
comprises a rock cylinder with a diameter of 57 mm and a 
height of 129 mm, which is discretized into 695,428 TET4s 
and 1,298,343 CE6s. Accordingly, the average element size 
is around 1.5 mm, which is an appropriate element size suf-
ficient to exclude the mesh sensitivity effect for the speci-
men size used in the triaxial compression tests according 
to Liu and Deng [25]. The model is loaded axially by two 
platens with a loading platen velocity of 0.05 m/s, while the 
confining pressure (σ3) increases from 0 to 15 MPa by an 
interval of 2.5 MPa. To further reduce the computational 
time in addition to the application of GPGPU parallelization 
with CUDA, the adaptive contact activation approach and 
the mass scaling technique with a mass scaling factor m of 

5 and corresponding critical viscous damping factor in Eq. 2 
are applied to model the fracture process of rock in triaxial 
compression tests. Table 2 summarizes the input parame-
ters of the numerical model, in which the contact penalties 
between loading platens and rock and artificial stiffness of 
CE6s are determined according to the method introduced in 
Sect. 2, while other input parameters are determined against 
UCS and BTS laboratory tests of a limestone.

To maintain hydrostatic conditions, the confining pres-
sure linearly increases up to a predefined confining pres-
sure level with the increase in axial load. After the confin-
ing pressure reaches the target predefined level, the axial 
load further increases until rock failure. Figure 6i depicts 
the stress–strain curve from the FDEM simulation of the 
triaxial compression test with zero confining pressure, i.e. 
UCS. Figure 6ii illustrates the simulated progressive rock 
fracture process at different loading levels labelled A, B, 
C in Fig. 6i. Before the onset of nonlinearity stage, micro-
cracks are initiated and randomly distributed within the 
rock specimen (point A in Fig. 6i). Up to this stage, the 
stable crack growth has occurred in the rock compared 
with experimental observations [46]. As the loading con-
tinues, the growth and localization of unstable microscopic 
cracks commence and continue until the peak stress of the 
stress–strain curve is reached (point B in Fig. 6i). The onset 
of dilatancy occurs early in this stage when the nonlinear 
behaviour takes place. Subsequently, the coalescence of 
micro-fracture forms macroscopic cracks, which results 
in the loss of bearing capacity of the rock specimen. The 
numerical simulation of the UCS test shows that the initia-
tion and propagation of micro-cracks along loading direc-
tion lead to propagation of unstable macro-cracks, which 
result in creation of shearing planes (point C in Fig. 6i). The 
angle between the final failure plane and direction of axial 
load varies between 20° and 30°, which is in agreement with 
reported experimental observations [37]. The rapid drop in 
bearing capacity shows the complete failure of rock occurs 
due to the extension of the failure planes to the ends of speci-
men. Therefore, the GPGPU-parallelized Y-HFDEM IDE 
is able to model the process of rock failure under uniaxial 
loading condition including: the local initiation and growth 
of micro-cracks, the formation and propagation of macro-
cracks and the coalescence of macro-cracks resulting in the 
macroscopic failure [37].

Similarly, the failure process of rock and associated dif-
ferential stress–strain curve under a moderate confining 
pressure, i.e. 7.5 MPa, and a high confining pressure, i.e. 
15 MPa, are shown in Figs. 7 and 8, respectively. Compared 
with the UCS test simulation, and as it was expected accord-
ing to the literatures [46], both failure strength and strain of 
rock increase with the confining pressure increasing. Moreo-
ver, as the load increases to the ultimate load, the propaga-
tion of micro-cracks occurs quickly, and relatively a higher 
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number of isolated micro-cracks develop into the rock before 
the onset of nonlinearity stage when confining pressure is 
applied. As loading continues, unstable cracks initiate and 
propagate, which are more intense and localized in compari-
son with UCS test. Finally, macroscopic shear planes appear 
in rock after reaching to peak load.

Figure 9i compares the axial stress vs axial strain curves 
and the axial stress versus lateral strain curves obtained from 
the 3D FDEM simulations of the triaxial compression tests 
under various confining pressures, while the volumetric 
strain vs axial strain curves are shown in Fig. 9ii. As it can 
be seen, the mechanical behaviour of the rock specimen is 
significantly affected by the confining pressure. While brittle 
failure occurs at zero and low confining pressures, ductile 
failure becomes obvious in higher confining pressures. Fig-
ure 9ii shows that at zero confining pressure, i.e. the UCS 
condition, firstly the contraction gradually increases as the 
axial strain increases. Then, the dilation increases suddenly 
at the post-failure stage. As the confining pressure increases, 

the transition from contraction to dilation becomes smoother. 
Figure 9iii illustrates the final fracture patterns from all the 
simulations of triaxial compression tests under different con-
fining pressures. It is shown in Fig. 9iii that the specimen 
under zero confining pressure fails with the development 
of shear and near-vertical failure surfaces, which split the 
rock specimen into two or three parts. The failure surfaces 
are inclined at about 20°–30° to the axial loading direc-
tion in the uniaxial loading regime. According to Santar-
elli and Brown [41], rock failure in uniaxial loading con-
dition is due to the extension of vertical failure surfaces, 
which stop near the ends of the rock specimen. Paterson 
and Wong [37] stated that both vertical and shear failure 
planes could occur in the uniaxial compression test. The 3D 
FDEM simulation illustrates the extension of both vertical 
and shear surfaces under uniaxial loading conditions. When 
the confining pressure is relatively low, i.e. 2.5 MPa, the 
extensional failure planes do not propagate to the ends of 
the rock specimen but are inclined to axial loading direction 
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with low angles. As confining pressure increases to moder-
ate level, i.e. 5–10 MPa, several shearing planes developed 
at relatively larger angle, i.e. 30°–40°, inclined to the major 
principle stress or axial loading direction. Additionally, more 
failure surfaces appear in the model, which is compatible 
with experimental observations [41]. In the triaxial compres-
sion tests with higher confining pressures, relatively larger 
number of failure surfaces develop in the model, which are 
narrow compared with those in the case of lower confining 
pressures, and the failure surfaces are highly inclined to the 
axial loading direction. Therefore, the obtained results from 
the simulations show a tendency of the increase in the angle 
between the failure plane and the axial loading direction 
with the confining pressure increasing similar to the experi-
mental observation reported by [37]. Moreover, based on the 
experimental observations [37], the confining pressure could 
cause an increase in the volume change of the specimen, as 

the number of induced cracks and failure planes increases 
with the increase in confining pressure. This dilation behav-
iour, in terms of lateral and volumetric strains in Fig. 9(i–ii), 
is simulated well using 3D FDEM.

Figure 10 plots Mohr circles using the peak strengths 
obtained from the 3D FDEM simulations of the triaxial com-
pression tests under various confining pressures, in which 
a failure envelope is drawn tangential to all Mohr circles. 
It is shown in Fig. 10 that the bulk cohesion simulated by 
3D FDEM is around 5 MPa, which is 19% higher than the 
input cohesion of the CE6s as given in Table 2. Moreover, 
the bulk internal friction angle is determined as 30 degree, 
which is 20% higher than the input internal friction angle of 
the CE6s in Table 2. It should be noted that the input param-
eters are micromechanical parameters [45], and a combina-
tion of input micromechanical parameters, element size and 
mesh topology defines the resultant behaviour of the model. 

Fig. 7  Simulation of the triaxial test with a confining pressure of 7.5 MPa: i stress–strain curves, and ii rock failure process: (A) initiation and 
propagation of microscopic cracks before the peak stress, (B) unstable crack propagation at the peak stress and (C) post-failure fracture pattern
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This explanation is further supported by others’ studies in 
literature, too. For example, Lisjak et al. [22] conducted 3D 
FDEM simulation of the UCS test of flowstone reported by 
Tatone [44], in which the input cohesion of 20 MPa as one of 
the micromechanical properties is about 20% higher than the 
obtained result of 16.4 MPa from the experiments [44], i.e. 
around 21.9% increase in the input cohesion compared with 
that from the experiment observations. Thus, the numeri-
cally simulated macroscopic behaviour of rocks should be 
calibrated against experimental data. The mechanism of the 
difference between the input micromechanical parameters 
and modelled macroscopic parameters is further discussed 
in Sect. 4. Therefore, the 3D FDEM simulation of triaxial 
compression test proves the capability of the Y-HFDEM IDE 
with the adaptive contact activation approach and the mass 

scaling technique in simulating all characteristics of rocks in 
triaxial compression tests under various confining pressures 
such as the increase in rock compressive strength and strain 
at peak stress, softening behaviour for relatively lower con-
fining pressure, transition from brittle to ductile and resulted 
failure patterns with the increase in confining pressure.

4  Discussion

A realistic 3D FDEM simulation of rock fracturing process 
relies on a good understanding of the principal of CZM 
and other effective factors in addition to input parameters. 
Besides the input parameters, there are three important 
issues which must be paid attention to in the 3D FDEM 

Fig. 8  Simulation of the triaxial test with a confining pressure of 15 MPa: i stress–strain curves, and ii rock failure process: (A) initiation and 
propagation of microscopic cracks before the peak stress, (B) unstable crack propagation at the peak stress and (C) post-failure fracture pattern
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simulation of rock fracturing process. The first is the fact 
that the 3D FDEM method is a mesh-dependent technique, 
and the failure mode as well as the fracture pattern are sig-
nificantly affected by element size and mesh orientation. The 
second factor is that the 3D FDEM is a dynamic method in 
nature, and the dynamic relaxation is implemented in 3D 
FDEM to simulate quasi-static loading conditions, in which 
the loading rate must be chosen correctly. The third impor-
tant factor is that the computational cost of 3D FDEM simu-
lation of rock fracturing increases with the model size since 
the requirement of maximum element size no bigger than the 
length of the fracture process zone must be satisfied in the 

area where fracturing process is modelled. These important 
aspects are discussed in the following sections.

4.1  Effect of meshes

Munjiza and John [33] conducted the mesh sensitivity analy-
sis for 2D FDEM and concluded that finite elements could 
increase the accuracy of the calculation of stress and strain 
fields near crack tip and failure loads. Camacho and Ortiz 
[5] proved that the mesh size dependency of the 2D cohe-
sive model could be avoided when the mesh size was kept 
small enough to resolve the fracture process zone. Guo et al. 
[14] conducted the mesh sensitivity analyses by modelling 
a single tensile fracture propagation and three-point bend-
ing tests using 3D FDEM and stated that the size of the 
cohesive elements was required to be selected on the basis 
of the material properties and should not exceed a specific 
range. Liu and Deng [25] further investigated the effect of 
cohesive element size on 2D FDEM simulation of rock frac-
ture process and concluded that very fine cohesive elements 
with maximum element size no bigger than the length of the 
fracture process zone must be used in the area where fracture 
process is modelled. Different numbers have been suggested 
as the minimum number of required elements within cohe-
sive zone, i.e. fracture process zone, from 2 to no more than 
10 elements [47]. Meanwhile, the lengths of cohesive zone 
(lcz) could be estimated as a function of Young modulus (E), 
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critical energy release rate (Gc) and maximum interfacial 
strength (σmax) through Eq. 3 for different loading condi-
tions, i.e. mode I and mode II.

In Eq. 3, M is a variable which varies between 0.21 and 1 
[47, 48]. Therefore, the calibrated parameters against micro- 
and meso-scales models are not necessarily applicable for 
macro-scale simulations in 3D FDEM modelling, which 
explains the differences between the input and modelled 
cohesion and friction angle in the 3D FDEM modelling 
of triaxial compression tests in Sect. 3 although the cho-
sen small element size satisfies the requirements discussed 
above. On the other hand, the chosen small elements make 
the 3D FDEM modelling become computationally expen-
sive, which is made feasible thanks to the GPGPU paral-
lelization, adaptive contact activation approach and mass 
scaling technique implemented into Y-HFDEM 3D IDE. For 
3D FDEM simulations of large-scale engineering applica-
tions, other remedies such as multi-scale analysis may still 
be needed to make sure that the maximum element size is 

(3)l
CZ

= ME
G

c

�2

max

not bigger than the length of the fracture process zone in the 
area where fracture process is modelled. Otherwise, the 3D 
FDEM simulations of the large-scale engineering applica-
tions using the input parameters identified through the cali-
bration against laboratory-scale tests have no qualitatively 
and quantitatively reasonable meaning.

Moreover, unstructured meshes with cohesive elements 
inserted could introduce local stress or strain anisotropy and 
extra toughness into the 3D FDEM modelling. In terms of 
modelling rock materials, the induced anisotropy could be 
considered as an advantage rather than a disadvantage, since 
rock is naturally an heterogenous material. For unstructured 
mesh, the influences of cohesive element size discussed 
above are even more evident in 3D FDEM due to three-
dimensionally complex interlocking and frictional effects. 
In this sense, it may be unreasonable to try to capture pure 
mode I or mode II failures using the unstructured mesh in 
3D FDEM simulation. To explain this concept in detail, 
Fig. 11a, b shows the topological relationships between the 
loading conditions and the TET4s in the cases of the struc-
tured meshes for the loading conditions causing mode I and 
mode II crack deformations, respectively, in which loading 
directions are indicated by the blue arrows. In Fig. 11, o and 
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s represent the opening and sliding displacements, respec-
tively, of CE6s. As shown in Fig. 11a, b, the opening and 
shearing displacement vectors between crack surfaces can 
easily take place along the boundary of TET4s in favour 
of local orientation of the TET4s. For example, the pure 
opening, i.e. pure mode I crack deformation, occurs along 
the vertical direction and is perpendicular to the fracture 
plane in Fig. 11a, while the displacements in the other 
directions are zero or close to zero. Figure 11b shows pure 
shearing condition, i.e. pure mode II crack deformation, in 
which the relative shear displacement between crack sur-
faces occurs only in the horizontal direction within x–z plane 
and shearing is parallel to the fracture surface. Accordingly, 
pure mode I and mode II failures can be captured in the 
simulations with structured meshes if the resultant fracture 
plane aligns well with the structured element boundaries. 
However, in the case of unstructured mesh (Fig. 11c), under 
the same loading conditions as Fig. 11a, i.e. mode I, it is 
unlikely that pure mode I or II failure takes place along the 
TET4s’ boundaries and the loading is unlikely to cause pure 
opening and pure shearing along the boundaries of TET4s, 
and the fracture plane consisting of the CE6s with random 
orientations are deemed to make irregular angle with respect 
to the loading direction indicated by the blue arrows. Hence, 
it is highly possible that mix mode I–II fractures are cap-
tured when unstructured elements are used in FDEM simula-
tions. Therefore, the loading condition is not the only factor 
which affects the type of failure, and mesh topology plays 
an important role as well. Accordingly, in the interpretation 
of obtained results, the modelling of pure mode I and mode 
II fracture should be a function of element orientations in 
addition to loading conditions.

4.2  Effect of loading rates

Loading rate is another effective factor in all FDEM simu-
lations of rock fracture process under both quasi-static and 
dynamic loading conditions. For quasi-static loading con-
dition such as that in the 3D FDEM simulation of the tri-
axial compression tests, the correct selection of loading rate 
becomes a very important factor since the computational 
time significantly increases with the decrease in loading rate, 
while higher loading rate may significantly affect obtained 
results. Both numerical and experimental observations have 
revealed that the increase in the loading rate results in the 
increase in the energy in the testing system, micro-branching 
of cracks and crack speed [5, 51], fracture toughness and 
failure stress [4]. Mahabadi et al. [26] three-dimensionally 
simulated UCS and BTS tests of a relatively small rock 
specimen comparing to standard tests using Y-Geo with a 
loading velocity of 1 m/s, and the results clearly showed 
that multi-fracture propagation around the centre of the BTS 
models, which could be due to the high amount of energy 

introduced into the model by the high loading velocity of 
1 m/s. It is also worth mentioning that the same velocity of 
loading platens does not mean the same loading rate when 
the sample size is smaller, i.e. the increase in the strain rate 
with smaller sample occurs, while the simulation time can 
be reduced. Later, Lisjak et al. [22] improved Mahabadi 
et al.’s [26] simulation by applying an effective loading rate 
of 0.1 m/s, which seems to be more reasonable to model the 
quasi-static loading condition, although the size of the UCS 
numerical model was much smaller than the actual size of 
the rocks used in the laboratory experiment [44]. In addition, 
the generation of cracks from curved free faces of the BTS 
disc are found which can be considered as a typical dynamic 
effect in Lisjak et al. [22]. Guo [15] investigated 3D FDEM 
modelling of the BTS tests of rocks under different loading 
rates and showed that both fracture pattern and obtained 
peak load could be affected by the loading rate when it is 
higher than 0.02 m/s for the sample size of 40 mm with the 
average element size of 1.5 mm. This section investigates 
the effect of loading rate on 3D FDEM simulation and the 
aforementioned triaxial test with zero confining pressure, i.e. 
UCS of a relatively homogenous limestone, is modelled as 
an example, whose size is the same as that in the laboratory 
test. For the convenience of making comparison with the 
results obtained by Guo [15], which modelled the BTS tests 
of a sample with a diameter of 40 mm and a thickness of 
15 mm, the BTS tests are also modelled using the GPGPU-
parallelized 3D FDEM and the diameter of the rock sample 
is the same as that in the UCS test simulation, while the ratio 
of the thickness to the diameter is 0.5. An average element 
size of 1.5 mm is selected for both UCS and BTS models and 
the loading rates of 0.02 m/s, 0.1 m/s, 0.2 m/s and 1 m/s are 
applied on the models to simulate the quasi-static loading 
conditions with the adaptive contact activation approach. 
Figure 12 compares the axial stress versus axial strain curves 
obtained from the 3D FDEM simulations of UCS and BTS 
tests under different loading rates, which shows that the fail-
ure stress in the BTS simulation decreases with the decrease 
in loading rate, while in the UCS simulation, the decrease in 
the peak stress only occurs with the loading rates decreasing 
from 1 to 0.2 m/s although the post-failure stages are affected 
by the loading rates. From the fracture patterns illustrated 
in Fig. 13a, it can be seen that the intensity of rock fractur-
ing increases with the increase in loading rate in the BTS 
simulation, especially in the regions around the central line 
of the model and near the platens, where multiple fracturing 
and even fragmentation take place, which are often observed 
under dynamic loading conditions. In the UCS simulation, 
with the loading rate increasing, a significant change of the 
fracture pattern has not been observed except the case with 
the loading rate of 1 m/s but the intensity of the fracturing 
is increased evidently. Therefore, the 3D FDEM UCS and 
BTS simulations prove that the loading rate affects both the 
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stress–strain curves (especially peak stress and post peak 
curve) and fracture patterns, which reveals that the applica-
tion of high loading rates in some literatures may not satisfy 
the quasi-static loading condition. On the other hand, small 

loading rate increases the simulation time significantly and 
the parallelization scheme such as the GPGPU paralleliza-
tion together with the adaptive contact activation approach 
becomes necessary for the 3D FDEM simulations.
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Fig. 12  Effects of loading rates on stress–strain curves: a indirect tensile stress versus axial strain curves from the simulation of the BTS tests 
under various loading rates and b axial stress versus axial strain curves from the simulation of the UCS tests under various loading rates

Fig. 13  Effects of loading rates on final fracture patterns: a) numerical model and corresponding fracture patterns from the simulation of the 
BTS tests under various loading rates and b) fracture patterns from the simulation of the UCS tests under various loading rates
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4.3  Effect of specimen sizes under constant loading 
platen velocity

As it is well-established that the application of cohesive ele-
ments intrinsically introduces the characteristic length scale 
and characteristic time [40], results of the 3D FDEM are also 
sensitive to the element size and loading rate since the 3D 
FDEM is based on the CZM for simulating rock fracture. Liu 
and Deng [25] investigated the effect of the model size on the 
2D FDEM simulation of UCS and BTS tests using 2D Y-GEO 
and concluded that the strength of the specimen increases with 
the specimen size decreasing, which seems to be consistent 
with the size effect usually observed for rocks. Unfortunately, 
in their study, increasing element size was used to mesh the 
models with the specimen size increasing to reduce the com-
putational cost. The 3D FDEM simulation is more computa-
tionally intensive than the 2D FDEM simulations. To reduce 
the computational time, small size samples, compared with 
the actual size of the sample used in experiments, are more 
prevalent used in 3D FDEM simulations in the literatures 
[22, 26]. Therefore, it is important to investigate the effect 
of changing the sample size without changing the element 
size and the loading rate using 3D FDEM models. With this 
motivation, the 3D FDEM simulation of the UCS test is inves-
tigated, while the element size and the loading rate are kept 
constant. Four rock cylinders with the diameters of 20 mm, 
30 mm, 40 mm and 50 mm, and a length/diameter ratio of 
2.5 were selected. They were discretized into TET4s with a 
nominal average size of 1.3 mm and were then loaded uni-
axially with a constant loading rate of 0.1 m/s. Correspond-
ingly, nominal strain rate is different for each sample size, i.e. 
smaller sample is subjected to higher strain rate. Figure 14 
shows the stress–strain curve together with the final fracture 
patterns obtained from the 3D FDEM simulations. It can be 
seen that both peak strain and peak strength increase with 
the decrease in sample size. In addition, the fracture tends 
to develop more regionally in smaller specimens, while they 
develop diametrically along the specimen in larger speci-
mens. Since the applied strain rate becomes higher for the 
smaller sample, the obtained results do show the important 
characteristics of the CZM in the way that the application 
of cohesive elements intrinsically introduces the loading rate 
dependency, i.e. strength increase with higher applied strain 
rate [40]. Therefore, it is questionable to calibrate the input 
parameters for the 3D FDEM simulations against small size 
specimen without carefully scaling the loading rate, i.e. when 
the sample size is changed, the speed of loading platen must 
be carefully calibrated. The most important indication here 
is that the strength increases as shown in Fig. 14 with the 
decrease in specimen size and is not caused by the size effect 
of CZM but rather caused by the loading rate effect of CZM. 
Thus, obtained results must not be misunderstood as the mod-
elling of size effect usually observed in rocks.

5  Conclusion

FDEM has become a very useful numerical tool to simu-
late rock fracturing process in recent decades. Although 2D 
FDEM has been extensively calibrated against experimental 
data and used to simulate rock engineering problems by an 
increasing number of researchers, the study on 3D FDEM, 
especially the 3D FDEM simulation of the fracturing process 
of rocks under quasi-static loading condition, is very lim-
ited, which is, without any doubt, due to the very intensive 
computation of the 3D FDEM. Thanks to the paralleliza-
tion, the self-developed GPGPU-parallelized Y-HFDEM 3D 
IDE code is able to three-dimensionally model the complex 
fracturing process of rocks under various loading conditions 
which would not be possible if a sequential FDEM code 
is used. However, due to the nature that FDEM is based 
on explicit dynamics, further speedups are needed for 3D 
FDEM to model the fracture of rocks involving in long time 
scale, such as the fracture of rock under static and quasi-
static loading conditions. Correspondingly, an adaptive 
contact activation approach and a mass scaling technique 
with critical viscous damping are implemented into the 
GPGPU-parallelized Y-HFDEM 3D IDE to further speed 
up 3D FDEM simulations. A series of 3D UCS modelling 
is then conducted using the GPGPU-parallelized Y-HFDEM 
3D IDE and the obtained results are compared to check the 
effects of the adaptive contact activation approach, the full 
contact activation approach and the mass scaling tech-
niques with various mass scaling coefficients. It is found 
that the stress–strain curve and fracture pattern obtained 
using the adaptive and full contact activation approaches 
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show negligible differences but the modelling with the adap-
tive contact activation approach is 10.8 times faster than 
that with the full contact activation approach. Therefore, 
for static and quasi-static loading conditions, the adaptive 
contact activation approach can be implemented to further 
speed up 3D FDEM besides the parallelization. However, 
the occurrence of spurious/unstable modes should be care-
fully checked depending on the target problems, especially 
those under dynamic loading conditions. Moreover, it is 
noted that the effect of the mass scaling coefficient is not 
significant if it is less than 100. Thus, at least 25 times of 
further speedups can be achieved by the mass scaling tech-
nique although further higher times of speedups are pos-
sible with bigger mass scaling coefficients, in which the 
obtained results are more and less affected. After that, the 
selection of the contact penalty and artificial stiffness of the 
cohesive elements in the GPGPU-parallelized Y-HFDEM 
3D IDE is analysed. It is found that in order to reasonably 
capture the intact behaviour of rocks using 3D FDEM, the 
opening, tangential and overlapping artificial stiffnesses of 
cohesive elements must be chosen high enough, i.e. about 
100–1000 times of the elastic modulus of the modelled 
rocks, while the contact penalty can be chosen much lower, 
i.e. about 1–10 times of the elastic modulus of the mod-
elled rocks. Moreover, taking the advantage of the drastic 
speedups of the adaptive contact activation approach and 
the mass scaling approach with critical viscous damping, 
the GPGPU-parallelized Y-HFDEM 3D IDE is applied to 
model the fracture process of rocks in triaxial compression 
tests under various confining pressures. The obtained axial 
stress–axial strain curves, axial stress–radial strain curves, 
volumetric strain–axial strain curve and rock fracture pro-
cesses are compared with those from laboratory observa-
tions in the literatures and good agreements are found 
between them. The obtained peak strengths under various 
confining pressures are also quantitatively analysed against 
the Mohr–Coulomb theoretical model. It is concluded that 
the 3D FDEM has simulated all important characteristics of 
rocks in triaxial compression tests under various confining 
pressures such as the increase in rock compressive strength 
and strain at peak stress, softening behaviour for relatively 
lower confining pressure, transition from brittle to ductile 
behaviours and resulted failure patterns with the increase in 
confining pressure. Finally, the effects of meshes, loading 
rates and specimen sizes are discussed. It is found that the 
mixed-mode I–II fractures are highly possible, i.e. very rea-
sonable, failure mechanisms when unstructured meshes are 
used in the 3D FDEM simulation. For modelling quasi-static 
loading conditions using the 3D FDEM, the loading rate 
should be smaller than 0.2 m/s to avoid significant effects 
of the loading rate. Therefore, it can be concluded that the 
adaptive contact activation approach and the mass scaling 
technique can further significantly speed up the 3D FDEM 

modelling besides the GPGPU parallelization and the fur-
ther speeding-up Y-HFDEM 3D IDE is able to simulate the 
complicated fracturing process of rocks under quasi-static 
loading conditions.
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