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Abstract
The reduction of energy consumption is an increasingly important topic of the railway system. Energy-efficient train control 
(EETC) is one solution, which refers to mathematically computing when to accelerate, which cruising speed to hold, how 
long one should coast over a suitable space, and when to brake. Most approaches in literature and industry greatly simplify 
a lot of nonlinear effects, such that they ignore mostly the losses due to energy conversion in traction components and aux-
iliaries. To fill this research gap, a series of increasingly detailed nonlinear losses is described and modelled. We categorize 
an increasing detail in this representation as four levels. We study the impact of those levels of detail on the energy optimal 
speed trajectory. To do this, a standard approach based on dynamic programming is used, given constraints on total travel 
time. This evaluation of multiple test cases highlights the influence of the dynamic losses and the power consumption of 
auxiliary components on railway trajectories, also compared to multiple benchmarks. The results show how the losses can 
make up 50% of the total energy consumption for an exemplary trip. Ignoring them would though result in consistent but 
limited errors in the optimal trajectory. Overall, more complex trajectories can result in less energy consumption when 
including the complexity of nonlinear losses than when a simpler model is considered. Those effects are stronger when the 
trajectory includes many acceleration and braking phases.

Keywords  Train trajectory optimization · Energy-efficient train control (EETC) · Dynamic efficiency · Power losses in 
railway vehicles

List of symbols
ATO	� Automatic train operation
DAS	� Driver advisory system
EETC	� Energy-efficient train control
GPS	� Global positioning system
GTO	� Gate-turn-off thyristor
IGBT	� Insulated-gate bipolar transistor
NOREG	� No regenerative braking
REG	� Regenerative braking
RMS	� Reduced maximum speed
PMSM	� Permanent magnet synchronous motors
E	� Total energy
EL.Pdep	� Energy losses dependent from the mechanical 

power
EL.Pind	� Energy losses independent from the mechanical 

power

ER	� Energy for the resistance
EL.nonl	� Energy losses due to nonlinearities
EIC	� Energy irreversibly consumed
EKin	� Kinetic energy
EPot	� Potential energy
�	� Efficiency
F	� Mechanical traction force at wheel
PA	� Power for accelerating
PBD	� Power consumed by the dissipative brakes
PBR	� Power in the regenerative brakes
PIn	� Power input
PIC	� Total power irreversibly consumed
PL	� Power losses
PL.Pdep	� Power losses dependent from the mechanical 

power
PL.Pind	� Power losses independent from the mechanical 

power
PL.nonl	� Power losses due to nonlinearities
PMech	� Power output mechanical at wheel
PR	� Power for the resistance
�	� Nonlinearities and error term
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c0	� Constant power-independent losses
c1, c2, c3	� Constants for the Davis formula
s	� Space
t	� Time
t+	� Travel time buffer
v	� Speed

1  Introduction

The reduction of energy consumption is an increasingly 
important topic for mobility. According to the energy strat-
egy of the Swiss Federal Council, the entire transport sector 
should reduce its energy consumption by around 50% until 
2050 [1]. The railway system already has a high energy effi-
ciency compared to private mobility; nevertheless, it must 
also contribute to this. In order to approach this goal, one 
direction is to implement vehicle improvements [2–5]. A 
different direction is to improve operations and usage of the 
current vehicles. The energy-efficient train control (EETC) 
is one of cases in the latter direction. The EETC aims to 
reduce the energy consumption on a trip from an origin to 
a destination in a given travel time, from a starting speed to 
an ending speed, by driving a specific speed profile. One key 
solution is to use the available additional running time which 
is planned in the timetable (travel time buffer), compared 
to the minimum technically possible, driving slower and 
consequently using less energy [6, 7]. The two objectives 
of running time and energy are conflicting, and we target 
minimize energy, given a travel time.

It is known that when energy is lost only to accelerate and 
overcome driving resistance (i.e. no regenerative braking, no 
losses due to energy conversion, no consideration of energy 
not related to traction), the optimal solution to the problem 
of determining the EETC trajectory consists of the sequence 
of four modes: maximum acceleration, cruising, coasting 
and maximum braking [6, 7]. In reality, train vehicles are 
using routinely regenerative braking; and there are losses 
due to the energy conversion in the vehicle components (e.g. 
motors), which have complex, nonlinear characteristics. 
Those losses with increasing realism and detail have been 
considered in very few publications which consider detailed 
vehicle models. The available state of the art shows that the 
optimal speed profile, when those factors are considered, 
might deviate from the theoretical solution [8–10].

This paper contributes to the topic with the following 
research contributions in this direction, answering:

•	 How to model the energy usage for realistic railway vehi-
cles at system level, balancing precision, possibility for 
a mathematical description computational ease. This 
includes energy used for traction (to accelerate and to 
overcome resistance), energy lost in energy conversion at 

multiple levels and in multiple vehicle components (both 
factors which are dependent on the power exchanged and 
factors which are independent of the power exchanged) 
and the nonlinear non-constant efficiency in the energy 
conversion flow. We propose a categorization of increas-
ing modelling realism and complexity, which comes at a 
higher computational costs and required data. This allows 
us to discuss what is the added value of complexity.

•	 How to make a detailed analysis and numerical estima-
tion of the difference in the energy optimal trajectories 
given a target travel time when an increasing amount of 
realism is included. Different modelling levels are identi-
fied and discussed (e.g. traditional EETC trajectory with 
only running resistance, up to the inclusion of nonlinear 
non-constant efficiency) in their relative improvement 
towards energy reduction. We study the usefulness of 
the increasing realism, from the point of view of action-
ability, and cross-differences in control actions sug-
gested; estimation errors; and implementability, linked 
to the task of actually following a complex trajectory by 
a vehicle and a driver.

Those goals are accomplished by considering multiple 
energy usages at once. Moreover, we consider variable effi-
ciency (i.e. the ratio between power output and power input) 
using a look-up table (which can represent non-continuous 
and nonlinear characteristics) with high resolution in speed 
and force, fitted to the industrial specification of the engines 
and conversion technologies. With this information, we can 
set up a standard discretized network of space–time speed, 
which we use to find the set of Pareto-optimal trajectories, 
minimizing energy, given a bound on the travel time. Over-
all, the different levels of details in modelling losses have 
a very large range of estimated energy consumption, which 
directly impacts the dimensioning of energy systems. The 
usage of the travel time buffer saves much energy; the rela-
tive differences in the trajectories, which are optimal for 
different levels of detail in modelling, are also substantial. 
Furthermore, technological improvements in the electrical 
components might additionally save energy. The complex-
ity of implementing energy-efficient train speed profiles and 
taking care of nonlinearities and highly detailed models asks 
for advanced driver advisory systems or automated train 
operations. Only those are able to track the complex speed 
trajectories computed.

The paper is organized as follows: Sect. 2 is a literature 
review. Section 3 describes the problem, from the energy 
flow in a rail vehicle to the identification of energy losses 
and proposes increasing levels of realism in modelling those 
effects. Section 4 reports on the algorithm used to determine 
the optimal trajectories under increasing realism and the 
associated results in complete trajectories. Section 5 sum-
marizes the results.
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2 � Literature review

The following literature review starts with an overview 
of the EETC before going in depth to the papers closer to 
this paper’s focus.

In 1953 a simple mathematical, non-computer-based 
method for using the travel time buffer to reduce energy 
consumption was described; however, it cannot guaran-
tee to find the optimal solution [11]. Ichikawa described 
1968 probably the first computer-based energy optimiza-
tion approach able to determine an EETC [12] (as reported 
by [10, 13]). In the years that followed until today, there 
is much research on different approaches about the EETC.

One problem is to mathematically determine the shape 
of the solutions to the EETC problem, which several 
approaches have studied [13, 14]. For example, analyti-
cal approaches [15], semi-analytical Lagrange multipli-
ers [16], numerical evolutionary algorithms [17, 18] or 
dynamic programming [8, 9] have been used to achieve 
this goal. The solution of the EETC problem is also 
dependent on (external) environmental influences, such 
as slope influences [19], uncertainties in the timetable 
[20] or uncertainties in the driving resistance force due 
to different strength of the wind [21]. In the last decades, 
the EETC has been studied comprehensively in terms of 
mathematical approaches and influences from the outside. 
Nevertheless, the description of the EETC problem used in 
most academic approaches uses strongly simplified vehi-
cle models. The frequently used assumption is to consider 
the traction energy only, i.e. assuming that energy is only 
spent to overcome driving resistance and kinetic energy 
is lost when braking. This means regenerative braking, 
losses in the energy conversion, traction components and 
auxiliaries are very often ignored, apart from a few excep-
tions, some of which are discussed later.

Regenerative braking is used in the Swiss electric rail 
systems since more than 100 years [22, 23] to prevent 
overheating of the braking system during downhill driv-
ing of mountain railways. In many other countries, large-
scale use only began in the last few decades. Regenerative 
braking complicates the EETC problem by the need to 
consider also positive energy flows from the vehicle back 
to the power source. In the current state of the art, regen-
erative braking is often ignored [20, 21], or otherwise very 
simplified, such as a constant negative traction force. In 
reality, the maximum force of regenerative braking is not 
constant but speed-dependent due to technological factors 
such as the brake power hyperbola, the pull-out torque 
of the induction motor, aspects from the control technol-
ogy, and limitations from electrical circuits [7, 10, 24–26]. 
When those factors are considered, the electrical braking 
force can change, over the speed spectrum, more than a 

factor 2 or disappear completely in certain speed ranges 
[7, 24]. This fact is ignored in most research papers [7].

Losses in the energy conversion chain and traction com-
ponents arise in the traction components needed for driving 
(e.g. the motor, the power inverter). On electric rail vehicles, 
these traction components enable the conversion of the elec-
trical energy from the overhead line into mechanical energy 
for the traction force at the wheel [27]. Energy conversion 
causes energy losses [27]. For one electric 6100 kW vehicle, 
these losses can be up to around 1000 kW [28]. These losses 
can be identified, for example, by waste heat. Usually, these 
losses are simplified and described with a constant efficiency 
between total power input and power output [7, 10, 29].

In reality, the efficiency is not constant but rather vari-
able; in other words, dynamic. The current speed and trac-
tion force are the most important factors for describing it. 
Given those two factors, moreover, the functional form is 
nonlinear and non-continuous (changes stepwise, based on 
different engine regimes). Only very few papers consider a 
variable efficiency dependent on speed and traction force 
by a pre-specified continuous function [8–10, 29–31]. Spe-
cifically, Ghaviha et al. [10] have considered the dynamic 
efficiency for EETC and reported that only Franke et al. [8, 
9] are known to have considered such a level of detail before.

Auxiliary power consumption arises because each rail 
vehicle needs energy for auxiliary components necessary 
for safe driving and to keep the traction equipment in the 
running regime (e.g. the motor cooling fan). The energy 
consumption of the auxiliary components can be, for the 
6100 kW vehicle mentioned above, up to 150 kW [28]. 
This is strongly influenced by the operating time and can be 
significantly reduced during a standstill due to component 
shutdowns [3, 10, 28–30]. To the best of our knowledge, this 
relatively small energy consumption, which can be estimated 
at around 2.5% of the maximum mechanical power at wheel, 
is usually ignored in the current EETC models. As a note-
worthy exception, Ghaviha et al. [10] have considered it, but 
in a simplified manner.

We call vehicle component losses the sum of losses due 
to traction components and those due to the auxiliary com-
ponents. The magnitude was quantified empirically on an 
analysis of energy counting of 49 regular Intercity train runs 
between the Swiss cities Zürich and Luzern (60 km away, 
less than an hour travel time, 2 intermediate stops) [32]. 
After deducting the regenerative energy, the breakdown 
of total energy consumption in its sources was as follows: 
the vehicle components losses consumed 32.5%, the driv-
ing resistance 24.3%, the non-regenerative brakes absorbed 
15.1% and passenger comfort systems (e.g. light and heat-
ing) consumed 28.1% of the total energy required for the 
trip. It should be emphasized that these analyses only repre-
sent an order of magnitude because they strongly depend on 
the driving profile and various other influencing variables 
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[29, 30]. However, these measurements show that vehicle 
component losses significantly influence energy consump-
tion. The present paper tackles the challenge of exploiting 
the potential to reduce the total energy consumption once 
vehicle component losses are modelled in detail.

One possible way to reduce the energy losses in the vehi-
cle components is to improve the vehicles by means of inno-
vative technology, design, engineering and construction. For 
instance, switch off motors [33, 34], switch off auxiliaries at 
standstill [3], or use highly efficient power inverter [4, 5]. A 
different stream is to reduce energy consumption by develop-
ing a model, able to solve the EETC problem, considering 
with sufficient detail a highly detailed vehicle model. In this 
direction, we discuss more in detail the work of Franke et al. 
[8, 9], Ghaviha et al. [10], Xiao et al. [35], and Scheepmaker 
and Goverde [7].

Franke et al. [8, 9] compared two trajectories deter-
mined by optimal train control approaches under different 
assumptions. The first case considers the standard EETC 
assumptions, resulting in the optimal trajectory following 
maximum acceleration, cruising, coasting and maximum 
braking. The second case considers dynamic efficiency, 
depending on traction force and speed. To find the opti-
mal trajectory in both cases, they simplified the problem 
by a coordinate transformation into an equivalent kinetic 
energy per mass. They used dynamic programming and a 
lookup table to determine the stepwise contributions of 
speed changes towards the total energy and travel time. 
The total travel time is given. When comparing with the 
trajectory of minimum running time, the results show that 
total energy consumption is reduced by 14% with standard 
EETC strategy and by 25% when the dynamic efficiency 
is considered. This latter trajectory does not use coasting 
as much as the former one. The authors thus conclude that 
the coasting strategy is not optimal in case of dynamic 
efficiency. However, the generality and transferability of 
these values are limited because the two strategies use 
different kinds of braking. The EETC uses both regen-
erative and non-regenerative (dissipative) braking, while 
their dynamic efficiency approach uses only the regen-
erative brakes, which is bounded by a nonlinear function. 
Due to this difference, it is difficult to separate the effects 
of the consideration of dynamic efficiency (compared to 
the standard EETC) from the effects of complete usage of 
regenerative brake usage (compared to using dissipative 
brakes). Moreover, they do not describe which specific 
factor, considering the dynamic efficiency, should result in 
which difference for the optimal trajectory. The paper does 
not go deep into explanations or analyses and the fact that 
the dynamic efficiency approach does not use maximum 
acceleration at higher speeds.

Ghaviha et al. [10] considered dynamic losses focus-
ing on implementing a driver advisory system (DAS) for 
Android devices. Several compromises were necessary to 
handle limited device performance, including pre-com-
puting many data. A simplified function for modelling 
the dynamic efficiency dependent on power and speed 
is used, based on fitting a bi-dimensional polynomial to 
some industrially measured values. This system gives 
traction force recommendations only at discrete moments 
(each kilometer point) and not continuously. This results 
in issues in handling precise positioning, including GPS 
reception problems. Moreover, the driver receives recom-
mendations to adjust the traction force only section-wise. 
Their optimized trajectory diagrams show that considering 
constant efficiency contains maximum acceleration and 
coasting; considering dynamic efficiency does not use 
the maximum acceleration and does not use coasting. In 
general, they describe many details about the algorithm 
and implementation of the Android DAS; however, not 
many are about the description of the resulting optimal 
trajectory.

Xiao et  al. [35] addressed dynamic efficiency when 
optimizing the trajectory to result in minimal energy con-
sumption. They reported a comparison between a current 
approach and an automatic train operation (ATO) strategy, 
but neither was described in detail. For the comparison, only 
one route was considered, with different downhill gradients 
during the acceleration phase and different uphill gradients 
during the deceleration phase. Due to this, it is not possible 
to identify whether a change in the trajectory is due to a 
switching point or a change in gradient. Neither the scenario 
nor the description is suitable to quantify the dynamic effi-
ciency impact on the acceleration and coasting behaviour.

Scheepmaker and Goverde [7] used a train model 
extended by considering nonlinear bounded regenera-
tive braking. It came to the result that this braking system 
influences the optimal cruising speed and the speed at the 
beginning of the braking phase. However, their train model 
remains still simplified as it considers constant efficiency. 
Even though they did not use dynamic efficiency, they sug-
gested that future research consider when more realistic cal-
culations are required.

Approaches to reduce power consumption in railway 
operations have also reached industrial applications. A 
driver advisory systems DAS system was developed and 
introduced for the Swiss Federal Railway [36]. Depending 
on the current situation on the railway network, the drivers 
might get a recommendation to reduce the speed. On the one 
hand, this enables saving energy due to the reduced speed. 
On the other hand, energy-intensive braking and accelerating 
on operational signal stops can be avoided. This approach 
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only recommends a speed profile with a reduced maximum 
speed (RMS). Coasting or a variable speed profile are not 
included. Due to this, the federal office of Transport funded 
the research of this paper to determine the potential for fur-
ther development in trajectory optimization.

To summarize, there is much research of high mathemati-
cal abstraction and quality, using more or less simplified 
vehicle models, which confirms that the optimal EETC tra-
jectory consists of the four modes: maximum acceleration, 
cruising, coasting and maximum braking [6, 17, 18, 21]. 
However, there is very little research which uses increas-
ingly detailed complex models of vehicles and their trac-
tion components. In this latter case, the trajectories show 
differences from the EETC. This can be due to the specific 
multiple aspects of characterising losses, the confidential-
ity of data, and complex mathematical modelling, to result 
in practical scientific insights. However, the only common 
point that can be proven based on the published state of the 
art, and only qualitatively, is that maximum acceleration is 
not used at higher speeds. In this paper, we report some 
results from an industrial project [29, 30, 37], extended and 
put in relation to the current state of the art. This justifies the 
aim of this paper to describe and investigate the influence of 
increasingly detailed models of vehicles towards determin-
ing the energy-optimal trajectory when losses due to vehicle 
components, dynamic efficiency, and the possibility to use 
mechanical and regenerative braking are included.

3 � Rail vehicle energy flow and energy 
consumption

3.1 � Vehicle energy flow

We here describe the energy flow of rail vehicles, which 
occurs on a journey from a point A to B. This enables under-
standing where and why energy is consumed in a rail vehicle 
and losses occur. We later show how to model those losses 
mathematically. We call energy flow the physical energy 
(e.g. mechanical energy and electrical energy), which is 
transferred or converted in the considered technical system. 
During a train operation, there is an energy flow, which 
means energy is converted between different kinds of energy. 
This energy flow, which starts with the supplied energy, is 
needed to generate mechanical energy (which results in the 
movement) and finally causes that energy is being consumed 
and energy losses occur.

Figure 1 describes the simplified energy flow in a typical 
rail vehicle during a rail operation for a given trip between 
an origin and a destination. We follow the top line from left 
to right, which is the most common part. To reach the des-
tination, energy is required, which is usually supplied from 
outside. This energy can be electrical, fuel, coal or other 
kinds of energy. Directly from the supplied energy or via the 
traction components, there is an energy flow to the passenger 
comfort systems to enable heating, air conditioning, light 

Electrical energy

Mechanical energy
Vehicle

components Potential energyKinetic energy

Passenger
Comfort systems

- movement
- acceleration resistance

- gradient resistance

Driving resistance
and curve resistance

E.g. generation of
thermal energy,
radiation heat, ...

Supplied energy

or fuel, or coal,
or others Regeneration

e.g. with electrical 
energy supply

Vehicle component losses
(traction and auxiliaries)

Energy dissipating
brakes

E.g. generation of air
turbulences, wear,
losses through friction, ...

E.g. thermal energy,
compressed air, cooling,
gear, ...

E.g. heating, light,
toilets, power sockets
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D
energy low depending

on vehicle design

Comfort system and component basis 
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Power-independent
Arises as long the 
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supplied energy and 
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timetable by an optimized trajectory.

g
Total energy consumption and losses  (Energy irreversibly consumed)

Fig. 1   Simplified visualization of the energy flow during a usual rail operation for a train run between points A and B (based on Refs. [6, 27, 
29–32, 39, 41, 58])
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and other systems. For locomotion, there is an energy flow 
from the supplied energy via some traction components, 
which can convert the energy to mechanical energy. During 
this conversion, a part is lost due to the limited efficiency 
of the traction components (e.g. in thermal energy). The 
bottom part of Fig. 1 reports the types of losses identified 
in this paper.

The mechanical energy contains kinetic energy (for 
locomotion) and potential energy (to overcome the gradient 
resistance in the case of slopes). Due to energy conservation, 
there is a direct exchange and energy flow between kinetic 
and potential energy. To overcome the driving resistance and 
curve resistance there is an energy flow from the mechani-
cal energy. During braking or downhill trips, energy flows 
reduce the mechanical energy; for instance, there can be an 
energy flow from the mechanical energy to the energy dis-
sipating brakes or back to the supplied energy if regenerative 
brakes are used.

3.2 � Overview of the energy consumption and losses

The energy flow shows that some energy is transformed 
during rail operation, but a part of the supplied energy is 
consumed and/or losses are generated. Mechanical energy is 
required for the movement. The kinetic and potential energy 
can vary along the trip and can be reversibly generated. For 
instance, regenerative braking can feed back energy which 
does not count towards the total consumption. However, 
kinetic energy can also be lost, for instance, during brak-
ing with energy-dissipating brakes. We are interested in the 
total energy consumed, i.e. what is not available any more 
after the operations have been performed, and not in the 
energy stored temporarily as kinetic energy, which can be 
regenerated later on. We rather talk not about the energy 
consumption but rather the energy lost after the operations. 
The energy which is lost is transformed in an irreversible 
manner (for instance, into heat, noise) and is not available 
for further rail operational usage. This is the focus of the 
paper; we therefore call this energy irreversibly consumed 
(short EIC ), and describe the following aspects, which gener-
ate energy losses (compare also Fig. 1, bottom boxes):

•	 Dissipated energy due to the use of energy-dissipating 
brakes: This energy irreversibly consumed is due to the 
usage of energy-dissipating brakes, which do not convert 
energy back via regeneration. Brakes are needed, e.g. to 
reduce the speed of a vehicle or to avoid acceleration on 
a downhill trip. This can be, e.g. mechanical pad brakes, 
track brakes, electrical resistor brakes, counter-pressure 
brakes [25, 26, 38].

•	 Energy consumption to overcome the train resistance: 
This energy irreversibly consumed overcomes the resist-
ance of the train to movement. Typically, such resist-

ances are modelled by the quadratic speed-dependent 
Davis formula, possibly with extra factors for the tunnel 
or curve resistance [27, 31, 39, 40].

•	 Energy losses in traction components and auxiliaries: 
This energy irreversibly consumed is due to energy losses 
in the traction components (e.g. motors, power converter, 
and gear) and the auxiliaries (e.g. motor fan). Auxiliaries 
consume energy and enable the operation of the traction 
components. The power losses in the traction compo-
nents (e. g. motors) arise due to physical reasons. In gen-
eral, they can be modelled as a total efficiency of energy 
conversion � , being less than one (𝜂 < 1) . In other terms, 
to result in a given mechanical power output at wheel 
PMech , a total of ( 1∕�)PMech must be supplied as power 
input PIn . The difference between PMech and PIn identifies 
the total power losses PL . To put it differently, the PL are 
equal to 

(
1

�
− 1

)
PMech . The efficiency as a scalar constant 

number is a simple way to describe the entire vehicle 
system and traction chain.

•	 Energy consumption due to comfort systems or for the 
preservation of transport goods: This energy irreversibly 
consumed primarily arises due to the requirements of 
the customer. Comfort systems are required on passen-
ger trains, e.g. light, heating, air-conditioning and laptop 
power sockets. On freight trains, energy is required to 
preserve the transport goods, e.g. cooling systems during 
food transport. Reducing the energy losses of comfort 
systems or preserving transport goods are not the focus 
of this optimization and the EETC.

Overall, many of those factors have many dependencies. 
Resistances change on, e.g. atmospheric conditions (time 
and space specific); driving in curves (infrastructure spe-
cific); driving in a tunnel or not (infrastructure specific); 
design of bogies, wheel and track (vehicle-type specific); 
revision/refit/improvement of some vehicle (specific of 
vehicle family and revision status); condition of the spe-
cific bogies, traction chain component in a specific vehicle 
(compared to a typical train-template) (vehicle specific) [27, 
31, 39–41].

Some of those phenomena can be included, e.g. in 
extended kinematic formulas, such as the Davis formula, 
when made specific to the vehicle and infrastructure. In the 
following, we assume that all effects of resistances are con-
stant and can be described by the Davis formula so that we 
can highlight and focus on the energy conversion aspects, 
which represent the core of this paper. We are also able to 
study two cases of the same trains (Re460) but of different 
revision families and show the impact of new electric com-
ponents in the same vehicle and the same resistance.

In general, the total energy E consumed can be com-
puted by Eq. (1) as the integral of the mechanical traction 
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forces F at the wheel over space (i.e. distance) s , or the 
integral of PMech over time t :

where s1 and s2 are respectively start and ending location 
of the given trip; t1 and t2 , the starting and ending time, and 
similarly v1 and v2 , are the starting and ending speed; all 
those are normally given in the EETC problem. The varia-
tion potential energy ΔEPot for both of those locations is also 
given. The variation in kinetic energy ΔEKin depends on the 
starting and ending speed. The F(s) can be further divided 
in its positive component (when accelerating) and negative 
component (when braking with regenerative brakes). We 
label PA for the power for accelerating, PBD for the power 
consumed by the dissipative brakes and PBR for the power in 
the regenerative brakes. Overall, at any time step Δt there is

where PMech and PR are described, respectively, as follows:

The total power irreversibly consumed PIC , with regen-
erative braking only ( PBR = 0 ), can then be modeled by 
Eq. (5) as the sum of PL and the power needed to overcome 
the resistance PR . The paper will focus mostly on those 
two sources of power irreversibly consumed. We label 
three components, namely PL.Pdep for the power-depend-
ent losses, which are constant proportion to the mechani-
cal power; PL.Pind for the mechanical power-independent 
losses, which are a constant value;  PL.nonl for the collected 
power nonlinearities and further modeling errors.

The EETC is confronted with problems where ΔEKin

Δt
 and 

ΔEPot

Δt
 both are constant, and can therefore be ignored. We 

can finally define the EETC problem as the trajectory v(t)  
and traction force F(t) , given s1, s2, t1and t2, that satisfy 
argmin

v(t),F(t)
PIC . We will then formally consider either the PIC 

(1)

E =

s2

∫
s1

F(s)ds

=

t2

∫
t1

PMech(t)dt,

(2)
ΔEKin

Δt
+

ΔEPot

Δt
+ PMech + PBD + PL = PIn,

(3)PMech = F ⋅ v = PA + PBR + PR,

(4)PR = v
(
c1 + c2 ⋅ v + c3 ⋅ v

2
)
.

(5)PIC = PL + PR =

(
1

�
− 1

)

⏟⏞⏞⏟⏞⏞⏟

PL.Pdep

PM + c0
⏟⏟⏟

PL.Pind

+ �(F, v)
⏟⏟⏟

PL.nonl

+ v
(
c1 + c2 ⋅ v + c3 ⋅ v

2
)
.

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

PR

or the energy irreversibly consumed EIC in our study. The 
EETC problem can be formally described by Eq. (6):

3.3 � Energy losses in traction components 
and auxiliaries: vehicle component losses

Out of the previous section’s list, the paper focuses on energy 
losses in traction components and auxiliaries; we denote 
them together as vehicle component losses. We will speak 
of energy and power losses; to derive the energy losses, we 
need to integrate power losses over the total trip time.

As shown in Fig. 1, the vehicle component losses can be 
divided into different parts. There is a part which cannot be 
influenced by the trajectory optimization in a given timeta-
ble and remains as long as the train is not fully switched off 
at a depot or parking facility (e.g. power for control com-
puters, train protection system, and driver cabin heating). 
The current trend is that this part is reduced by the usage 
of retrofitted or new vehicles, which can switch off vehicle 
components at a standstill. Here, we identify two concepts: 
standstill and switched off. Standstill corresponds to any 
moment when the speed is null. This includes, e.g. commer-
cial stops and waiting in front of signals. Auxiliaries, in this 
case, are typically still running. Instead, the train is switched 
off when parked longer at a parking location, not providing 
service to passengers (auxiliaries are typically switched off). 
Due to this, those losses cannot be reduced, so these types of 
losses are not considered in the current paper. The focus is 
instead on the part of the vehicle component losses, which 
can be reduced by trajectory optimization in a given timeta-
ble (also assuming a variable travel time buffer).

The vehicle component losses are quantitatively reported 
in Fig. 2, which is a real-life base for our analysis. Figure 2a 
reports the real-life measured losses as a function of speed 
and traction force, while Fig. 2b shows the resulting effi-
ciency of the total traction chain. Both plots describe the 

same real-life vehicle type of the Swiss Federal Railways.
Figure 2a shows a surface describing the power losses PL 

(vertical axis), given speed v and traction force F . We will 
call “force–speed” diagrams in what follows. The surface 
increases with both speed and traction force and is bounded 
on the horizontal domain by the power hyperbola (the engine 

(6)
argmin

v(t),F(t)

t2

∫
t1

PIn(t)dt =
argmin

v(t),F(t)
EIC.
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has a physical power limitation). The surface shows that 
there is an approximate dependency between the power 
losses and mechanical power. The mechanical power PMech 
is the product of the speed v and traction force F , be this lat-
ter positive (accelerating) or negative (braking by means of 
a regenerative brake). When using only dissipative brakes, 
the used mechanical power from the engine is 0. We call the 
power losses that can be described well by this dependency 
as power-dependent losses. Further, Fig. 2a shows that a 
certain amount of power losses remains independent from 
the mechanical power. See in Fig. 2a; when v > 0 and F = 0 , 
PMech = 0 , but PL > 0 . These losses can only vanish if the 
components are completely switched off; this can be done 
both at a standstill and when the train is switched off. We 
call this additional part, which can be approximated by some 
constant, as power-independent losses. Due to the power-
independent losses, the total efficiency of the traction chain 
(and consequently of the vehicle), which is the ratio between 
the mechanical power at the wheel and the power in input, is 
very low at low speeds and low traction forces.

This effect is described specifically in Fig. 2b, which 
reports the measured efficiency of the entire traction chain, 
again depending on speed and traction force; low efficiency 
is black, high efficiency is green. Due to further complex 
nonlinear influence, the best efficiency is not on the maxi-
mum power (which would be the upper-right boundary cor-
responding to the power hyperbola), but it lies somehow 
more in the middle, see the green area. Figure 2b also shows 
nonlinearities and discontinuities (jumps) in real-life effi-
ciency. In other words, the efficiency changes with both the 

vehicle speed and traction force; we call this combination 
the engine operating point. In what follows, we investigate 
how to optimize trajectories by ensuring the engine oper-
ating points which describe the entire trajectory result in 
overall smallest losses.

Figure 2, which is equivalent to diagrams already pub-
lished in [31, 42, 43], shows that the efficiency and power 
losses are nonlinear and complex in real vehicles. The com-
plexity and the nonlinearities are the results of the following 
aspects, which describe how every single component of a 
traction chain has specific nonlinear complex losses:

•	 On electric rail vehicles, the electricity results in heat 
losses which depend on the square of the electric current 
[44].

•	 Electric motors and transformers have hysteresis losses 
and eddy current losses, which are nonlinear [45, 46] and 
can be described by variable efficiency charts or maps 
[31, 47–49]. For transformers and asynchronous motors, 
the losses can be divided into constant power-independ-
ent losses and additive power-dependent losses [50, 51]. 
Those losses depend on technology and construction: in 
the case of motors and transformers, this is caused due 
to basic magnetization, which requires energy indepen-
dently from the output [44, 51]. In order to reduce these 
losses, e.g. unnecessary motors are increasingly being 
switched off if it is technically possible [33].

•	 Mechanical components like gears and bearings have a 
nonlinear characteristic, dependent on force and speed 
[29, 52].
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Fig. 2   Diagrams of losses and resulting traction chain efficiency of the traction chain of the Swiss Federal Railway locomotive series Re 460 
(using a 3-point-GTO-power inverter), as depending on the engine operating point, delivered from the manufacturer: a losses of the entire trac-
tion chain, dependent on the speed and traction force ( PLosses(F, v) ); b vehicle efficiency �(F, v) . The green area has the best efficiency, yel-
low and red intermediate values, black the lowest efficiency. The resolution of these diagrams is 1 km/h and 1 kN. For generating these maps, 
the entire traction chain was considered. For instance, in b a jump in efficiency due to the power inverter clocking frequency change can be 
observed. Numerical values are not reported due to confidentiality. The traction chain schema can be found in the Appendix (see Fig. 11)
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•	 The power inverter has losses depending on the clocking 
frequency, which changes with the engine speed. This 
generates losses due to the basic clocking and is depend-
ent on the power and speed, with some discontinuities and 
jumps [5, 10]. The discontinuity can also be observed in 
Fig. 2b and arises due to clocking frequency changes.

Note that not only electric traction components have 
such nonlinear losses. They occur also on diesel engines 
[31, 53–56].

Also, note that a part of the power-independent losses, 
which are included in Fig. 2, arises due to several auxiliary 
components. In [10], the losses due to those auxiliaries are 
described with a constant value. They can disappear when 
the vehicle is at a standstill or switched off [3, 28–30, 43].

3.4 � A classification of increasing level of complexity 
in modelling energy flows

Due to this high complexity, it is understandable how the 
research has been obliged to simplify those effects in math-
ematical models. We propose a classification to compare 
the different simplification steps of the energy irreversible 
consumed EIC . We will use the suffix of a level to classify 
the complexity in modelling energy flows. Thereby the com-
plexity increases with the increasing level. We will call it 
long level of complexity in modelling energy flows or just 
‘level’ for short. Table 1 and the following paragraphs give 
an overview of the levels of complexity in modelling energy 
flows. In subsequent denotations, L0, L1, L2 and L3 stand 
for Levels 0, 1, 2 and 3, respectively.

3.4.1 � Level 0: No vehicle components losses

This is the simplest case for modelling the energy flow. Most 
EETC optimization approaches consider a constant, unitary 
efficiency � = 1 and ignore all losses and power consumption 
in the vehicle components. In case of non-regenerative brak-
ing, the optimization would match the usual EETC approach 
(see e.g. [19–21]). This approach considers the total energy 
irreversibly consumed EIC.L0.NOREG as sum of resistance and 
energy lost in dissipative braking:

Equation (7) also considers that some energy might be 
stored in the system as kinetic energy, which will be reduced 
later point to reach a target speed. If no regeneration is 

(7)
EIC.L0.NOREG =

t2

∫
t1

PR(t) + PBD(t)dt

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Contains losses until the current time point

+ΔEKin.

considered, this variation in kinetic energy can be done only 
by dissipative brakes. We prefer to use Eq. (8) as equivalent 
expression where this kinetic energy does not need to be 
identified and instead consider only the integral of positive 
mechanical traction forces at the wheel or mechanical power 
at the wheel:

In the case of regenerative braking, the mechanical power 
and the traction force will also be integrated over their negative 
values, and dissipative brakes are not used. Only the driving 
resistances losses must be minimized, and the energy irrevers-
ibly consumed can be evaluated (see Eq. (9)):

3.4.2 � Level 1: Vehicle component losses as a constant 
proportion of mechanical power

At this level, the total vehicle efficiency 𝜂 < 1 is described 
by a single constant value � for all engine operating points. 
This simplification is justified by the physical fact that an 
engine’s higher mechanical power output generates more 
power losses. This is the most used case if the EETC con-
siders traction component losses (e.g. used by [7]). For 
determining the energy optimal trajectory with this level, 
Eq. (10) can be used for describing the energy irreversibly 
consumed EIC.L1:

(8)

EIC.L0.NOREG =

t2

∫
t1

max
{
PMech(t), 0

}
dt =

s2

∫
s1

max {F(s), 0}ds.

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Usual EETC approach,

here used for L0.NOREG

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Contains additional

dissipative brakes losses before occurring

(9)EIC.L0.REG =

t2

∫
t1

PR(t)dt.

(10)

EIC.L1 =

t2

∫
t1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

PR(t) + PBD(t)
⏟⏟⏟

In the following zero

because of

100 % regeneration

+ PL.Pdep(t)
⏟⏞⏞⏟⏞⏞⏟

Constant proportion

of mechanical power

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

dt

=

t2

∫
t1

�
PR(t) +

�
1

�
− 1

�
PMech(t)

�
dt.
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3.4.3 � Level 2: Vehicle component losses as the sum 
of a constant proportion of mechanical power 
plus a constant value independent of mechanical 
power

By considering a power independent part, the previous 
level of detail is extended. The physical justification for 
this form comes from the previously described power-
independent losses, which arise in the traction chain. It 
is a sufficiently complex simplification of the reality. We 
could find no application of this level in the literature. 
However, it is useful to introduce it, as it is a very sim-
ple model with a perceivable effect on the trajectories. To 
determine the energy optimal trajectory with this level, 
Eq. (11) can be used for describing the energy irreversibly 
consumed EIC.L2:

3.4.4 � Level 3: Description of vehicle component losses 
with high detail, considering dynamic efficiency

The engines in rail vehicles can be operated at different 
engine operating points. A change in speed or traction 
force leads to a change in the engine operating point. The 
traction component’s efficiency is not constant but depends 
on the engine operating point. This level describes the 
losses with high quality and can arbitrarily consider the 
nonlinearities and discontinuity jumpings. It was used 
with maps by [8, 9] and simplified with nonlinear func-
tions (and no discontinuity jumps) by [10]. In general, 
engine data for this level can be precisely described by the 
usage of high-resolution loss- and efficiency-maps [29–31, 
43, 48, 49, 54, 55]. The only approximation error of this 
class of models is in the possible effects, which do not 
depend only on force and speed, but for instance, on the 
accumulated temperature on the electrical components; or 
depending on other variables which cannot be expressed 
as dependent on speed, force, acceleration or mechanical 
power. For the energy optimal trajectory with this level, 
the Eq. (12) can be used:

(11)

EIC.L2 =

t2

∫
t1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

PR(t) + PBD(t)
⏟⏟⏟

In the following zero

because of

100 % regeneration

+ PL.Pdep(t)
⏟⏞⏟⏞⏟

Constant proportion

of mechanical power

+ PL.Pind
⏟⏟⏟

Constant value

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

dt

=

t2

∫
t1

�
PR(t) +

�
1

�
− 1

�
PMech(t) + c0

�
dt.

4 � Evaluation of the different classes 
of models

The goal of this section is to compare trajectories, which are 
derived when optimizing for the different levels introduced, 
to describe the losses from vehicle components. To enable 
this, we use an optimization algorithm, which is described 
in Sect. 4.1. Then, we focus on specific influences towards 
different driving modes like cruising, acceleration and decel-
eration. Finally, we compare full trajectories.

4.1 � Goal and structure of the optimization 
algorithm

We are dealing with the movement of trains; our solution 
space includes train trajectories (i.e., when and how much 
to accelerate, which cruising speed to hold, how long should 
one possibly coast over a suitable space, and when and how 
much to brake). We solve the traditional EETC problem, 
that is we want to determine the series of control actions 
(acceleration and braking over time), and consequently 
speed and space over time, such that the total energy con-
sumed for a task of going from a location s1 at a speed v1 
to a location s2 at a speed v2. The solution trajectory is the 
kinematic description of those control actions in terms of 
speed, acceleration/braking. The total energy of a trajectory 
is the total irreversibly consumed energy evaluated at the 
end of the trajectory.

As standard, we start by determining the trajectory of 
minimum time. Compared to this, we consider extra travel 
time t+ and enforce that the train must arrive at the end 
location within t+ of the fastest trajectory. We represent t+ 
as a percentage of the minimum running time, as is usual 
in timetable planning. To more comprehensively study this 
problem, we study the entire Pareto front of trajectories; 
i.e. we determine all trajectories that minimize total energy, 
given a set of t+. For the sake of simplicity, we call those 

(12)

EIC.L3 =

t2

∫
t1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

PR(t) + PBD(t)
⏟⏟⏟

In the following zero

because of

100 % regeneration

+ PL(F(t), v(t))
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

Include const value,

constant proportion

of mechanical power

and nonlinearities

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

dt

=

t2

∫
t1

�
PR(t) +

�
1

�
− 1

�
PMech(t) + c0 + �(F, v)

�
dt.
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Fig. 3   Schematic visualization of the used grid: a macroscopic view of the possible acceleration and deceleration; b detail enlargement, which 
shows standard nodes, and the additional nodes only used to model coasting

Table 1   Overview of the level of complexity in modelling energy flows

Note: These levels aim to describe the component losses; each of them can be handled with and without regenerative braking—here we use only 
Level 0, the no regenerative energy dissipating brake

Level of complexity in 
modelling energy flows

Power-dependent losses Power-independent losses Nonlin-
earities and 
discontinuity 
jumps

Usage of 
regenera-
tive
brake

Detail level of vehicle compo-
nent losses and comment

0 – – – No Component losses are com-
pletely ignored; constant 
efficiency ( �(F, v) = 1)

Yes The case, which does not use 
the regenerative brake is 
called “Level 0 NOREG”; 
the case with regenerative 
brake “Level 0 REG”

1 Included (proportional to 
PMech)

– – Yes Simple approximation of 
losses proportional to 
PMech , constant efficiency 
�(F, v) = �

2 Included (proportional to 
PMech)

Included (constant c0) – Yes Improved approximation of 
losses

3 Included (proportional to 
PMech)

Included (constant c0) Included as 
nonlinear 
factor 
�(F, v)

Yes Highly detailed description, 
very close to the reality
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“energy-optimal trajectories given a travel time t+” just as 
energy-optimal trajectories. We try to keep this Pareto analy-
sis for most of the paper and focus on a single t+ value for 
a single analysis only. In reality, t+ is often normatively 
designed to be 5% or 7%. Such a t+ is then considered in 
the timetable design. We assume trains will arrive punctually 
and do not tradeoff a further energy-reduction with delayed 
arrival.

The problem of finding those energy-optimal trajectories 
can be solved by a variety of methods which have been pro-
posed in the literature. As a background, we describe the 
approach used here, with no claim that it substantially con-
tributes to the state of the art, as it is dynamic programming 
on a discretized solution space. We remark that given the 
nonlinearities and complex expressions, indirect methods 
cannot help, and direct methods computing constructively 
the trajectory must be used. Moreover, due to the various 
components’ interplay, there are few to no global pruning or 
heuristics that one can use for all levels. Hence, the resulting 
algorithm is relatively simple.

We use a speed–space discretized grid which identifies 
states, represented as nodes. This grid is built with uniformly 
sampled space values of 100 m, as shown in Fig. 3. We con-
sider uniformly sampled speed values at two levels of detail, 
as explained later. We can only consider trajectories which 
connect nodes of this two-level grid at successive spaces, 
depending on the applied traction force or braking. For any 
possible force or braking, the resulting speed and travel time 
and energy can be computed. By summing up all travel times 
and all energies, we can compute the total travel time and 
total energy consumption.

The grid size is typically determined as a tradeoff 
between computation requirements and approximation. If 
the grid would be too large, fewer operation points in the 
traction force diagram can be chosen for accelerating and 
decelerating. This would not result in noticeable difference 
when looking at a speed diagram. However, in the resulting 
path through the traction force diagram, it can be observed 
that only operation points above or below the highest effi-
ciency with a zigzag can be reached, and no stable con-
tinuous path. Finally, the trajectory would not be along the 
lowest energy consumption, above a certain threshold for 
the grid size. This threshold depends on the calculation and 
train parameters, and some preliminary testing was done. 
For our parameters, we determined that a grid size must be 
smaller than approximately 1 km/h by 100 m or 0.5 km/h 
by 200 m. We use a maximum step size of 0.25 km/h to be 
much below the threshold.

A double-level grid is considered as follows. For the 
normal acceleration, deceleration and cruising, we have a 
coarser grid, uniformly sampling speed with a step size of 
100 m and 0.25 km/h (see Fig. 3a). For coasting, we have 
an additional finer grid (see Fig. 3b), with the possibility 

to consider speeds at the level of detail of 0.01 km/h. This 
finer grid is not complete; i.e. only one arc is considered, 
which matches the coasting action, depending on the current 
speed (i.e. on the previous node). The grids are such that 
the more fine-grained nodes can be reached only by means 
of a coasting action while applying any other type of speed 
change will have to be matched to a node of the coarser, 
regular grid.

We remark following aspects for our simulation: No rules 
are used to limit the calculation amount (e.g. by limiting 
the speed range or considering only 4 actions: maximum 
acceleration, cruising, coasting and maximum braking). We 
also do not consider intermediate target constraints on speed 
(e.g. the train path envelope of [20], or a pre-specified cruis-
ing speed) but optimize from the beginning to the end. We 
use a very small threshold for determining dominance of a 
trajectory over another one, compatible with the machine 
resolution enabled by our environment (Matlab). Thereby 
dominated trajectories are removed in both time and energy; 
non-dominated one are kept; in case multiple trajectories 
have the same time and energy one is kept randomly. For 
very low speed we consider a rougher detail, and provide 
later a justification for this. The maximum speed change 
depends on the resolution of the grid and of course, on the 
technical possibility of the vehicle. It is further should be 
noted that below 20 km/h, nodes are used only to model 
acceleration/braking from/to a standstill, and cruising at this 
slow speed is not considered optimal.

The optimization process works iteratively with a loop 
starting from the first waypoint and continues over each 
waypoint until the last; the number of trajectory-variants 
increases by adding trajectory-segments during each itera-
tion (we call trajectory-segments to describe the segments 
of a trajectory between two waypoints, and call trajectory-
variants to describe the number of various trajectories con-
taining more than one trajectory-segment). The Appendix 
(Figs. 12 and 13) shows more in detail the simulation struc-
ture as a series of detailed flowcharts. The optimization loop 
can be divided into four parts.

The first three parts add all technically possible trajectory-
segments until the next waypoint. The first one is for the 
regular trajectory-segments, which describe acceleration, 
deceleration and keeping speed in the coarse grid (blue in 
Fig. 3). The second adds all technically possible coasting tra-
jectory-segments and transfers them to the finer grid (green 
in Fig. 3). The third adds the after-coasting trajectory-seg-
ments, which are used to transfer the trajectory-variants back 
after coasting from the finer to the coarser grid (red in Fig. 3).

In the final fourth part of the loop, the number of trajec-
tory-variants is reduced on each node by considering Pareto 
dominance. Each trajectory-variant is discarded if there is 
another trajectory-variant which is faster and simultaneously 
has a smaller total energy consumption.



269Increasing realism in modelling energy losses in railway vehicles and their impact to…

1 3Railway Engineering Science (2024) 32(3):257–285

The final result is a list of non-dominated trajectories on 
the Pareto front between travel time and energy. This ena-
bles us to determine the optimal one, given any target travel 
time. These four parts are the same for each level introduced 
and described in this paper. We only change the equations 
(mentioned in Sect. 3) and parameters for calculating the 
trajectory-segments depending on the level.

The number of trajectory-variants depends on the level. 
L0 REG generates the highest amount. At any (space, 
speed) node, there can be more than 100,000 trajectory-
variants. Depending on the level, grid solution, length and 
amount of saving controlling data, the storage demand is 
between approximately 5 and 100 GB RAM for the simula-
tion, by calculation time between single minutes up to 72 
h. Due to the high resolution, at L0 REG we further refine 
very small numerical instabilities by filtering trajectories 
which alternate coasting with accelerating over successive 
nodes, i.e. those where the coasting phase is broken into 
two successive intervals, separated by just a node spent 
non-coasting.

Note that the particularly long calculation time results 
from the many variants; we consider a very high reso-
lution, using no pruning based on constraints, to reduce 
variants or computation. Further, it is a simple algorithm 

not exploiting parallel computing. This was necessary to 
be sure to avoid possible faults due to a complex algorithm 
and avoid removing the most energy-efficient variant. With 
a slightly larger grid and a much more complex algorithm 
based on constraints or heuristics, and parallel computing, 
the calculation time can be reduced a lot. Computation 
times of seconds are possible for the industrial application 
(see [30, 37]). For the potential and description to solve 
this EETC by parallel computing, we refer to our industry 
report [30].

We do not use a mix of both regenerative and dissipa-
tive brakes but only one of the two. We only study in detail 
the dissipative brakes for L0. To allow for a fair compari-
son, the maximum acceleration and braking forces are the 
same throughout the levels. In other words, in Level 0, either 
regenerative or non-regenerative (i.e. dissipative braking), 
we assume that the deceleration rate is the same (as lim-
ited by the power hyperbola). The only difference between 
the two is that in case of no regenerative brake, the braking 
energy is lost.

We consider as benchmarks also two typical solutions, 
namely the one with the minimal travel time and the trajec-
tory called reduced maximum speed (RMS), also discussed 
in [7], which prescribes only three phases, acceleration with 
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Fig. 4   Quantification of the values to drive different constant speeds: a specific driving resistance; b different kinds of power versus speed; c 
travel time per kilometer versus speed; d Pareto front of specific energy consumption to drive 1 km
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maximum acceleration, cruising and braking with maxi-
mum braking. In this case, the only variable is the cruising 
speed, which is chosen to match the total travel time given.

4.2 � Cruising: energy‑efficient minimum speed

We start our analysis by considering the effect of constant, 
power-independent energy losses on the relation between 
travel time and energy. This effect is not relevant to the task 
of finding the optimal trajectory for standard EETC as far as 
it assumes a constant, given travel time (and therefore a con-
stant amount of losses depending on it). We anyway show 
that this factor can have impacts if the target travel time is 
sufficiently long. The inclusion of the constant term results 
in a non-monotone relation between speed and energy, 
with very low speed resulting in higher energy consump-
tion than faster speeds. We show this effect by assuming a 
vehicle driving at a constant speed between two given loca-
tions and varying this speed, and in the meantime neglect 
slopes, curves, acceleration and deceleration. Given that the 
speed is constant, we can easily shift to consider the specific 
energy per distance; we thus analyse the energy irreversibly 
consumed per distance s (e.g. specific energy per meter or 
kilometer) for driving with a constant speed v , varying the 
speed and therefore the total travel time.

The energy irreversibly consumed during driving EIC 
over a fixed space can be computed as follows. Mechanical 
energy is in this case only needed to overcome the driv-
ing resistance (no increase in kinetic energy nor potential 
energy). This is described with the quadratic Davis formula, 
dependent on the speed v ∈

[
0, vmax

]
 and three constants 

c1, c2, c3 ≥ 0 [31, 40, 41]. With power proportional losses 
with a constant � = � , Eq. (13) results:

When neglecting the nonlinear term with �(F, v), Eq. (14) 
results:

Equation (14) shows how the energy irreversibly consumed 
is for Levels 0 and 1 quadratic in the speed, so that lower speed 
reduces the energy consumption. In this case, the optimal 
solution is always to drive as slow as possible. From Level 
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2 onwards, a hyperbolic part is added, which is the result of 
the constant power-independent losses. This part increases for 
low values of v ; driving at very low speed requires so much 
time that the energy would increase too much. This also justi-
fies the common assumption to avoid considering very low 
cruising speeds.

In the following, we quantify those insights on an example, 
modelled with a description at Levels 2 and 3. As a vehicle, we 
consider a ~ 200-m train with one electric locomotive of type 
Re460, (84,000 kg, 6.1 MW) and 7 standard UIC passenger 
coaches, with a total weight of 440,000 kg, including passen-
gers (such trains are routinely used in Switzerland and many 
European countries). We consider an exemplar distance of 
1000 m. Using data from SBB vehicles, we describe this train 
by the following resistance parameter ( c1, c2 and c3 ) which are 
calculated according to Sauthoff [27, 41]:

Level 3 parameters equivalent to those reported in Fig. 2 
and parameters for a Level 2 description from a fitting proce-
dure (less than 3% fitting error overall engine operating points) 
are taken as follows:

(15)

c1 = 8.2 kN
(
m

s

)0

,

c2 = 0.0388 kN
(
m

s

)−1

,

c3 = 0.0086 kN
(
m

s

)−2

.

(16)
� = 0.89,

c0 = 115 kN
(
m

s

)1

.

The value of c0 (Re460 GTO) describes the power-inde-
pendent losses: a power consumption ≥ 115 kW is due at 
any moment the train is moving and not at standstill, for 
the vehicle components. At standstill this part of the con-
sumption vanishes completely. The value � describes the 
efficiency.

Figure 4 analyses the trajectories when driving at dif-
ferent cruising speeds on a straight line without curves and 
slopes. Figure 4a shows the specific driving resistance of 
the Davis formula. Figure 4b visualizes the different con-
sidered kinds of power. PR , the power loss to overcome 
the driving resistance, is the product of the driving resist-
ance and speed. It starts at zero and increases progressively 
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with increasing speed. PL.Pdep arises through the demand of 
mechanical power at the wheel (here to overcome the driving 
resistances). It is calculated with the constant efficiency, and 
increases with increasing speed. PL.Pind is a constant value 
because it describes the power-independent losses, which 
arise as long as the train is not stopped. The green crosses 
describe the vehicle component losses in traction components 
and auxiliaries from the loss map of the real SBB vehicle, 
which includes also the nonlinear factor �(F, v) . The crosses 
match with small deviations (0.5% on average) the black line, 
which describes the sum of PL.Pind and PL.Pdep . The red line 
describes PIC which is the sum all irreversibly consumed 
powers, namely PR , PL.Pdep and PL.Pind . Figure 4c visualizes 
the travel time, which is needed to drive 1 km. With the prod-
uct of the power and the travel time to drive 1 km, the energy 
for 1 km can be calculated. This is shown in Fig. 4d, which 
also identifies the different kinds of specific energy versus 
speed (namely energy for the resistance ER , energy losses 
dependent from the mechanical power EL.Pdep , energy losses 
independent from the mechanical power PL.Pind , and energy 
losses due to nonlinearities EL.nonl ). The values are the result 
of the product of the power and travel time.

Overall, Fig. 4 shows that the energy consumption per 
kilometer decreases with decreasing speed until a certain 
point is reached (for this vehicle, around 63 km/h by consid-
ering the black continuous line). Below this speed, the con-
sumption increases again. Those speeds are though reached 
only for very large travel time buffers (normal values would 
be in the range of 5%–7%, see [57]). This effect is due to the 
speed independent losses and the energy consumers included 
in Level 2. Going at a lower speed, the speed independent 
consumers consume energy for a longer time compared to 
driving the same distance at a higher speed. A theoretical 
solution would be switching off the entire traction compo-
nents, but this is not completely possible. For instance, even 
during coasting, when power exchanged is 0, there might 
be some residual consumption in the engines. The increas-
ingly used, highly efficient permanent-magnet-synchronous-
motors (PMSM) cannot achieve a consumption of 0 (i.e. be 
completely switched off) as far as speed is different than 0, 
i.e. during driving.

As long as a vehicle has power independent energy con-
sumption, which can be switched off only at a standstill, 
there would be an energy-efficient minimum speed, which is 
vehicle specific. This provides a technically justified reason 
to reduce the speed range for trajectory optimization variants 
by avoiding excessively lower speeds.

4.3 � Acceleration: reduced acceleration can 
save energy

We here consider the case of a train accelerating from a 
standstill to a target speed, given a maximum travel time 

which we vary. We report the trajectory as a function of the 
travel time buffer t+, which is the extra travel time compared 
to the technically minimum one. The comparison will be 
made using different levels, with their different energy func-
tions, which cause different trajectories and energy savings.

For understanding, we have prepared Fig.  14 in the 
Appendix, which is a graphical description of the encod-
ing of speed, acceleration, space and efficiency using two 
diagrams with colors and markers. This allows to show the 
trajectory as it moves through different engine operating 
points (‘speed over space’ and ’force over speed’). Namely, 
Fig. 14a shows the speed–space diagram of a usual train 
trip. Figure  14b enables showing the path through the 
force–speed diagram. We consider both positive and nega-
tive forces in Fig. 14b. Crosses are spaced regularly in space. 
The two diagrams are indexed by color and crosses, which 
report the space development, to match the same trajectory 
(and engine operating points).

Figure 5 gives an overview of the optimal trajectories, 
given the different levels. We consider an acceleration 
from a standstill to 160 km/h (we are considering 160 km/h 
because most lines in Switzerland are limited to 160 km/h 
or less) over a distance of 4 km. Figure 5a, b reports 6 travel 
time buffers, varying from 0 (green) to infinite (black) via 
the colors blue, purple, red and yellow. To ease the visual 
match between the top two rows (Fig. 5a, b), the color of 
the trajectories (in speed–space diagrams) and the paths (in 
force–speed diagrams) are both changing saturation from 
brighter (beginning) to grayish (end). We also use crosses 
to identify points equidistant in space. Thus, it is possible to 
understand to which part of the trajectory a specific point in 
the force–speed diagram corresponds. As an example: in the 
leftmost column, middle row, the path in brown (t +  = 25%) 
starts from the top of the force–speed diagram, follows the 
boundary of the power hyperbola, goes down to zero force, 
goes up again to the power hyperbola, and goes finally down 
at the end of the trajectory.

Given the plots in Fig. 5a, we analyse how the shape of 
the trajectory changes for increasing travel time buffer for 
each level. In Level 0, no regeneration, which corresponds to 
the traditional EETC problem, there is a starting phase accel-
erating with maximum acceleration. When the travel time 
buffer increases, this is split into two acceleration phases (in 
Fig. 5a, one at 0 km and another at 2 km), with a mixture 
of coasting and cruising between the two, to use the travel 
time buffer. The trajectories of Levels 1 and 2 are similar to 
Level 0, with minimal differences, which arise due to the 
different energy functions. The main difference is, Levels 0 
and 1 do not discard trajectories with low speed. They allow 
trajectories with the maximum travel time buffer (t+ = max) 
until the bottom limit of the simulation (20 km/h). How-
ever, Level 2, for this t+, discards trajectories with a too-low 
speed because this too-low speed is energetically inefficient 
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(compare Sect. 4.2). Due to this, in Level 2, the trajectory 
with the maximum buffer (t+ = max) always runs well above 
20 km/h, actually at the energy-efficient minimum speed.

The necessity of considering the minimum speed can be 
observed and explained in Fig. 5c, which reports the EIC of 
the trajectory, normalized by value computed with maximum 
speed and considering Level 3. The black dotted lines rep-
resent the used optimization function; the green lines repre-
sent the evaluation function, calculated by the most detailed 
Level 3 for all cases. For all levels, exploiting a larger travel 
time buffer decreases the driving resistance losses, but can 
increase the vehicle component losses (i.e. the sum of the 
power-independent losses, the power-dependent losses, and 
the nonlinear terms). Due to this, the energy consumption 
reduces for increasing travel time buffer and later increases 
in Levels 0 and 1. As the energy function of Levels 0 and 
1 does not consider these influences, the trajectories with 
such low speed are not discarded; this happens instead with 
Level 2 upwards.

Figure 5b reports the paths in the force–speed diagram 
overlaid on the efficiency map of the traction chain. The 
crosses are equidistant in space; thus one can have a feel-
ing on how much of a trajectory is spent, at which engine 
operating point. Overall the engine operating points visited 
by Levels 0 to 2 are rather regular, oscillating between the 
upper boundary (power hyperbola) and the bottom horizon-
tal axis. This denotes the standard modes: maximum accel-
eration, cruising or coasting. Doing this, they spend much 
time in areas of lower efficiency, just crossing many times 
areas of higher efficiency in the middle of the diagram, but 
not spending much time there. See, for instance, how few 
crosses are reported in the middle areas of the diagram, 
which denote a very fast transition between other engine 
operating points. Level 3, instead, has more complex paths 
which aim to spend more time in areas of higher efficiency 
(many more crosses happen to be along the path in the inter-
mediate areas of the diagram). The more efficient engine 
operating points in the middle of the force–speed diagram 
are used systematically. This results in a new driving mode: 
reduced acceleration. It can be observed that the very same 
algorithm from Levels 0, 1 and 2 generates the following 
two types of trajectories by using the energy description 
function of Level 3:

•	 The first type occurs with a short and medium travel time 
buffer. Here the trajectories start with a maximum accel-
eration and change to a reduced acceleration at a higher 
speed to operate the engine on more energy-efficient 
engine operating points. They use the increased travel 
time buffer for energy saving (compare trajectories with 
2%, 7% and 15% t+ of Fig. 5a.

•	 The second type occurs with a higher travel time buffer 
(here 25% t+ in this example of Fig. 5). The trajecto-

ries start with a maximum acceleration, continue with a 
reduced acceleration, and have an intermediate coasting 
to use the travel time buffer. After the coasting, they con-
tinue with a reduced acceleration and a final short maxi-
mum acceleration. This intermediate coasting results 
from the aspect that a too much reduced acceleration is 
also disadvantageous because a too-low traction force is 
inefficient.

The switching point between these two trajectory types 
depends on the available travel time buffer, the target 
space, and the energy function, which is described by the 
vehicle-specific loss map. A comparison between the lev-
els shows how the engine operating points which Level 3 
uses are within the energy-efficient areas (compare crosses 
of Fig. 5b) and cause a reduced acceleration, with result-
ing energy saving. The energy functions of the lower levels 
instead use the engine operating points of the maximum 
acceleration because they ignore the fact that the highest 
energy efficiency is not matching the maximum acceleration.

Figure 6 analyses further the results of Fig. 5 and puts 
on the same plot the energy consumption (as evaluated by 
Level 3) shown in Fig. 5c. One can appreciate how energy 
consumption generally decreases with an increasing travel 
time buffer. Nevertheless, other phenomena are visible: 
the optimization strategy of Level 3 saves more energy 
with the same travel time buffer as the other ones, which 
are performing rather similar. This improvement can be 
quantified in 2.5% for a travel time buffer of 2%, and up to 
4% for a travel time buffer of 15% and higher. The fluctuat-
ing lines of Levels 0, 1 and 2 results from the aspect that 
we report in Fig. 6 the energy consumption inclusive non-
linearities, i.e. computed optimizing Levels 0, 1 or 2, but 
evaluated considering Level 3. These nonlinearities are not 
included in the optimization function of Levels 0, 1 and 
2. The optimization function considered to determine the 
optimal trajectory for Levels 0, 1 and 2 are non-fluctuating 
and can be seen in Fig. 5c, dotted lines.
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4.4 � Deceleration: using buffer for reduced braking 
reduces energy consumption

We describe the influence of the levels for the decelera-
tion, again with a variable time to perform such a decel-
eration to a standstill. This case arises, for instance, when 
stopping at a station just after a previous train has to leave. 
Also here, the comparison will be made using different 
levels, with their different energy function, which causes 
different trajectories and energy savings. A total space of 
4 km is considered, with a starting speed of 160 km/h. We 
report the results similar to the previous section. For the 
force–speed diagrams, we report only the quadrant with 
negative traction forces.

Figure 7 gives an overview of the different levels, similar 
to Fig. 6. We analyse the influence of increasing the travel 
time buffer for each level. In Level 0, without regenerative 
braking, the only way to exploit the travel time buffer is to 
coast; when abundant travel time is available, coasting starts 
at the beginning; but in any case, it requires full braking at 
the end, as coasting is not able to reduce the speed enough. 
For this reason, the leftmost column does not have points 
beyond 3% t+. Here, a strategy like initial braking and cruis-
ing or coasting is not advantageous for this energy function, 
which considers trains with non-regenerative brakes. In fact, 
all the energy that is in the system would be dissipated until 
the end by driving resistance, or by the non-regenerative 
brakes. Due to this, the only saving that can be achieved 
is to avoid using any traction force, by coasting as soon as 
possible. Many trajectories with a different mix of braking 
and coasting might end up with a similar final consumption.

In the case of regenerative braking, for Level 0, the tra-
jectory is different: for an increasing travel time buffer, the 
cruising will be made stepwise with lower cruising speed 
and partially very short coasting, and finally, maximum 
braking. Compared to Level 0, the trajectories of Levels 1 
and 2 change, because the description of the losses is more 
detailed. This results in coasting at intermediate speeds. 
These two levels have the following trajectory types:

•	 For a short travel time buffer (here up to 2% t+) the initial 
speed is kept. Following, there is coasting and maximum 
braking.

•	 For larger travel time buffer (here more than 2% t+), 
there is an initial maximum braking, then a coasting 
which reduces the speed, and finally, maximum braking. 
Compared to the Level 0 non-regenerative, the energy 
which is saved, due to the lower speed and longer coast-
ing, can be regenerated back.

The main difference between Levels 1 and 2 is the differ-
ent minimum speed (compare Sect. 4.2). Level 1 does not 
include in its optimization function the power-independent 

losses, which are included by Level 2. These power-inde-
pendent losses result in the optimizer choosing not to drive 
too slow, because then the total power-independent losses 
are larger and would increase the trip energy consumption.

The force–speed diagrams describe regenerative braking 
with bounded values by a specular power hyperbola as the 
accelerations (like Ref. [13]). Similar to the accelerations, 
it can be seen that Levels 0, 1 and 2 are most of the time 
on the boundary of the power hyperbola (maximum decel-
eration) or coasting (no traction force). The area inside the 
force–speed diagram, which has higher efficiency, is only 
traversed between those modes. Instead, Level 3, with the 
highest detail, also has two other different trajectory types, 
which use engine operating points inside the force–speed 
diagrams:

•	 For a short travel time buffer, there is an initial cruising 
phase. After this, the engines are switched off, coasting. 
And finally, there is a maximum deceleration with regen-
eration.

•	 For a middle and long travel time buffer, there is a combi-
nation of reduced braking (similar to the reduced accel-
eration) to use the more energy-efficient paths through 
the force–speed diagram, with short coasting.

Figure 7c reports the energy consumption for increas-
ing the travel time buffer. Apart from the black dotted line, 
which is the energy irreversibly consumed that the algorithm 
expects (which varies with the amount of factors consid-
ered), the other lines (which are evaluated under the same 
conditions of Level 3) have a similar shape. For instance, the 
red line (describing the losses) has a sharp decrease until a 
travel time buffer t+ of 3%, and then a slow increase as the 
travel time buffer increases. The total (green) has a sharp 
decrease and then a less sharp decrease with increasing t+.

To better highlight those differences, Fig.  8  puts 
together the normalized energy consumption (with 100% 
corresponding to no travel time buffer, evaluated in Level 
3) as a function of the travel time buffer for all the levels 
considered. Apart from level 0 REG, for which coasting 
or cruising results in comparable energy, for short travel 
time buffers, up to 2%, all levels save the same amount of 
energy, as the only useful action to do is to coast. After 
that, the curves in the diagram separate with Level 0 
NOREG, Level 1 and Level 2 consuming more energy than 
Level 3. In fact, Level 0 NOREG, Level 1 and Level 2 save 
energy by braking first and then coasting at a lower speed, 
where resistances are lower; and finally regenerating the 
residual energy. Level 3 instead saves also energy by driv-
ing at a lower speed; moreover, Level 3 drives at energy-
efficient engine operating points and avoids the maximum 
braking. The gap between Level 3 and the other levels is 
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around 2% for a travel time buffer of 5%, increasing up to 
4% for very large travel time buffers.

In Level 3, the coasting is used for what possible. When 
the travel time buffer is so large that the coasting potential 
is exhausted, the optimal energy-efficient trajectory is the 
one that keeps the engine at the most efficient engine oper-
ating points. In this sense, we can conclude that the posi-
tive effect of coasting is stronger than the positive effect of 
driving at energy-efficient engine operating points.

Compared to Level 0 NOREG, Level 0 REG might look 
strange, because Level 0 REG has here the highest energy 
consumption. However, for this diagram, all trajectories 
are evaluated with Level 3, which uses regeneration. Tra-
jectories which assume they can use regeneration in com-
bination with cruising at a lower speed, and expect no 
losses from this choice, have a higher energy consump-
tion (Level 0 REG) compared to trajectories which use 
coasting (Level 0 NOREG, Level 1, and Level 2). Tra-
jectories which use additional reduced braking have the 
lowest energy consumption (Level 3). This positive effect 
of coasting also remains for longer travel time buffers.

4.5 � Complete trajectories: changes by the dynamic 
losses of Level 3

We could so far analyse how a higher detail in modelling 
component losses has an influence in the shape of the trajec-
tory. A take-home message is that during the acceleration 
phase, the highest potential for energy reduction is available 
when taking care of the complex nonlinearities of the com-
ponent losses. We now study a complete trajectory, start-
ing and ending at a standstill, over a distance of 6 km and 
a maximum speed of 160 km/h. We report the analysis in 
Fig. 9, in an analogous manner to the previous Figs. 5 and 7. 

In this case, the force–speed diagram covers both negative 
and positive traction forces, as both the acceleration and 
deceleration phases are considered. Compared to before, 
here the algorithm also decides on how much t+ should be 
spent in the acceleration, cruising or deceleration phase.

Overall, Levels 0, 1 and 2 result in very similar trajecto-
ries, which also match the results of the traditional EETC 
literature, with the 4 modes of maximum acceleration, cruis-
ing, coasting and maximum braking.

In Level 2, trajectories which use a low speed are not con-
sidered optimal (see the black trajectory with infinite travel 
time buffer), because a too-low speed increases the energy 
consumption; this has effects only for very large travel time 
buffers. A different change arises when comparing Level 
3 with the others. Its shape considers the maximum accel-
eration and coasting only for the short travel time buffer. 
If more travel time buffer is available before reaching the 
top speed, the trajectory uses reduced acceleration (see the 
smooth end of the acceleration phase for trajectories with t+ 
bigger than 0) and coasting. Similar to Level 2, trajectories 
with low speed are discarded.

Overall, trajectories optimal for Level 3 exploit much 
more both the positive and negative part inside the 
force–speed diagram, to spend as much time as possible at 
efficient engine operating points. The crosses along the path 
in the force–speed diagram (which gives an idea of the time 
spent at which speed and traction force) are few for Level 
0, and even less for Levels 1 and 2. Level 3 instead has 
elaborated paths, which are smooth as they spend much time 
at intermediate locations of the diagram, especially for the 
positive traction force (acceleration).

Figure 9c reports energies for increasing the travel time 
buffer, where the most visible difference is again that the 
dotted black lines changes position (i.e. different optimiza-
tion functions are used), but the overall shape varies to a 
much smaller extent. In this sense, the optimal trajectory 
for a level is not too far away from the optimal trajectory of 
another level. Minor differences pertain to nonlinear effects 
at intermediate travel time buffers, as well as a different gap 
between the light blue and the red line. Those effects are 
analysed in more detail later in the paper.

4.6 � Heterogeneity of vehicles: energy‑efficient 
trajectories depend on the specific vehicle

In this last analysis, we show that other vehicles, with other 
loss maps, result in differences on the Level 3 optimal tra-
jectories. Until now, we have used the loss map of a vehicle 
with a 3-point GTO power inverter. However, the locomo-
tives considered are being retrofitted with new, more energy-
efficient, 3-point IGBT power inverters. We remark that this 
refit is only a change of electrical components, while resist-
ance, weight and other characteristics remain the same. The 
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new 3-point IGBT power inverter is a very energy-efficient 
device, whose design has been optimized for small losses 
throughout each engine operating point. In contrast to older 
engines and components of the traction chain, which are 
primarily optimized for the maximum power, the new engine 
has also an increased efficiency at middle and low power. 
Such a specific design causes more nonlinear characteris-
tic, because they are close to the physical component prop-
erties. Moreover, the electrical brake has been improved. 
We exploit in this section the special situation that we have 
the same vehicle, with differences only in the electrical 
components.

Figure 10 shows the optimal trajectories over the same 
test case of Fig. 9 (i.e. 6 km, maximum speed of 160 km/h, 
for a fixed travel time buffer of 7%), comparing the bench-
mark of fastest speed, the Level 0 and the two different 
Level 3, one considering the loss map of the (older) GTO 
vehicle, one considering the loss map of the (newer) IGBT 
vehicle. We note that for Level 0, there is no influence of 

the technology, as Level 0, which corresponds to the stand-
ard EETC, does not consider the nonlinear characteristic of 
these different engines. For Level 3, instead, differences in 
the trajectories can be observed. IGBT has slightly different 
switching points and, in general, has reduced acceleration 
and reduced braking phase, which are longer in time, and 
less strong, compared to the Level 3 GTO. This is especially 
visible during acceleration at high speed (from 1 to 2 km) 
and deceleration at high speed (around 5 km). This is the 
result of the different losses and different efficiency. This 
shows in a different way how an optimal trajectory, consider-
ing a Level 3 detail, should result in the two additional driv-
ing modes of reduced acceleration and reduced braking. The 
electrical components are among the factors determining 
how much the optimal acceleration and braking should be.

4.7 � Quantitative overview

We now report on a quantitative overview of the energy con-
sumption of the optimal trajectories for the different levels. 
For this, the optimal trajectory by the usage of a travel time 
buffer of 7% is calculated for each level. The test case is the 
same 6 km straight line, starting from a standstill and ending 
at a standstill, with a maximum speed of 160 km/h. The tra-
jectories computed are cross-evaluated by the energy func-
tion of each level in Table 2. We here consider the additional 
benchmark of the reduced maximum speed (RMS), which 
has not been analysed in detail so far as it has a simple, pre-
scribed trajectory shape (maximum acceleration, cruising, 
and maximum deceleration). A discussion of this strategy is, 
for instance, reported by [7]. We use a normalized evaluation 
by reporting the ratio of energy to the energy of the fastest 
trajectory, as evaluated by Level 3 GTO. This is reported 
in Table 2 in percentage values. The missing values are not 
reported due to confidentiality.
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Fig. 10   Trajectory of different trains with Level 3 and the usage of 
7% travel time buffer (Note: a visualization of the IGBT loss map is 
not possible due to confidentiality)

Table 2   Normalized cross evaluation of the energy consumption of optimal trajectories for the different levels, considering the energy functions 
of the different levels. Travel time buffer is fixed at 7%

The bold values are the best performing ones for each column

Trajectory Evaluated in Level 
0 NOREG

Evaluated in 
Level 0 REG

Evaluated in 
Level 1

Evaluated in 
Level 2

Evaluated in Level 
3 with GTO

Evaluated in 
Level 3 with 
IGBT

Fastest 176.16 48.51 94.08 97.33 100.00 92.23
RMS 133.81 40.74 74.73 81.15 84.07 76.16
Optimal for Level 0 NOREG 121.97 40.80 71.28 78.41 80.86 75.35
Optimal for Level 0 REG 134.29 40.74 74.92 81.31 84.16 76.34
Optimal for Level 1 121.98 40.80 71.27 78.40 81.71 74.59
Optimal for Level 2 121.98 40.80 71.27 78.40 81.71 74.59
Optimal for Level 3 GTO 123.77 40.79 71.80 78.83 79.99 –
Optimal for Level 3 IGBT 125.29 40.86 72.06 79.03 – 73.50
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On the first column of Table 2, it is shown under which 
level of detail (respectively, with which energy function), the 
trajectory is optimized. On the top row, it is shown by which 
level of detail (respectively energy function) the trajectory 
is evaluated. The diagonal thus shows the best values per 
column, i.e. the optimization function and the evaluation 
functions are the same. The values out of the diagonal report 
how much of an approximation is. It is indeed the case that 
some trajectories are marginally different and would result 
anyway in good energy performance, even though they are 
not optimal.

At first, it can be observed that each column has a very 
different value range: we start from 120% when evaluated 
in Level 0 NOREG, to around 40% for Level 0 REG, and 
70%, 78% and 80% for, respectively, Level 1, 2 and 3. This 
underlines how much of the total energy consumption can 
be when varying the level. Such variations are important 
for dimensioning of the electrical systems, expected energy 
consumption and peaks. Going through the first row, one 
can see that losses can make up more than half (51.5%) of 
the total energy consumption, comparing Level 0 REG with 
Level 3. Already an approximated description like Level 1 is 
able to estimate the consumption with a much smaller error 
of 6%. Increasing the level of detail reduces this approxima-
tion gap further.

This aspect is relevant for dimensioning future electri-
cal railway systems when one takes into account the energy 
saving potential expected from energy-efficient driving. By 
using the standard EETC approach (Level 0 NOREG), it 
can be expected that trajectory optimization can save more 
than 30% (=1–121.97/176.16, see the Level 0 NOREG). By 
evaluating the same trajectory with Level 3, this improve-
ment is less than 20% (=1–80.86/100). By applying and 
evaluating Level 0 NOREG, the railway operating company 
might think that they need 30% less power plant output, but 
in reality, it would only be 20% less (for the traction alone).

The variations in the Levels have a different impact on the 
shape of the trajectory, i.e., what to actually do in terms of 
speed and acceleration/deceleration actions, when one wants 
to reduce energy consumption. For this goal, the cross-eval-
uation is particularly insightful.

The Level 0 NOREG obviously has a much higher value 
estimated when used as an evaluation function, as it ignores 
the possibility of regeneration of energy. Also, many differ-
ent trajectories are possible, which have the same consump-
tion under this level, given the limited descriptive power of 
losses. Its cross-evaluation shows though that the trajectories 
evaluated perform reasonably well under all levels. The good 

results of Level 0 NOREG are mostly due to the extensive 
use of coasting, which reduces engine power consumption.

The evaluation in Level 0 REG puts all trajectories in a 
particularly small range of energy consumption. In this sense 
it has little discriminative power, and the dominance filtering 
might be misled in the search process for the optimal solu-
tions. This is a problem that the much simplified approaches 
in the state of the art, do not have, and is a possibly unavoid-
able drawback of the additional complexity of considering 
losses. It also shows that the evaluation of Level 0 REG is 
relatively flat, with many trajectories having an energy con-
sumption very close to each other.

RMS is almost always the worst performing trajectory; 
this is a result of the very simple approach. Driving slower 
targets directly the losses due to the driving resistances; 
however, many other sources of losses exist, as this paper 
categorized. Those are not reduced and sometimes might 
even be larger when considering RMS. Its strongest benefit 
is instead the very easy implementability, which is indeed a 
fact we will discuss more in detail later on.

For any given evaluation function, there is no difference 
between the trajectories optimized considering Level 1 
and Level 2, by this travel time buffer. In fact, the constant 
losses, multiplied by a given amount of travel time, have no 
influence on the shape of the trajectory. They have influence 
of course on the total energy lost (the columns have varia-
tions between each other) and discard low-speed trajectories.

The optimization for Level 3 can improve the energy 
consumption by a factor of 1% or 2% compared to the sec-
ond best. This factor, as analysed in the previous sections, 
depends mostly on the engine operating point in acceleration 
and deceleration. Those results depend, of course, on the 
chosen test case, but it can be assumed that the consideration 
of losses at Level 3 gives the strongest potential for energy 
saving (compared to lower, less detailed levels) for a trajec-
tory with many accelerations and decelerations, compared to 
one with very long cruising (for instance the ones discussed 
in [7]).

The new technology IGBT reaches a saving in total 
energy of about 6% smaller consumption, comparing the 
last two columns. This is due to its further optimization in 
the components, which is much more energy efficient than 
the old one. In fact, old power inverters have usually been 
optimized on the engine operating points of the maximum 
power and traction force. New inverters are optimized on 
many more engine operating points (e.g. by a specific design 
of the intermediate circuit voltage). This optimization causes 
the physical existing nonlinearities to appear more and more. 
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This also suggests that the requirement for advanced opti-
mization techniques for trajectories is stronger. The IGBT 
trajectory accelerates less powerful, and decelerates less 
powerful; in other terms it is connected to acceleration and 
braking which are more reduced. Due to the component 
design, the engine operation points in the middle of the 
force–speed diagram are more efficient.

In absolute terms, the gap between the lower levels and 
Level 3 is increased further when considering IGBT. Again, 
here the added value of considering the nonlinear aspects of 
Level 3 are about 1%–2% better consumption compared to 
the second best. As a comparison, already driving slower, 
i.e. exploiting the travel time buffer, reaches a consistent 
amount of 20%–30% (up to a very optimistic 60%, when 
considering the rough evaluation by Level 0 REG). Thus, 
a clear strategy is to start with the implementation of any 
system able to control the trajectory of trains going slower. 
The improvement of technology (IGBT vs GTO) comes at 
a much larger initial investment costs than the improvement 
given by considering trajectories optimized for Level 3. 
The improvement for technology allows though to keep a 
simple task for the driver, while an optimized trajectory for 
Level 3 might require further effort in driving style. Finally, 
both improvements are independent and can be combined 
if required.

5 � Results, conclusion and outlook

This paper investigated how to model realistic energy losses 
in rail vehicles, for the purpose of solving the energy-effi-
cient train control problem (EETC), which determines the 
trajectories which minimize total energy, given a target 
travel time. We proposed 4 levels of increasing realism, 
and evaluated their impact towards the solutions that they 
would be described as optimal in a travel time/energy multi-
objective problem.

The simplest models are common in the literature. Only 
a handful of papers approach a higher degree of realism. 
We believe that approximated description, such as the con-
stant plus proportional model of Level 2 can provide a suf-
ficient approximation of the Level 3. This later level is the 
most complex we consider. Compared to Ref. [10] which 
smooth those effects into polynomial of degree 2 and 4, 
we consider the highest resolution possible, which can be 
expressed as an efficiency and loss map into a force–speed 
diagram.

Overall, we found that the different levels might have 
evaluations for a same trajectory differing by as much as 

50% of the total consumption. This has strong impacts in 
the dimensioning of the electrical system for future sup-
ply demands, and its peaks. The cross evaluation showed 
that many approaches, even though they do not correctly 
model the nonlinear losses, might end up with decently 
good trajectories, a few percentages away from the best 
possible.

Considering the more complex levels might break 
assumptions which allow for simpler resolution used in the 
optimization of EETC, and requires either approximation, 
pre-computation, or new algorithmic approaches. In general, 
the effects of nonlinear losses are evident in avoiding large 
accelerations, which appear to have low overall efficiency 
in the traction chain. This contrasts directly with the sug-
gestion to use the maximum acceleration, which is classic 
in the EETC literature. A few cases showed how a more 
realistic description of energy conversion results in differ-
ent trajectories which are energy optimal, by the combined 
effects of avoiding very low speeds and avoiding very high 
accelerations.

The different shapes of different trajectories have a 
direct impact on the possibility of implementing them 
in real operations. For instance, we compared the RMS 
approach, which results in lower energy saving. The 
worst performing approach is the RMS, which might 
suggest a slow cruising speed, and avoid coasting. Con-
sidering the implementation RMS is very simple and 
a single value can be communicated to the driver. The 
lower levels (0, 1, 2) must only communicate the driver 
the switching points between maximum acceleration, 
cruising, coasting, maximum braking. This is a set of 
parameters such as cruising speed, timing of the coast-
ing point, and the braking point. We argue that driving 
these four modes is easy for a driver, as the driver needs 
to drive at maximum force, or no force, or following a 
speed controller. Level 3, as far as it specifies a reduced 
acceleration and reduced braking, must instead com-
municate and implement a complete vector of speed 
and traction force (at a sufficiently high sampling rate, 
probably in the range of seconds; not in the range of 
kilometers or minutes). We thus expect that from the 
implementation point of view, the precise trajectory 
computed optimizing for losses described at Level 3 is 
more difficult to track, compared to the lower levels. 
The paths of reduced acceleration and reduced braking 
through the force–speed diagram depend on many fac-
tors, including the travel time buffer and slopes. Moreo-
ver, the actual travel time buffer depends on the depar-
ture delay and can change during the trip. For having 
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those values available in real-time on a small device, a 
precomputation of a large amount of trajectories must 
be performed.

Any change in the driving conditions or the target 
parameters would result in a change of the trajectory and 
path in the force–speed diagram. Handling those continu-
ously adjusted, dynamic targets in speed and force can be 
extremely difficult and particularly tiring, for a human with-
out support (consider already resistances to accept the driver 
advisory system (DAS) support reported in the literature). 
A system like DAS or a kind of automatic train operation is 
necessary, to accurately drive an optimal trajectory specified 
by Level 3.

From the maintenance and passenger comfort point 
of view, Level 3 can be advantageous. Compared to the 
lower levels, Level 3 prescribes reduced acceleration and 
deceleration and enables a smoother driving. For the pas-
sengers, a smoother driving with lower acceleration and 
lower jerks (change in acceleration) is more comfortable. 
The same happens to be the case also for the vehicle, 
where less forces and less strong force changes reduce 
the wear. There are also advantages for the electric rail-
way power supply. Accelerating and decelerating with 
the maximum power (at the limit of the power hyper-
bola) causes a large power load in the electric network, 
and contributes to strong power peaks. Compared to 
the lower levels, Level 3 is during the reduced accel-
eration and reduced braking not so close to the power 
hyperbola, therefore resulting in smaller power supply 
required. Including all those aspects in a single trajec-
tory optimization approach would require multi objective 
approaches able to include not only energy and travel 
time in the optimization (as in the Pareto front currently 
analysed), but also maintenance requirements, passen-
ger comfort and power supply. This would also result 
in political issues (in quantifying the monetary value of 
energy, travel time saving, and elusive aspects such as 
passenger comfort).

Based on the current results, we can identify many poten-
tials for future research, which especially focus on the com-
plex description of losses at Level 2 or 3. We believe the 
following topics are interesting follow-up works:

•	 Determining the energy saving potential under further 
realistic parameters (e.g. different vehicles, slopes, tun-
nels, varying atmospheric conditions, etc).

•	 Study of human factors to support acceptability by 
human drivers in case they need to follow complex tra-
jectories in the force–speed diagram.

•	 Integration of optimization of train traffic (which deter-
mines the separation of trains, and thus the available 
travel time buffer) with train control (determining the 
trajectories and thus the travel time).

•	 Faster computation of solutions by more advanced algo-
rithms, especially on devices with limited computation 
performance, and interconnection with real system. This 
might resort on data-driven approaches, surrogate mod-
els, or pre-computation.

•	 Determination of (sufficiently) correct values of even 
more parameters, and robustness to incorrect param-
eters also based on online calibration and data-driven 
approaches. Such approaches can be standard calibration 
approaches or also self-learning approaches, which are 
using vehicles energy measurements or vehicle diagnose 
data.

•	 Usage of the higher accurate description levels for dimen-
sioning of the power grid and the railway power consump-
tion; and determining especially the peak reduction effect 
due to reduced acceleration and reduced braking.

Appendix

See Figs. 11, 12, 13 and 14.
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Fig. 11   Simplified visualization of the Re 460 traction chain for two 
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tion grade, the GTO and IGBT power inverters are comparable
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Fig. 13   Simplified visualization of handling a trajectory: a adding new segments; b reducing variants by dominance, to pareto front. In an itera-
tive scheme, given the Pareto optimal variants from origin to s, we compute and store the trajectory variants until s + 1, and repeat until destina-
tion (n is the number one variant s; x is the value of a speed v)
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