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Abstract The purpose of this paper is to present new classes of function systems as part ofmultiresolution analyses.
Our approach is representation theoretic, and it makes use of generalized multiresolution function systems (MRSs).
It further entails new ideas from measurable endomorphisms dynamics. Our results yield applications that are not
amenable to more traditional techniques used on metric spaces. As the main tool in our approach, we make precise
new classes of generalized MRSs which arise directly from a dynamical theory approach to the study of surjective
endomorphisms on measure spaces. In particular, we give the necessary and sufficient conditions for a family of
functions to define generators of Cuntz relations. We find an explicit description of the set of generalized wavelet
filters. Our results are motivated in part by analyses of sub-band filters in signal/image processing. But our paper
goes further, and it applies to such wider contexts as measurable dynamical systems and complex dynamics. A
unifying theme in our results is a new analysis of endomorphisms in general measure space, and its connection to
multi-resolutions, to representation theory, and generalized wavelet systems.
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1 Introduction

The present paper is focused on relationships between the following objects: surjective endomorphisms of ameasure
space (X,B, μ), transfer operators in L2(X,B, μ), generalized wavelet filters, Markovian functions, and represen-
tations of the Cuntz relations.

Our analysis of transformations of ameasure space, associated transfer operators, and representations of theCuntz
algebras derive from a new analysis of endomorphisms in general measure space, presented here. While various
special cases of endomorphisms have been studied in earlier work, we call attention here to three new elements:
(i) our context is that of the most general transformations of a measure spaces; (ii) we introduce a new harmonic
analysis into the problem via representations of Cuntz algebras; and (iii) our representations of Cuntz algebras for
the purpose arise directly from the endomorphism at hand, σ , and a choice of a quasi-invariant measure μ. From
this, we then identify a new construction of an infinite-dimensional manifoldM of generalized wavelet filters, and a
transitive action of a canonical group G, acting onM, and depending only on the given pair σ (endomorphisms), and
μ (measure). The representations of the particular Cuntz algebra (depending on σ ) in turn define endomorphisms
of B(L2(μ)), the C∗-algebra of all bounded operators in L2(μ)), and with each non-commutative endomorphism
extending the initial endomorphism σ .

We present a new class of function systemsM as part of multiresolution analyses (MRAs), motivated in part by
[1,19,50]. Our approach is based on methods of the representation theory, and it makes use of generalized iterated
function systems related to a surjective endomorphism of a measure space. For background on the representation
theory, we refer the readers to [29,42,44].

There are recent papers dealing with the general theme of representation and multilevel filters. We call attention
especially to [4]. Compared to [4], the main new development is our present wider context here of the measurable
category, and its focus on new applications to Borel and measurable dynamics. Our results for these generalized
MRSs further entail new ideas from measurable dynamics, see, e.g., [2,3,5,11]. While our general focus is on
branching systems in the measurable category, our applications are not amenable to more traditional metric tech-
niques such as [33,49,55]. We turn to new classes of generalized iterated function systems which arise directly
from a more general dynamical theory approach via a systematic study of endomorphisms in measure spaces. We
are motivated in part by analyses of sub-band filters in signal/image processing, see, e.g., [3,6,7,25]. But our paper
goes further, and it encompasses such wider contexts as measurable dynamical systems and complex dynamics. The
corresponding literature on wavelet filters, representations of Cuntz algebras, iterated function systems, transfer
operators, and other adjacent areas are very extensive; we mention here the following sources where the reader can
find more details and alternative approaches: [13–16,24–27,27,28,37–40,43,45,46].

As noted in the papers cited above, the traditional approach to iterated function systems, or more generally to
semi-branching function systems, the starting point is typically a fixed system of maps that can be shown to admit
limits in the form of attractors and measures invariant with respect to iterated function systems. These constructions
are typically based on metric considerations, and they play a big role in such diverse applications as (fractal)
harmonic analysis, graph Laplacian, boundaries, and analysis of geometries which are given by classes of self-
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similarity. Cantor and Sierpinski constructions are cases in point. The corresponding IFS can be shown in turn
admit realizations in shift dynamical systems.

Our present approach is the opposite: we begin with a consideration of endomorphisms in measure spaces (see
the definition in Sect. 2.1), and of associated measurable partitions (Sect. 2.2). With this as starting point, we
then introduce several bounded operators which will define representations of a non-abelian C∗-algebras given by
generators and relations, called Cuntz algebras, Sects. 3 and 4. There are two advantages to this approach, (i) it
allows for a much wider family of (generalized) MRSs, and (ii) it also offers new and direct tools for attacking
the corresponding harmonic analysis questions. Finally, we give an explicit description of the set of generalized
wavelet filters, see Sect. 5.

Measurable transformations of a standard measure space (X,B, μ) is the central concept of the ergodic theory.
Invertible transformations (automorphisms) and their properties have been extensively studied from various points
of view. The study of non-invertible transformations (endomorphisms) has been less popular than that of automor-
phisms although their role in dynamics and adjoint areas is extremely important. In particular, they are used in the
construction of iterated function systems (IFSs), transfer operators, and wavelet filters. We refer here to several
recent books dealing with endomorphisms and their applications in the operator theory [10,18,30,35,41,51,58].

Using an analysis of endomorphisms of a standard measure space, we associate with every endomorphism
several bounded operators acting in L2(X,B, μ). Non-singular endomorphisms σ of a measure space (X,B, μ)

are naturally divided into two classes: if μ = μ ◦ σ−1, then σ is called measure-preserving; if μ ∼ μ ◦ σ−1, then
the measure μ is called quasi-invariant with respect to σ . If additionally, μ ◦ σ ∼ μ on σ−1(B), then σ is called
forward quasi-invariant. In this case, there are Borel functions ϕ, called Markovian functions, such that∫
X
( f ◦ σ)ϕ dμ =

∫
X
f dμ. (1.1)

This relation is the basis for defining isometric operators: the composition operator Sσ : f �→ f ◦ σ in the case of
an invariant measure μ and the weighted composition operator Sϕ : f �→ √

ϕ( f ◦σ) for a quasi-invariant measure
μ (here ϕ is Markovian). These operators, together with transfer operators, will play key roles in our constructions.

We formulate now our main results and outline the paper’s organization. In Sect. 2, we define the main objects
of this paper. They are: a standard measure space, measurable partitions, canonical systems of measures, subjective
endomorphisms, invariant and quasi-invariant measures, and Markovian functions. All these notions are used in
the next sections. Section2 should be viewed as a brief survey on endomorphisms and related notions. Section3 is
focusing on the study of linear operators generated by an endomorphism of a measure space. We define abstract
transfer operators acting on bounded Borel functions and consider their properties. If the operator Sσ is considered in
L2(X,B, μ)whereμ isσ -invariant, then S∗

σ is a transfer operatorwhich has interesting properties, see Theorems 3.9,
3.14, 3.15, and 3.16. In particular, the operator S∗

σ coincides with a transfer operator Rσ defined by the measurable
partition into preimages of σ . We prove also similar results for weighted composition operators. Section4 contains
the principal theorems connecting wavelet filters with representations of the Cuntz relations. We recall that a family
of isometries {Ti : i ∈ �} defines the Cuntz relations if

∑
i∈� Ti T ∗

i = I and the projections Ti T ∗
i are mutually

orthogonal for different indexes where � is finite or countable. Let ϕ be a Markovian function and m a complex-
valued function such that S∗

ϕ(
√

ϕ|m|2) = 1. Define Tm( f ) = mSϕ( f ). Then, Tm an isometry in L2(μ). We prove
the following results (see Theorem 4.11).

Theorem 1.1 Let σ be an onto endomorphism of (X,B, μ) where μ is quasi-invariant with respect to σ . Let
{mi : i ∈ �} be a family of complex-valued functions. The operators {Tmi , i ∈ �} generate a representation of the
Cuntz algebra O|�| if and only if

(i) S∗
ϕ(

√
ϕ m jmi ) = δi j1,

(ii)
∑
i∈�

miEϕ(mi f ) = f, f ∈ L2(μ).

Here, Eϕ = SϕS∗
ϕ is the orthogonal projection from L2(μ) onto a subspace Hϕ .
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As a corollary, we have the following decomposition of L2(μ) in the case of σ -invariant measure μ:

L2(μ) =
⊕
i∈�

mi L
2(X, σ−1(B), μ).

In Sect. 5, we focus on finding a description of the families of functions m = (mi ) ∈ Mϕ satisfying the above
theorem. Let G be the group of Borel functions with values in the unitary operators on �2(�). Then, we prove the
following:

Theorem 1.2 (Theorem 5.5)

(1) The set Mϕ is isomorphic (as a set) to the loop group G.
(2) For every element G = (gi j ) of the loop group, there exists a wavelet filter m such that gi j = S∗

ϕ(
√

ϕ mim j ).

Let functions (mi : i ∈ �) satisfy the property.

S∗
σ (|mi |2) = 1 (1.2)

and Si ( f ) = mi ( f ◦ σ) is an isometry on L2(μ).

Theorem 1.3 (Theorem 5.8) Let (mi : i ∈ �) be a set of cyclic vectors for a representation of L∞(X, σ−1(B), μ)

on L2(μ) that satisfies (1.2). Then, m = (mi ) is a wavelet filter if and only if
∑

i∈� S∗
i Si = I. In other words,

m ∈ M if and only if the operators Si are the generators of a representation of the Cuntz algebra O|�|.

2 Basics on endomorphisms

In this section, we give basic definitions and facts from the theory of endomorphisms of a standard measure space
(X,B, μ). The notion of an endomorphism is one of the central concepts of ergodic theory; the foundations and
more advanced results on endomorphisms can be found in some pioneering papers in ergodic theory and in more
recent papers and books, see, e.g., [8,17,20,34–36,51,54] and the papers cited therein. The study of endomorphisms
is mostly based on the notion of a measurable partition of a measure space and associated subalgebras of Borel sets.
A systematic study of measurable dynamical systems based on applications of measurable partitions was initiated
by Rokhlin in [52–54].

2.1 Endomorphisms of a measure space

We begin with the definitions of the main objects considered in the paper.
Let (X,B) be a standard Borel space, i.e., (X,B) is Borel isomorphic to a Polish space with the sigma-algebra of

Borel sets. If μ is a non-atomic Borel positive measure on (X,B), then (X,B, μ) is called a standard Borel space.
By an endomorphism σ of (X,B, μ) (or (X,B)) we mean a measurable (or Borel) map of X onto itself (σ is

subjective). We will discuss various properties of endomorphisms below. In particular, σ defines a partition of X
into subsets {σ−1(x) : x ∈ X}. Depending on the cardinality of the sets σ−1(x), we call σ either finite-to-one,
or countable-to-one, or continuum-to-one. Without loss of generality, we can assume that the cardinality |σ−1(x)|
is constant. The collection of sets σ−1(A), A ∈ B, forms a σ -subalgebra of Borel sets which is denoted σ−1(B)

(below it will be also denoted byA to shorten formulas). In general, the set σ(A) is not Borel for every A ∈ B, but
if σ is at most countable-to-one then σ(A) is automatically Borel.

Let End(X,B) denote the set (semigroup) of all surjective endomorphisms of a standard Borel space (X,B).
By M1(X), we denote the set of all Borel probability non-atomic measures. An element of M1(X) will be simply
called a measure in the paper. For σ ∈ End(X,B) and μ ∈ M1(X), we define the measure μ ◦ σ−1 where
μ ◦ σ−1(A) := μ(σ−1(A)). Then, the map μ �→ μ ◦ σ−1 defines an action of End(X,B) on M1(X). We will be

123



Measurable multiresolution systems, endomorphisms, and representations... 91

interested in the following cases: (i) the measure μ ◦ σ−1 is equivalent to μ, and (ii) μ is σ -invariant. In case (i),
we say that an endomorphism σ is non-singular, i.e.,

μ(A) = 0 ⇐⇒ μ(σ−1(A)) = 0, ∀A ∈ B. (2.1)

In other words, the measureμ is called (backward) σ -quasi-invariant, in symbols,μ◦σ−1 ∼ μ. We use the notation
End(X,B, μ) to denote the semigroup of all surjective endomorphisms σ such thatμ is quasi-invariant with respect
to σ . For a fixed μ, the set End(X,B, μ) contains the sub-semigroup Endμ which consists of the endomorphisms
preserving μ, i.e., μ(A) = μ ◦ σ−1(A). The set Endμ can be viewed as the stabilizer of the action of End(X,B)

on M1(X) at μ.
We will need also the notion of a (forward) quasi-invariant measure μ. This means that for every μ-measurable

set A, the set σ(A) is measurable and μ(A) = 0 ⇐⇒ μ(σ(A)) = 0.

Lemma 2.1 Let σ be a surjective endomorphism of a standard Borel space (X,B). Then, M1(X) always contains
a σ -quasi-invariant measure μ.

Proof Every endomorphism σ generates a countable Borel equivalence relation E(σ ) whose classes are the orbits
of σ . By definition, (x, y) ∈ E(σ ) if there exist m, n ∈ N0 such that σ n(x) = σm(y). Quasi-invariant measures for
σ coincide with quasi-invariant measures for E(σ ). Then, we can use [23, Proposition 3.1] where the existence of
E(σ )-quasi-invariant measures was proved. �
Example 2.2 Let (X,B, μ) = ∏

i∈N(Xi ,Bi , μi ). Define the left shift σ on X : σ(x1, x2, x3, · · · ) = (x2, x3, · · · ).
Then, σ is an endomorphism. If |Xi | = N for all i , then σ is N -to-one. Clearly, this construction can give other
types of endomorphisms classified by the cardinality of σ−1(x). If all (Xi ,Bi , μi ) = (Y, C, ν) are the same and μ

is the product-measure ⊗iν, then μ is σ -invariant. The measure μ can be quasi-invariant with respect to the left
shift σ if we use different measures μi . More details are in [22,36], and other papers of these authors.

2.2 Measurable partition

We refer to [53] (or [20]) for the definition of a measurable partition.
Let ξ = {Cα : α ∈ I } be a partition of a standard probability measure space (X,B, μ) such that Cα ∈ B (the

index set I can be either countable or uncountable; we focus on the case of an uncountable set). A Borel set A of
the form

⋃
α∈I ′ Cα , I ′ ⊂ I , is called a ξ -set. Let B(ξ) be the sigma-algebra generated by all ξ -sets.

A partition ξ is called measurable if B(ξ) contains a countable subset {Dj } of ξ -sets that separates any two
elements C,C ′ of ξ . This means that there exists Di such that either C ⊂ Di and C ′ ⊂ X\Di or C ′ ⊂ Di and
C ⊂ X\Di . Let π be the natural projection from X to X/ξ , i.e., π(x) = Cx whereCx is the element of ξ containing
x . Using the projection π : X → X/ξ , one can define a measure space (X/ξ,B/ξ, μξ ) where E ∈ B/ξ if and only
if the ξ -set π−1(E) is in B and μξ = μ ◦ π−1.

The following result was proved in [53].

Lemma 2.3 A partition ξ of a standard measure space (X,B, μ) is measurable if and only if (X/ξ,B/ξ, μξ ) is a
standard measure space.

It is said that a partition ζ refines ξ (in symbols, ξ ≺ ζ ) if every element C of ξ is a ζ -set. It turns out that every
partition ζ has a measurable hull, that is a measurable partition ξ such that ξ ≺ ζ and ξ is a maximal measurable
partition with this property. If ξα is a family of measurable partitions, then their product

∨
α ξα is a measurable

partition ξ which is uniquely determined by the conditions: (i) ξα ≺ ξ for all α, and (ii) if η is a measurable partition
such that ξα ≺ η, then ξ ≺ η. Similarly, one defines the intersection

∧
α ξα of measurable partitions. There is a

one-to-one correspondence between the set of measurable partitions of a standard measure space (X,B, μ) and the
set of complete sigma-subalgebras B′ of B.

The role of measurable partitions becomes clear from Theorem 2.5 given below. This famous result uses the
notion of measure disintegration.
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Definition 2.4 For a standard probability measure space (X,B, μ) and a measurable partition ξ of X , it is said that
a collection of measures (μC )C∈X/ξ is a system of conditional measures with respect to (X,B, μ) and ξ if

(i) for each C ∈ X/ξ , μC is a measure on the sigma-algebra BC := B ∩ C such that (C,BC , μC ) is a standard
probability measure space;

(ii) for any B ∈ B, the function C �→ μC (B ∩ C) is μξ -measurable;
(iii) for any B ∈ B,

μ(B) =
∫
X/ξ

μC (B ∩ C) dμξ (C). (2.2)

Condition (2.2) can be rewritten in the equivalent form:∫
X
f (x) dμ(x) =

∫
X/ξ

(∫
C

f (y) dμC (y)

)
dμξ (C). (2.3)

Measurable partitions are characterized by the following result.

Theorem 2.5 ([53]) For any measurable partition ξ of a standard probability measure space (X,B, μ), there exists
a unique system of conditional measures (μC ). Conversely, if (μC )C∈X/ξ is a system of conditional measures with
respect to ((X,B, μ), ξ), then ξ is a measurable partition.

We apply Theorem 2.5 to the case of an endomorphism σ ∈ End(X,B, μ). Let ξσ be the measurable partition
of (X,B, μ) into preimages σ−1(x) = Cx of points x ∈ X . Let (μC ) be the system of conditional measures defined
by ξσ . In the case when (X/ξ, μξ ) is isomorphic to (X, μ) (for example, when σ is the left shift or σ : z �→ zN ,
z ∈ T

1), we see that relations (2.2) and (2.3) have the form∫
X
f (x) dμ(x) =

∫
X

(∫
C

f (y) dμx (y)

)
dμ(x). (2.4)

This decomposition is the key fact in our representation of the transfer operator generated by σ .
In most important cases, the disintegration of a measure is applied to probability (finite) measures. The problem

of measure disintegration is discussed in many books and articles. We refer here to [12,20,31,32,48]. The case of
an infinite sigma-finite measure was considered by several authors, see, e.g., [57].

Theorem 2.6 ([57]) Let (X,B, μ) and (Y,A, ν) be standard measure spaces with sigma-finite measures, and
suppose that π : X → Y is a measurable map. Let (X,B, μ) and (Y,A, ν) be as above. Suppose that μ̂ =
μ ◦ π−1 � ν. Then, there exists a unique system of conditional measures (νy)y∈Y for μ. For ν-a.e., νy is a
sigma-finite measure.

2.3 Radon–Nikodym derivatives and Markovian functions

Suppose σ ∈ End(X,B, μ). Recall that μ ◦ σ−1 ∼ μ in this case. Then, we can define the Radon–Nikodym

derivative ρμ(x) := dμ◦σ−1

dμ (x), which is a Borel function such that
∫
X
f (σ x) dμ =

∫
X
f (x)ρμ(x) dμ, f ∈ L1(μ). (2.5)

Setting ρn(x) = dμ◦σ−n

dμ (x), we obtain the Radon–Nikodym cocycle satisfying the equation ρn+m(x) =
ρm(σ n(x))ρn(x).

Remark 2.7 Suppose that σ ∈ End(X,B, μ) and ν is a measure equivalent to μ, i.e., there exists a Borel function
ξ such that dν(x) = h(x)dμ(x). Then, σ is also non-singular with respect to ν, and ρν(x) = h(σ x)ρμ(x)h−1(x).
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Every σ ∈ End(X,B) defines a linear operator Sσ called a composition operator on the space of bounded Borel
functions:

Sσ ( f ) = f ◦ σ, f ∈ F(X,B).

This operator is also known by the name of a Koopman operator when it is considered in a L2 space.
The map A �→ μ(σ(A)), A ∈ B, defines a measure on the subalgebra σ−1(B). If μ is a forward quasi-invariant

measure, then there exists a unique σ−1(B)-measurable function ωμ(x) = dμ◦σ
dμ (x) such that

∫
X
f (σ x)ωμ(x) dμ =

∫
X
f (x) dμ, f ∈ L1(μ). (2.6)

It can be deduced from the uniqueness of the Radon–Nikodym derivative that

ωμ(x) = ρμ(σ (x))−1

when these functions are considered as functions measurable with respect to σ−1(B).
The following statement is well-known and we omit its proof.

Lemma 2.8 (1) The composition operator Sσ : L2(X,B, μ) → L2(X, σ−1(B), μ) is an isometry if and only if
μ ◦ σ−1 = μ.

(2) The operator Sσ on L2(μ) is bounded if and only if there exists a constant k > 0 such that

μ(σ−1(A))

μ(A)
≤ k, A ∈ B.

(3) If μ is a forward quasi-invariant measure, then

Tσ : f �−→ √
ωμ( f ◦ σ)

is an isometry from L2(X,B, μ) onto L2(X, σ−1(B), μ).

2.4 Properties of endomorphisms

In this subsection, we collected the properties of endomorphisms of a measure space for the reader’s convenience.
Here and below, we implicitly use the mod 0-convention which means that a property (formula, relation, etc) holds
almost everywhere with respect to a fixed measure.

Definition 2.9 Let σ be a surjective endomorphism of (X,B, μ) with quasi-invariant measure μ.

(i) The endomorphism σ is called conservative if for any set A of positive measure there exists n > 0 such that
μ(σ n(A) ∩ A) > 0.

(ii) The endomorphism σ is called ergodic if whenever A is σ -invariant, i.e., σ−1(A) = A, then either A or X\A
is of measure zero. Equivalently, σ is ergodic if, for a bounded Borel function f , the condition f ◦ σ = f
implies that f is a constant mod 0.

(iii) Any endomorphism σ ∈ End(X,B, μ) generates the sequence of subalgebras:

B ⊃ σ−1(B) · · · ⊃ σ−i (B) ⊃ · · ·
Then, σ ∈ End(X,B, μ) is called exact if

B∞ :=
⋂
k∈N

σ−k(B) = {∅, X} mod 0.

(iv) The surjective endomorphism σ of a probability measure space (X,B, μ) is called full (or limsup full) if
limn→∞ μ(σ n(B)) = 1 (or lim supn→∞ μ(σ n(B)) = 1) for every B ∈ B, μ(B) > 0.
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(v) A non-singular endomorphism σ of (X,B, μ) is said to beμ-recurrent if for every non- negative Borel function
f , the function

�( f ) =
∑
n≥0

f (σ n(x))ωn(x)

takes only the values 0 and ∞ μ-a.e. where ωn(x) = dμ ◦ σ n

dμ
(x).

In the next remark, we include several results illustrating the properties of endomorphisms given inDefinition 2.9.
We use some results from [34,36,56].

Remark 2.10 (1) Every exact endomorphism is ergodic. There are examples of ergodic endomorphisms which
are not exact. As it is customary in ergodic theory, we can always assume, without loss of generality, that an
endomorphism is ergodic.

(2) There are examples of one-sided shifts (n-to-one endomorphisms) which are not exact.
(3) We note that there are ergodic endomorphisms that are not conservative.
(4) An endomorphism σ is recurrent with respect to a finite measure μ if and only if

∑
n≥0 ωn(x) = ∞.

(5) A μ-recurrent endomorphism is conservative.

Since every surjective endomorphism defines an isometry Sσ (or Tσ ), see Lemma 2.8, then we can apply Wold’s
theorem to these objects.

Theorem 2.11 (Wold’s theorem) Let S be an isometric operator in a Hilbert space H. Define

H∞ =
⋂
n

SnH,

and

Hshi f t = NS∗ ⊕ SNS∗ ⊕ · · · ⊕ Sk NS∗ ⊕ · · · .

Then, the following statements hold.

(1) The space H is decomposed into the orthogonal direct sum

H = H∞ ⊕ Hshi f t .

(2)

H∞ = {x ∈ H : ‖(S∗)nx‖ = ‖x‖, ∀n ∈ N}.
(3) The operator S restricted on H∞ is a unitary operator, and S is a unilateral shift in the spaceHshi f t .

For σ ∈ End(X,B, μ), define

B∞ =
∞⋂
n=0

σ−n(B),

and let Aσ = {A ∈ B : σ−1(A) = A} be the subalgebra of σ -invariant subsets of X .

Let ζ be a partition of (X,B, μ) into orbits of σ (recall that x
ζ∼ y if there are n,m such that σ n(x) = σm(y)).

Let η be the partition of (X,B, μ) such that x
η∼ y if there is n such that σ n(x) = σ n(y). By ζ ′ and η′ we denote

the measurable halls of ζ and η, respectively.
If ε denotes the partition of X into points, then we have the sequence of decreasing measurable partitions

{σ−i (ε)}∞i=0:

ε � σ−1(ε) � σ−2(ε) · · · .
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As shown in [54], the following results hold:

ζ ′ � η′, η′ =
∧
n

σ−n(ε)

and

A(ζ ′) = Aσ , A(η′) = B∞.

In particular, σ is ergodic if the partition ζ ′ is trivial, and σ is exact if the partition η′ is trivial.
Since η′ is a measurable partition, we can define the quotient measure space (Y, ν) = (X/η′,B/η′, μη′) where

B/η′ = B∞.
The following result is deduced from Wold’s theorem, see details in [10].

Corollary 2.12 (1) Let π : X → Y be the natural projection. Then, there exists a measure-preserving automor-
phism σ̃ : (Y, ν) → (Y, ν) such that σ̃ is an automorphic factor of σ , i.e.,

σ̃ ◦ π = π ◦ σ.

(2) Let Sσ : f → f ◦ σ be the isometry onH = L2(μ). Then, in the Wold decompositionH = H∞ ⊕H⊥∞ for Sσ ,
we have

H∞ = L2(Y, ν),

and the restriction of Sσ toH∞ corresponds to the unitary operator U defined by σ̃ , U ( f ) = f ◦ σ̃ .

It turns out that every non-singular endomorphism is a factor of an invertible dynamical system. It is said that
an automorphism T ∈ Aut (Y, C, ν) is a natural extension of an endomorphism σ ∈ End(X,B, μ) if there exists a
map τ : (Y, C, ν) → (X,B, μ) such that

(i) C = ∨∞
n=0 T

n(τ−1B), mod 0,
(ii) there exists a measure ν′ ∼ ν such that ων′ = ωμ ◦ τ .

We recall an important fact saying that every non-singular endomorphism σ of (X,B, μ) admits a natural
extension, see [52,56], [8], and Example 2.13.

Example 2.13 Let σ be an onto endomorphism of a standard Borel space (X,B). Define the set X̂ as follows: X̂ is
a subset of X × X × X × · · · such that

x̂ = (xi )i≥0 ∈ X̂ ⇐⇒ σ(xi+1) = xi ∀i ≥ 0.

The set X̂ is often called the solenoid constructed by (X, σ ) and denoted Sol(X,σ ). Note that X̂ is a closed subset
in the product space X × X × · · · . Since X̂ is Borel, it inherits the Borel structure B̂ from the product space.

Define the map σ̂ : X̂ → X̂ by setting

σ̂ (x0, x1, x2, . . . ) = (σ (x0), x0, x1, . . . ).

Then, one can easily verify that σ̂ is a one-to-one Borel map of X̂ onto itself, and the shift

τ : (x0, x1, x2, . . . ) �→ (x1, x2, x3, . . . )

is inverse to σ̂ , τ = σ̂−1.
Let πn : X̂ → X be the projection from X̂ onto the n-th coordinate: for x̂ = (xn), set πn (̂x) = xn , n ≥ 0. Then,

πn can be extended to a map f �→ f ◦ πn from F(X,B) to F(X̂ , B̂). It follows from the above definitions that
πn+1σ̂ (̂x) = πn (̂x), and π0 is a factor map from (X̂ , σ̂ ) to (X, σ ), i.e.,

π0σ̂ = σπ0.
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Proposition 2.14 Let μ be a Borel continuous measure on a standard Borel space (X,B) which is quasi-invariant
with respect to an endomorphism σ . Let the measure P on (X̂ , B̂) be defined by the relation P ◦ π−1

0 = μ. Then,
the map

L2(μ) � f
V0−→ f ◦ π0 ∈ L2(P)

is an isometry. Moreover, the operator U : L2(P) → L2(P) defined by the formula

U = V0SσV
∗
0

is an isometry.

2.5 Markovian functions

In this subsection, we consider a class of functions defined by an endomorphism σ ∈ End(X,B, μ). The following
definition is motivated by relation (2.6).

Definition 2.15 Let σ be an onto endomorphism of (X,B, μ). A function ϕ ∈ F(X,B) satisfying∫
X
( f ◦ σ)ϕ dμ =

∫
X
f dμ (2.7)

for all f in L1(μ) is called a Markovian function. The set of all Markovian functions is denoted by M(σ, μ). We
denote M2(σ, μ) = M(σ, μ) ∩ L2(μ).

The Markovian functions were considered in a series of papers [22,34,36], and others.

Remark 2.16 (1) The set M(σ, μ) is convex.
(2) Suppose thatμ is a forward quasi-invariantmeasure forσ ∈ End(X,B, μ). Then, the set ofMarkovian functions

M(σ, μ) is not empty because ωμ ∈ M(σ, μ) due to relation (2.6).
(3) For two equivalent measures μ and ν, we discuss relation between the functions ωμ and ων in Theorem 3.15.

As above, the function ωμ generates a cocycle by setting ωn(x) = dμ◦σ n

dμ (x) (where ω1 = ωμ).

(4) Let g be a function from L1(μ). It was shown in [34] that, for the measure dν = gdμ, the following holds:∫
X
f (σ x)

gων

g ◦ σ
(x) dμ =

∫
X
f (x) dμ, f ∈ L1(μ).

This means that the function
gων

g ◦ σ
is Markovian with respect to (σ, μ).

Based on the facts from Remark 2.16, we prove the following result.

Proposition 2.17 Let σ ∈ End(X,B, μ). Suppose a measure ν is equivalent to μ and g = dν
dμ . Then,

M(σ, ν) = g−1M(σ, μ)(g ◦ σ).

Proof For a function ϕ ∈ M(σ, μ), show that h = g−1ϕ(g ◦ σ) ∈ M(σ, ν). For any f ∈ L1(ν), we have∫
X
( f ◦ σ)g−1ϕ(g ◦ σ) dν =

∫
X
( f g) ◦ σϕ dμ

=
∫
X
f g dμ

=
∫
X
f dν.
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This shows that the function h is in M(σ, ν).
Conversely, let ϕ be a Markovian function from M(σ, ν). Since dν = gdμ,∫

X
f g dμ =

∫
X
( f ◦ σ)ϕg dμ

=
∫
X
( f ◦ σ)(g ◦ σ)[(g ◦ σ)−1ϕg] dμ.

The latter means that (g ◦ σ)−1ϕg ∈ M(σ, μ). �
Lemma 2.18 Let ϕ1, . . . , ϕk be Markovian functions from M(σ, μ). Then, the function ψ = (ϕk ◦ σ k−1) · · · (ϕ2 ◦
σ)ϕ1 belongs to M(σ k, μ).

Proof We compute∫
X
( f ◦ σ k)ψ dμ =

∫
X
[( f ◦ σ k−1) ◦ σ(ϕk ◦ σ k−2) ◦ σ · · · (ϕ2 ◦ σ)]ϕ1 dμ

=
∫
X
( f ◦ σ k−1)(ϕk ◦ σ k−2) · · · (ϕ3 ◦ σ)ϕ2 dμ

· · · · · ·
=

∫
X
f dμ.

�

3 Operators generated by endomorphisms

This section considers several linear operators naturally defined by surjective endomorphisms of (X,B, μ). These
operators act in L2(μ) and other functional spaces.

3.1 Transfer operators and endomorphisms

We define a transfer operator in general settings using only the Borel structure of the space (X,B). Transfer operators
are extensively studied for various dynamical systems applying the properties of phase spaces.

Definition 3.1 LetF(X,B) be the set of all bounded Borel functions1 and let R : F(X,B) → F(X,B) be a linear
operator. Then, R is called a transfer operator if it satisfies the following properties:

(i) f ≥ 0 �⇒ R( f ) ≥ 0 (i.e., R is a positive operator);
(ii) for any Borel functions f, g ∈ F(X,B), the pull-out property holds

R(( f ◦ σ)g) = f R(g). (3.1)

To emphasize that a transfer operator R is defined by an onto endomorphism σ , we will also write R as (R, σ ).

Let 1 be a function on (X,B) that takes the only value 1. If R(1)(x) > 0 for all x ∈ X , then we say that R is a
strict transfer operator. If R(1) = 1, then the transfer operator R is called normalized.

Every transfer operator R defines an action on the set of probability measures M1(X): given μ ∈ M1(X), set

(μR)( f ) =
∫
X
R( f ) dμ, f ∈ F(X,B).

If μ = μR, then μ is called R-invariant. A measure μ ∈ M1(X) is called strongly invariant with respect to a
transfer operator (R, σ ) if μ σ -invariant and μR = μ.

Restrictions of transfer operators on Banach or Hilbert spaces give more possibilities to study their properties.

1 In this section, we will consider real-valued functions for definiteness; the case of complex-valued functions can be done similarly.
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Lemma 3.2 Let (X,B, μ) be a probability standard measure space. Suppose that (R, σ ) is a normalized transfer
operator acting in L2(X,B, μ) where μ ∈ M1(X). Then, μ is strongly invariant with respect to (R, σ ) if and only
if R∗(1) = 1.

Proof Here and below, we denote by 〈·, ·〉μ the inner product in L2(μ). Since R is normalized, we can write

〈 f,1〉μ◦σ−1 = 〈 f ◦ σ, R∗(1)〉μ = 〈R( f ◦ σ),1〉μ = 〈 f R(1),1〉μ = 〈 f,1〉μ,

that is μ is σ -invariant if R∗(1) = 1.
Similarly, we see that the condition R∗(1) = 1 is equivalent to μ = μR:

〈 f,1〉μR = 〈R( f ),1〉μ = 〈 f, R∗(1)〉μ = 〈 f,1〉μ.

�
Example 3.3 Let σ ∈ End(X,B, μ), μ(X) = 1, and let the partition ξσ of X be defined by preimages {σ−1(x) :
x ∈ X} of σ . We give an example of a transfer operator Rσ which is determined by the system of conditional
measures {μC } (see Sect. 2.2) over the partition ξσ of X . Define a linear operator Rσ acting on Borel bounded
functions over the standard probability measure space (X,B, μ) by setting

Rσ ( f )(x) :=
∫
Cx

f (y) dμCx (y) (3.2)

where Cx = σ−1(x).

Lemma 3.4 The operator Rσ : F(X,B) → F(X,B) defined by (3.2) is a transfer operator.

Proof Clearly, Rσ is a positive normalized operator. To see that (3.1) holds, we calculate

Rσ (( f ◦ σ)g)(x) =
∫
Cx

( f ◦ σ)(y)g(y) dμCx

= f (x)
∫
Cx

g(y) dμCx (y)

= f (x)(Rσ g)(x).

Here, we used the fact that f (σ (y)) = f (x) for y ∈ Cx = σ−1(x). �
For an onto endomorphism σ acting on the space (X,B, μ), we consider the subalgebraA = {σ−1(B) : B ∈ B}

of B. It is a well-known fact that there exists the conditional expectation Eσ : L2(X,B, μ) → L2(X, σ−1(B), μ).
To simplify the formulas, we will use also the following notations: A = σ−1(B), L2(μ) = L2(X,B, μ), and
L2(μA) = L2(X, σ−1(B), μ). Below, we will describe the operator Eσ explicitly in terms of the composition
operator Sσ .

It turns out that, for every transfer operator R, one can define another operator which is, in some sense, analogous
to the conditional expectation. For this, let (R, σ ) be a normalized transfer operator. We define

E : F(X,B) → F(X, σ−1(B)) : f �→ R( f ) ◦ σ. (3.3)

We discuss the properties of the operator E in Proposition 3.5. Some of them are proved in [10].

Proposition 3.5 Let R be a normalized transfer operator and E( f ) = R( f ) ◦ σ . Then, the following properties
hold:

(1) E is positive and E2 = E,

E(F(X,B)) = F(X, σ−1(B)),
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E |F(X,σ−1(B)) = id,
R ◦ E ◦ R = R2 and R ◦ E = R.

(2) For Sσ ( f ) = f ◦ σ , we have

(RSσ )( f ) = f, (Sσ R)( f ) = E( f ).

(3) A bounded Borel function f belongs to F(X, σ−1(B)) if and only if there exists a function g ∈ F(X,B) such
that f = g ◦ σ .

Proof These properties are proved directly. We only check that R ◦ E ◦ R = R2. Indeed,

R[E(R( f ))] = R[R(R( f ) ◦ σ ] = R2( f )R(1) = R2( f ).

�
Corollary 3.6 Let R be the transfer operator defined in (3.2). Then, the conditional expectation E : F(X,B) →
F(X, σ−1(B)) : f �→ R( f ) ◦ σ acts by the formula

E( f ) = R( f ) ◦ σ =
∫

σ−1(σ (x))
f (y) dμCσ(x) (y).

3.2 Composition operators and Markovian functions

We recall our notation: σ is a surjective endomorphism of a probability measure space (X,B, μ), Sσ : f �→ f ◦ σ

is the composition operator, and M(σ, μ) is the set of Markovian functions.
Let t = t (x) be a bounded Borel function, and μ a σ -invariant probability measure on (X,B). We define the

operator Pt on L2(μ) by setting

Pt ( f ) = t ( f ◦ σ), f ∈ L2(μ).

We call the operator Pt a weighted composition operator. Clearly, Pt is a bounded operator in L2(μ).

Theorem 3.7 (1) For σ ∈ End(X,B, μ) as above, consider the composition operator Sσ in the Hilbert space
L2(μ). Then, the adjoint operator S∗

σ acts by the formula:

S∗
σ (g) = (gdμ) ◦ σ−1

dμ
, g ∈ L2(μA). (3.4)

(2) The adjoint operator S∗
σ is a transfer operator

S∗
σ (g( f ◦ σ)) = f S∗

σ (g).

The transfer operator S∗
σ is normalized if and only if μ is σ -invariant.

(3) For a function t ∈ F(X,B), the adjoint operator P∗
t is a non-normalized transfer operator.

Proof (1) For functions f, g ∈ L2(μ), we have

〈Sσ f, g〉μ =
∫
X
( f ◦ σ)g dμ

=
∫

f (gdμ) ◦ σ−1

=
∫

f
(gdμ) ◦ σ−1

dμ
dμ

= 〈 f, S∗
σ g〉μ

which proves (3.4).
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(2) To prove the pull-out property, we compute, for arbitrary functions f, g, h ∈ L2(μ),∫
X
hS∗

σ (( f ◦ σ)g) dμ =
∫
X
Sσ (h)( f ◦ σ)g dμ

=
∫
X
((h f ) ◦ σ) g dμ

=
∫
X
h f S∗

σ (g) dμ.

Finally, we see that∫
X
f dμ ◦ σ−1 =

∫
X
( f ◦ σ)1 dμ =

∫
X
f S∗

σ (1) dμ,

and S∗
σ (1) = 1 ⇐⇒ μ ◦ σ−1 = μ.

(3) The same proof as in (1) gives the formula

P∗
t (g) = (tgdμ) ◦ σ−1

dμ
, g ∈ L2(μA).

This shows that P∗
t is not normalized.

To prove that P∗
t satisfies the pull-out property, we write

〈h, P∗
t (g( f ◦ σ))〉μ = 〈Pt (h), g( f ◦ σ)〉μ

= 〈t (h ◦ σ), g( f ◦ σ)〉μ
= 〈Pt (h f ), g〉μ
= 〈h, f P∗

t (g)〉μ.

�
Corollary 3.8 (1) Let σ ∈ End(X,B, μ) be such that μ = μ ◦ σ−1. Then, the conditional expectation Eσ :

L2(X,B, μ) → L2(X,A, μA) can be represented as Sσ S∗
σ .

(2) If μ is forward quasi-invariant, then the conditional expectation Eσ coincides with Tσ T ∗
σ where the isometry

Tσ ( f ) = √
ωμ( f ◦ σ) is defined in Lemma 2.8.

Proof The fact that (Sσ S∗
σ )2 = Sσ S∗

σ follows from the identity S∗
σ Sσ = I.

Next, we verify that 〈 f, Sσ S∗
σ (h)〉μ = 〈 f, h〉μ for h ∈ L2(μA). Recall that if f ∈ L2(μA), then there exists

g ∈ L2(μ) such that f = g ◦ σ . Then, using the fact that S∗
σ is a normalized transfer operator (Theorem 3.7), we

have

〈g ◦ σ, Sσ S
∗
σ (h)〉μ = 〈S∗

σ (g ◦ σ), S∗
σ (h)〉μ

= 〈gS∗
σ (1), S∗

σ (h)〉μ
= 〈g, S∗

σ (h)〉μ
= 〈g ◦ σ, h〉μ
= 〈 f, h〉μ

The orthogonality of the projection Sσ S∗
σ is obtained from the relation

〈Sσ S
∗
σ f, g ◦ σ 〉μ = 〈S∗

σ f, g〉μ = 〈 f, g ◦ σ 〉μ.

It proves that Eσ = Sσ S∗
σ .

(2) The case of a quasi-invariantmeasureμ is considered similarly.We note thatωμ is aBorel functionmeasurable
with respect to σ−1(B). Hence, every function f ∈ L2(μA) there exists a function g ∈ L2(μ) such that f =√

ωμ(g ◦ σ). Then, we repeat the above calculations. We leave the details to the reader. �
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We associated with every endomorphism σ ∈ End(X,B, μ) two transfer operators R and S∗
σ . It turns out that

they coincide in L2(μ).

Theorem 3.9 Let σ ∈ End(X,B, μ). Then, the transfer operators Rσ and S∗
σ coincide in L2(μ), where Rσ is

defined in (3.2) and S∗
σ satisfies (3.4).

Proof Wecompute S∗
σ ( f )using the disintegration ofμwith respect to the conditionalmeasuresμx onCx = σ−1(x):

〈S(g), f 〉μ =
∫
X
(g ◦ σ) f dμ

=
∫
X

(∫
Cx

g(σ (y)) f (y) dμx (y)

)
dμ(x)

=
∫
X
g(x)

(∫
Cx

f (y) dμx (y)

)
dμ(x)

= 〈g, S∗
σ ( f )〉μ

From the latter, we see that

S∗
σ ( f ) =

∫
Cx

f (y) dμx (y) = Rσ ( f ).

�
Remark 3.10 (1) It follows from Lemma 3.2 and Theorem 3.9 that, for the transfer operator S∗

σ in L2(μ), the
measure μ is strong invariant if and only if it is σ -invariant.

(2) Theorem 3.9 implies that E( f ) = R( f ) ◦ σ coincides with Eσ for R = S∗
σ .

We now consider weighted composition operators where the weight function is Markovian; for consistency, we
will write Pϕ for such a weighted composition operator. We will continue discussing the properties of weighted
composition operators in the next section.

Let σ ∈ End(X,B, μ) be a surjective endomorphism, and μ is a forward quasi-invariant measure. Consider the
operator

Pϕ : f → ϕ( f ◦ σ) (3.5)

which is formally defined in F(X,B). It can be also written as

Pϕ( f ) = MϕSσ ( f ), f ∈ F(X,B)

where Mϕ is the multiplication operator.

Lemma 3.11 Let σ, ϕ, and Pϕ be as above. Then, ϕ is a Markovian function (ϕ ∈ M(σ, μ)) if and only if μ is
Pϕ-invariant, i.e., μPϕ = μ where

μPϕ( f ) =
∫
X
Pϕ( f ) dμ.

In particular, μ = μPωμ .

Proof Indeed, if ϕ is Markovian, then∫
X
Pϕ( f ) dμ =

∫
X
( f ◦ σ)ϕ dμ =

∫
X
f dμ

which means that μ is Pϕ-invariant. The converse statement also follows from the relation above. �
Lemma 3.12 Let ϕ ∈ M(σ, μ) and Pϕ a weighted composition operator. Then, Pϕ : L1(μ) → L1(μA) and
P√

ϕ : L2(μ) → L2(μA) are isometric operators.
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Proof Straightforward. �
Proposition 3.13 Let σ ∈ End(X,B, μ) and ϕ is a function from L2(μ). Then, ϕ is a Markovian function if and
only if S∗

σ (ϕ) = 1.

Proof Let f ∈ L2(μ). Then, the result follows from the following relations:

‘

∫
X
f dμ =

∫
X
( f ◦ σ)ϕ dμ

=
∫

Sσ ( f )ϕ dμ

=
∫
X
f S∗

σ (ϕ) dμ.

�
Theorem 3.14 Let Pϕ be defined in L2(μ) according to (3.5) where ϕ > 0.

(1) The following statements are equivalent:

(i) Pϕ is an isometry in L2(μ);
(ii) the composition operator Sσ is an isometry in L2(ϕμ);
(iii) S∗

σ (ϕ) = 1;
(iv)

(ϕdμ) ◦ σ−1

dμ
= 1 a.e.

(2) If ϕ is a positive Borel function from L2(μ), then the adjoint operator P∗
ϕ is a transfer operator and P∗

ϕ is
normalized if and only if ϕ is Markovian.

Proof (1) The proof of the first statement uses the arguments given in the proofs of Theorems 3.13 and 3.7. We
leave the details for the reader.

(2) It is clear that P∗
ϕ is positive because we have the following formula for P∗

ϕ :

P∗
ϕ (g) = (ϕgdμ) ◦ σ−1

dμ
.

Show that it satisfies the pull-out property. Since Pϕ = MϕSσ and S∗
σ is a transfer operator, we obtain

P∗
ϕ (( f ◦ σ)g) = S∗

σ M
∗
ϕ[( f ◦ σ)g]

= S∗
σ [ϕg( f ◦ σ)]

= f S∗
σ (ϕg)

= f S∗
σ M

∗
ϕ(g)

= f P∗
ϕ (g).

To finish the proof, we note that∫
X
( f ◦ σ)ϕ1 dμ =

∫
X
Pϕ( f )1 dμ

=
∫
X
f P∗

ϕ (1) dμ.

Hence,∫
X
( f ◦ σ)ϕ dμ =

∫
X
f dμ

if and only if P∗
ϕ (1) = 1. �
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3.3 Radon–Nikodym derivatives and conditional expectations

As above, σ ∈ End(X,B, μ) is an onto endomorphism with quasi-invariant measure μ. Equation (2.6) defines a
uniquely determined Radon–Nikodym derivative ωμ which is σ−1(B)-measurable function.

Let Eσ denote the conditional expectation from L2(μ) onto L2(μA), where A = σ−1(B) and μA is the
projection of μ onto the sigma-algebra A. We recall that Eσ = Sσ S∗

σ for σ -invariant measure μ and Eσ = Tσ T ∗
σ

for σ -quasi-invariant measure μ, see Corollary 3.8.
Suppose that ν is another measure on (X,B) which is equivalent to the measure μ. In the next theorem, we show

how Markovian functions with respect to the measures μ and ν are related (see also Remark 2.7).

Theorem 3.15 Let σ ∈ End(X,B, μ) and dν(x) = h(x)dμ(x) where h(x) > 0 μ-a.e. Let ψ ∈ M(σ, ν) and
ϕ ∈ M(σ, μ). Then,

Eσ (h)ψ = ϕ(h ◦ σ). (3.6)

Hence, relation (3.6) establishes a one-to-one correspondence between the sets of Markovian functions M(σ, μ)

and M(σ, ν).

Proof Since the both sides of (3.6) aremeasurable with respect to σ−1(B), it suffices to prove that, for every function
g ∈ F(X,B),∫
X
(g ◦ σ)Eσ (h) ψ dμ =

∫
X
(g ◦ σ)(h ◦ σ) ϕ dμ. (3.7)

We compute the left-hand side and the right-hand side in (3.7) separately using the definition ofMarkovian functions
and the properties of conditional expectations. For the RHS:∫
X
(g ◦ σ)(h ◦ σ) ϕ dμ =

∫
X
(gh) ◦ σ ϕ dμ

=
∫
X
gh dμ

=
∫
X
g dν.

For the LHS, we use the fact thatEσ is the conditional expectation and the function (g◦σ)ψ is σ−1(B)-measurable:∫
X
(g ◦ σ)Eσ (h) ψ dμ =

∫
X
(g ◦ σ)h ψ dμ

=
∫
X
(g ◦ σ) ψ dν

=
∫
X
g dν.

�
Let R = (R, σ ) be a transfer operator where σ is an onto endomorphism of (X,B, μ). Recall that we have

defined in (3.3) the operator E = R( f ) ◦ σ : F(X,B) → F(X, σ−1(B)) which is an analog of the conditional
expectation Eσ . In the following statement, we find out under what conditions on the measure μ and the transfer
operator R the operator E coincides with the genuine conditional expectation Eσ .

Theorem 3.16 In the setting formulated above, the operator E = R( f ) ◦ σ coincides with Eσ = Sσ S∗
σ in L2(μ)

if and only if

R( f )
dμ ◦ σ−1

dμ
= ( f dμ) ◦ σ−1

dμ
, f ∈ L2(μ). (3.8)

Relation (3.8) can be also written as ρμR( f ) = S∗
σ ( f ).
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Proof It was shown in Proposition 3.5 that E2 = E . It remains to find out under what conditions the relation
E = E∗ hold. Clearly, it is equivalent to the property∫
X
gE( f ) dμ =

∫
X
g f dμ, ∀g ∈ F(X, σ−1(B)). (3.9)

Representing g as h ◦ σ (h ∈ F(X,B)), we obtain that (3.9) is equivalent to∫
X
(h ◦ σ)R( f ) ◦ σ dμ =

∫
X
(h ◦ σ) f dμ

or∫
X
hR( f ) dμ ◦ σ−1 =

∫
X
h ( f dμ) ◦ σ−1.

This means that

R( f ) = ( f dμ) ◦ σ−1

dμ ◦ σ−1

which is equivalent to (3.8). This proves that E = Eσ if and only if S∗
σ ( f ) = ρμR( f ).

We note that if μ is a σ -invariant measure, then

R( f ) = ( f dμ) ◦ σ−1

dμ
which coincides with S∗

σ ( f ) by (3.4). It follows then that Eσ = E = R( f ) ◦ σ in the case of σ -invariant measure
μ. Moreover, it is obvious that the condition R( f ) = S∗

σ ( f ) implies the invariance of μ with respect to σ . �
Corollary 3.17 In notation given above, the operator Eρμ = (ρμR) ◦ σ coincides with Eσ .

Proof We noted that ρμR is a transfer operator coinciding with S∗
σ , and therefore we can define Eρμ = Sσ Rρμ . By

Corollary 3.8, we obtain that Sσ Rρμ = Sσ S∗
σ = Eσ which proves the statement. �

Remark 3.18 The results of Proposition 2.17 and Theorem 3.15 can be interpreted as follows.
LetG denote the groupF+(X,B) of Borel bounded strictly positive functions. Then,G acts on the set {M(σ, ν) :

ν ∼ μ}. This action α = {α f : f ∈ G} is defined by the rule:

α f (ϕ) = f ◦ σ

f
ϕ, ϕ ∈ M(σ, μ).

Clearly,

α f (M(σ, μ)) = M(σ, ν),

where dν = f dμ, andα f αg = α f g . The actionα is free in the sense that it satisfies the propertyM(σ, μ)∩M(σ, ν) =
∅ if ν ∼ μ. Moreover, α is transitive.

4 Cuntz relations for invariant and quasi-invariant measures

Starting with the measurable category, and disintegration of the appropriate measures, we showed above that careful
choice of Hilbert spaces allows for a powerful tool in the analysis of endomorphisms and branching systems (in
the measurable setting). In more detail, the steps from transformations in measure space to L2 spaces and operators
are often called “passing to the Koopman operators”. In our context, the non-commutativity for the operators under
consideration is captured well with the Cuntz relations, or rather their representations; see [9,21,47]. Recall that,
following J. Cuntz, for every n, one introduces a C∗-algebra O|�| defined by a system of |�| generators Ti . These
generators may be realized as operators in Hilbert space, say H as follows: The relations (Cuntz relations) state
that the Ti system is represented by isometries with orthogonal ranges in H such that the sum of these ranges is H .
(Think of the subspaces as sub-bands.) In other words, via the isometries, H arises as an orthogonal sum of copies
of itself. As a C∗-algebra,O|�| is simple. Its representations are important, and they play a crucial role in the study
of self-similar dynamics and self-similar geometries.
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4.1 Quasi-invariant measure

Let σ ∈ End(X,B, μ) where μ is a forward and backward quasi-invariant measure. We recall that, in this case,
the corresponding Radon–Nikodym derivatives ωμ and ρμ are well-defined functions satisfying (2.6) and (2.5). In
the remaining sections of this paper, we will consider L2-spaces of complex-valued functions.

Let ϕ be a positive Markovian function, ϕ ∈ M(σ, μ). Then, we define a weighted composition operator Sϕ

acting on L2(μ) by

Sϕ( f ) = √
ϕ( f ◦ σ) (4.1)

Equivalently, Sϕ = M√
ϕSσ where M√

ϕ denotes the operator of multiplication, and Sσ is the composition operator.
We mention two important particular cases of (4.1) when (a) ϕ = ωμ and (b) ϕ = 1. Case (b) occurs if and only

if μ ◦ σ−1 = dμ.

Lemma 4.1 (1) Let ϕ be a Markovian function from M2(σ, μ) = M(σ, μ) ∩ L2(μ), and Sσ the composition
operator. Then, S∗

σ (ϕ) = 1.
(2) The function ϕ is Markovian with respect to σ and μ if and only if (ϕdμ) ◦ σ−1 = μ.

Proof The first statement follows from the definition of a Markovian function:
∫
V

f dμ =
∫
X
( f ◦ σ)ϕ dμ =

∫
X
Sσ ( f )ϕ dμ =

∫
V

f S∗
σ (ϕ) dμ.

The second statement is a reformulation of relation (2.7). �

Lemma 4.2 The operator Sϕ is an isometry in L2(μ).

Proof It follows from (2.7) that the function
√

ϕ( f ◦ σ) ∈ L2(μ) if f ∈ L2(μ). Since ϕ is Markovian, we have

〈Sϕ( f ), Sϕ(g)〉μ =
∫
X

√
ϕ( f ◦ σ)

√
ϕ(g ◦ σ) dμ

=
∫
X
( f g ◦ σ)ϕ dμ

=
∫
X
f g dμ, f, g ∈ L2(μ).

�

Theorem 4.3 (1) For σ ∈ End(X,B, μ) as above and the operator Sϕ , the adjoint operator S∗
σ acts by the formula:

S∗
ϕ(g) = (g

√
ϕdμ) ◦ σ−1

dμ
, g ∈ L2(μ). (4.2)

(2) The adjoint operator S∗
ϕ is a transfer operator satisfying the pull-out property:

S∗
ϕ(g( f ◦ σ)) = f S∗

ϕ(g). (4.3)

The operator S∗
ϕ is normalized if and only if μ is σ -invariant.

Proof (1) For functions f, g ∈ L2(μ), we have
∫
X

√
ϕ( f ◦ σ)g dμ =

∫
f (

√
ϕgdμ) ◦ σ−1 =

∫
f
(gdμ) ◦ σ−1

dμ
dμ

which proves (4.2).
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(2) The operator S∗
ϕ is obviously positive. To prove the pull-out property, we compute, for arbitrary functions

f, g, h ∈ L2(μ),∫
X
hS∗

ϕ(( f ◦ σ)g) dμ =
∫
X
Sϕ(h)( f ◦ σ)g dμ

=
∫
X

√
ϕ(h f ) ◦ σ g dμ

=
∫
X
Sϕ(h f )g dμ

=
∫
X
h f S∗

ϕ(g) dμ.

This proves that (4.3) holds.
We see that

S∗
ϕ(1) = (

√
ϕdμ) ◦ σ−1

dμ
.

Hence, S∗
ϕ is normalized if and only if μ = μ ◦ σ−1 and ϕ = 1. This can be proved as follows:∫

X
f dμ ◦ σ−1 =

∫
X
( f ◦ σ)1 dμ =

∫
X
f S∗

σ (1) dμ,

and S∗
σ (1) = 1 ⇐⇒ μ ◦ σ−1 = μ. �

Remark 4.4 One can easily check that, for ϕ = ωμ,

S∗
ωμ

(
1√
ωμ

) = ρμ.

We recall that A denotes the subalgebra σ−1(B) and μA denotes the restriction of μ onto A. It is an important
observation that a function f is A-measurable if and only if there exists a B-measurable function g such that
f = g ◦ σ .
For a fixed Markovian function ϕ, consider the subspace Hϕ of function spanned by

√
ϕ and A-measurable

functions:

Hϕ = {√ϕ( f ◦ σ) : f ∈ L2(μ)}
Proposition 4.5 Let σ, ϕ, and Sϕ be as above. Then,

(1) Eϕ := SϕS∗
ϕ is an orthogonal projection from L2(μ) onto Hϕ;

(2) Eϕ(( f ◦ σ)g) = ( f ◦ σ)Eϕ(g)
(3) S∗

ϕ( f Eϕ(g)) = S∗
ϕ(g)S∗

ϕ( f
√

ϕ).

Proof (1) Let f, g ∈ L2(μ). Then, we write

〈SϕS
∗
ϕ f,

√
ϕ(g ◦ σ)〉μ = 〈SϕS

∗
ϕ f, Sϕg〉μ

= 〈S∗
ϕ f, g〉μ

= 〈 f, Sϕg〉μ
= 〈 f,√ϕ(g ◦ σ)〉μ.

Hence, ( f − SϕS∗
ϕ f ) ⊥ Hϕ .

For (2), we first note that Sϕ( f g) = √
ϕ(g ◦ σ)( f ◦ σ) = Sϕ(g)Sσ ( f ), and then

Eϕ(( f ◦ σ)g) = SϕS
∗
ϕ(( f ◦ σ)g)

= Sϕ(S∗
ϕ(g) f )

= (SϕS
∗
ϕ)(g)Sσ ( f )

= ( f ◦ σ)Eϕ(g).
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For (3), we use the pull-out property of S∗
ϕ :

S∗
ϕ( f Eϕ(g)) = S∗

ϕ( f SϕS
∗
ϕ(g))

= S∗
ϕ( f

√
ϕ(S∗

ϕ(g) ◦ σ))

= S∗
ϕ(g)S∗

ϕ( f
√

ϕ).

�
Let {mi : i ∈ �} be a collection of complex-valued functions from L2(μ). We fix a Markovian function ϕ. For

every i ∈ �, we define

Tmi ( f ) = mi
√

ϕ( f ◦ σ) = Mmi Sϕ( f ) (4.4)

where Mmi is the multiplication operator. Then, Tmi is an operator acting from L2(μ) onto miHϕ .

Lemma 4.6 The operator Tm( f ) = m
√

ϕ( f ◦ σ) is bounded on L2(μ) if and only if |m|2 ∈ L∞(μ).

Proof For f ∈ L2(μ), we have

||Tm( f )||2 =
∫
X
(m

√
ϕ( f ◦ σ))(m

√
ϕ( f ◦ σ) dμ

=
∫
X

|m|2(| f |2 ◦ σ)ϕ dμ

≤ sup |m|2
∫
X
(| f |2 ◦ σ)ϕ dμ

= sup |m|2|| f ||2.
�

Lemma 4.7 The operator Tm is an isometry in L2(μ) if and only if

S∗
ϕ(

√
ϕ|m|2) = 1.

Proof We note that T ∗
m( f ) = S∗

ϕMm( f ). Using the pull-out property for S∗
ϕ , we can write

T ∗
mTm( f ) = S∗

ϕMm(mi
√

ϕ( f ◦ σ)) = f S∗
ϕ(|m|2√ϕ)

where f ∈ L2(μ). This proves the lemma. �
Remark 4.8 It follows from Lemma 4.7 that Tm is an isometry if and only if

Eϕ(
√

ϕ|m|2) = √
ϕ.

Lemma 4.9 The operators Tm, Sϕ, and Eϕ satisfy the properties:

T ∗
m1

Tm2( f ) = f S∗
ϕ(

√
ϕ m1m2), (4.5)

Tm1T
∗
m2

( f ) = m1Eϕ(m2 f ). (4.6)

Proof Indeed, we have

T ∗
m1

Tm2( f ) = T ∗
m1

(
√

ϕ m2( f ◦ σ))

= S∗
m2

Mm1(
√

ϕ m2( f ◦ σ))

= f S∗
m2

(
√

ϕ m1m2),

and

Tm1T
∗
m2

( f ) = Mm1SϕS
∗
ϕMm2( f ) = m1Eϕ(m2 f ).

�
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Remark 4.10 Let g be a bounded positive Borel function. Take a Markovian function ϕ ∈ M(σ, μ) and consider
ψ = (g ◦ σ)ϕg−1. By Proposition 2.17 we see that ψ ∈ M(σ, ν) where dν = gdμ. Then,

Sψ = M−1√
gSϕM√

g.

Then, a direct computation shows that Sψ is an isometry in L2(ν) where dν = g dμ.
Denote by T̃m the operator acting on L2(ν): f �→ mSψ( f ). By Lemma 4.7, T̃m is an isometry in L2(ν) if and

only if S∗
ψ(

√
ψ |m|2) = 1. It follows from the definition of the operators Tm and T̃m that

T̃m = M−1√
gTmM

√
g.

Theorem 4.11 Let σ be an onto endomorphism of (X,B, μ) where μ is quasi-invariant with respect to σ . Let
{mi : i ∈ �} be a family of complex-valued functions. The operators {Tmi , i ∈ �} generate a representation of the
Cuntz algebra O|�| if and only if

(i) S∗
ϕ(

√
ϕ m jmi ) = δi j1,

(ii)
∑
i∈�

miEϕ(mi f ) = f, f ∈ L2(μ).

Proof We first note that condition (i) of the theorem implies that the operators Tmi are isometries because of Lemma
4.7. The Cuntz relations for isometries {Tmi }i∈� mean that∑
i∈�

Tmi T
∗
mi

= I

and the projections Tmi T
∗
mi

are mutually orthogonal.
We will show that, for f, g ∈ L2(μ) and i "= j , the vectors Tmi T

∗
mi

( f ) and Tm j T
∗
m j

(g) are orthogonal if and
only if condition (i) of the theorem holds. In the following computation, we use (4.5).

〈Tmi T
∗
mi

( f ), Tm j T
∗
m j

(g)〉μ = 〈(T ∗
m j

Tmi )T
∗
mi

( f )), T ∗
m j

(g)〉μ
= 〈S∗

ϕ(
√

ϕ m jmi )(ξ), η〉μ
where ξ = T ∗

mi
( f ) and η = T ∗

m j
(g). Since f, g are arbitrary functions, the left-hand side is zero if and only if

S∗
ϕ(

√
ϕ m jmi ) = δi j I.

Next, we use (4.6) to see when the identity operator is decomposed in the sum of orthogonal projections Tmi T
∗
mi
.

It follows from Lemma 4.9 that, for any f ∈ L2(μ),∑
i∈�

Tmi T
∗
mi

( f ) =
∑
i∈�

miEϕ(mi f )

Hence, the property
∑

i∈� Tmi T
∗
mi

= I is equivalent to condition (ii) of the theorem. �
Corollary 4.12 It follows from Theorem 4.11 that

L2(μ) =
⊕
i∈�

miHϕ.

In other words, {mi : i ∈ �} is an orthogonal module basis for L2(μ) overHϕ = √
ϕ L2(μA)whereA = σ−1(B).

4.2 Invariant measure

In what follows, we will consider the case of a σ -invariant measure μ.

Lemma 4.13 Let σ ∈ End(X,B, μ) be an onto endomorphism. Then, if μ is σ -invariant probability measure,
then the only σ−1(B)-measurable Markovian function is the constant function 1.
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Proof Indeed, let ϕ be a Markovian function. Then, we have∫
X
( f ◦ σ)ϕ dμ =

∫
X
f dμ =

∫
X
f d(μ ◦ σ)−1 =

∫
X
( f ◦ σ) dμ.

Since f is arbitrary, we get ϕ = 1 on σ−1(B). �
We will apply the constructions of Sect. 4.1 to the case when ϕ = 1. Because the results of Sect. 4.1 are proved

in more general settings, we will just formulate the corresponding facts without proof.
Let m = {mi : i ∈ �} be a collection of complex-valued bounded functions, and let

Smi ( f ) = mi ( f ◦ σ), f ∈ L2(μ)

be the corresponding weighted composition operators.
In this lemma, we collect the properties of Smi .

Lemma 4.14 Let f, g ∈ L2(μ).

(1) S∗
m is an isometry on L2(μ) if and only if S∗

σ (|m|2) = 1.
(2) Eσ := Sσ S∗

σ is the conditional expectation from L2(μ) onto L2(μA).
(3) Eσ (( f ◦ σ)g) = ( f ◦ σ)Eσ (g).
(4) S∗

σ ( f Eσ (g)) = S∗
σ ( f )S∗

σ (g).
(5) S∗

m1
Sm2( f ) = S∗

σ (m1m2) f .
(6) Sm1 S

∗
m2

( f ) = m1E(m2 f ).

Here is the modified version of Theorem 4.11.

Theorem 4.15 Let σ be a surjective endomorphism of (X,B, μ) with σ -invariant measure μ. Let {mi : i ∈ �} be
a family of bounded complex-valued functions. The operators {Smi , i ∈ �} generate a representation of the Cuntz
algebra O|�| if and only if

(i) S∗
σ (m jmi ) = δi j1,

(ii)
∑
i∈�

miEσ (mi f ) = f, f ∈ L2(μ).

It follows from Theorem 4.15 that the Hilbert space L2(μ) admits the decomposition

L2(μ) =
⊕
i∈�

mi L
2(μA)

if andonly if the operators Smi are the generators of a representation of theCuntz algebra. In otherwords, {mi : i ∈ �}
is an orthogonal module basis for L2(μ) over L2(μA) where A = σ−1(B).

We finish this section with a discussion of the relations between the operators Sσ , Sϕ and Eσ , Eϕ where ϕ is a
Markovian function.

Proposition 4.16 The following formulas hold: for g ∈ L2(μ)

(1) S∗
ϕ(g) = S∗

σ (
√

ϕ g), (2) Eϕ(g) = √
ϕ Eσ (

√
ϕ g).

Proof For (1), take any functions f, g ∈ L2(μ) and compute

〈 f, S∗
ϕ(g)〉μ = 〈S∗

ϕ( f ), g〉μ
= 〈√ϕ ( f ◦ σ), g〉μ
= 〈Sσ ( f ),

√
ϕ g〉μ

= 〈 f, S∗
σ (

√
ϕ g)〉μ.
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To see that (2) is true, we recall that Sϕ( f ) = √
ϕ Sσ ( f ), and then we can write

Eϕ( f ) = SϕS
∗
ϕ( f ) = SϕS

∗
σ (

√
ϕ f ) = √

ϕ Sσ S
∗
σ (

√
ϕ f ) = √

ϕ Eσ (
√

ϕ f ).

�
The results of Proposition 4.16 will be used in the next section.

5 The set of wavelet filters

In this section, we answer the question about the structure of the set of wavelet filters, i.e., we describe the set of
functions satisfying the conditions of Theorem 4.11. We consider two different approaches: (i) it will be shown that
there the setM is isomorphic to the so called loop group G; (ii) using the decomposition into cyclic representations,
we describe elements m ∈ M as the collection of cyclic vectors for the representation of L∞(A) in L2(X,B, μ).

5.1 Actions of loop groups on wavelet filters

Consider bounded operators B(l2(�)) in the Hilbert space l2(�) where � is a countably infinite set. If {ei : i ∈ �}
is the canonical orthonormal basis in l2(�), then we define the infinite |�| × |�| matrix Â = (ai j ) by setting
ai j = 〈ei , Ae j 〉. This observation will allow us to work with matrix notation in the computations below.

Let U be the group of all unitary operators in B(l2(�)). Denote by G the group of Borel functions on (X,B)with
values in U (we recall that U is a Polish group). We use the notation G = (gi j (x)) for elements of G. Then, every
entry gi j (x) is a Borel complex-valued matrix. The group G is called the loop group. We remark that for G ∈ G,
G∗G = I where the matrix G∗ = G

T
. We will use the relation∑

l∈�

gli gl j = δi j (5.1)

where G = (gi j ) ∈ G.
Let ϕ be a Markovian function. We recall that, in this case, the operator Sϕ is isometric. We denote the set of

generalized wavelet filters by

Mϕ := {m = (mi )i∈� : S∗
ϕ(

√
ϕ mim j ) = δi j1,

∑
i∈�

miEϕ(m j f ) = f }. (5.2)

We consider simultaneously the case of σ -invariant measure μ and the corresponding operators Sσ and Eσ , see
Sect. 4 for properties of these operators. In this case, we use the set

Mσ := {m = (mi )i∈� : S∗
σ (mim j ) = δi j1,

∑
i∈�

miEσ (m j f ) = f }. (5.3)

It turns out that the group G acts on the setsMϕ andMσ . Indeed, for a fixed m ∈ Mϕ (or m ∈ Mσ ) and G ∈ G,
we define mG := (mG

i (x) : i ∈ �) by the formula

mG
i (x) =

∑
j∈�

(g ji ◦ σ)(x)m j (x) (5.4)

or mG = (G∗ ◦ σ)m in a short form.
In the next statements, wewill study the properties of this action ofG on the sets ofwavelet filters. For definiteness,

we formulate these results for the set Mϕ . The same proofs work for the action of G on Mσ , we will omit them.
We will show in the next lemmas that: (i) the setMϕ is invariant with respect to the action of group G; (ii) formula
(5.4) defines a group action on Mϕ ; (iii) this action of G is free and transitive.

Lemma 5.1 If m ∈ Mϕ , then mG ∈ Mϕ .
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Proof Wewill verify that the family of functionsmG = (mG
i (x) : i ∈ �) satisfies conditions (i) and (ii) of Theorem

4.11. For (i), we use (5.1) and the fact that S∗
ϕ is a transfer operator satisfying the pull-out property:

S∗
ϕ(

√
ϕ mG

i m
G
j ) = S∗

ϕ

(
√

ϕ
∑
k∈�

(gki ◦ σ)mk ·
∑
l∈�

(g jl ◦ σ)ml

)

=
∑
k∈�

∑
l∈�

gki gl j S
∗
ϕ(

√
ϕmlmk)

=
∑
k∈�

∑
l∈�

gki gl jδkl

=
∑
k∈�

gki gk j

= δi j .

For (ii), let f ∈ L2(μ), then

∑
i∈�

mG
i Eϕ(mG

i f ) =
∑
i∈�

∑
k∈�

(gki ◦ σ)mkEϕ

(∑
l∈�

(gli ◦ σ)ml f

)

=
∑
i∈�

∑
k∈�

∑
l∈�

(gki ◦ σ)(gli ◦ σ)mkEϕ(ml f )

=
∑
i∈�

∑
k∈�

∑
l∈�

((gki gli ) ◦ σ)mkEϕ(ml f )

=
∑
i∈�

∑
k∈�

δklmkEϕ(ml f )

=
∑
k∈�

mkEϕ(ml f )

= f.

We used here the equality GG∗ = I or
∑

i gki gli = δkl . �
In the next lemma, we show that (5.4) defines an action of the group G onM.

Lemma 5.2 For every m ∈ Mϕ and every G, H ∈ G,
(mG)H = mGH , mI = m. (5.5)

Proof Indeed, if I is the identity matrix, then mI = m for every m ∈ Mϕ .
Let G, H ∈ Mϕ . Show that (5.5) holds:

(mG)Hi =
∑
j∈�

(h ji ◦ σ)mG
j

=
∑
j∈�

(h ji ◦ σ)
∑
k∈�

(gkj ◦ σ)mk

=
∑
k∈�

∑
j∈�

((gi j h jk) ◦ σ)mk

=
∑
k∈�

( f ik ◦ σ)mk

= mGH
i ,

where the entries of GH are denoted by ( fik). �
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Lemma 5.3 Let ϕ be a positive Markovian function.

(1) The map � : m �→ √
ϕ m defines an isomorphism between the setsMϕ and Mσ .

(2) The map � implements the conjugation of actions of G on the sets Mσ and Mϕ .

Proof (1) We will show that if m satisfies (5.2), then
√

ϕm belongs toMσ , i.e., (5.3) holds. For this, we check that

S∗
σ (

√
ϕmi

√
ϕm j ) = S∗

ϕ(
√

ϕ mim j ) = δi j , i, j ∈ �,

and, using Proposition 4.16,∑
i∈�

√
ϕmiEσ (

√
ϕmi f ) =

∑
i∈�

√
ϕmi Sσ S

∗
σ (

√
ϕmi f )

=
∑
i∈�

mi SϕS
∗
ϕ(mi f )

= f.

(2) It can be checked directly that, for every G ∈ G and m ∈ Mϕ ,

�mG = (�m)G .

�
Lemma 5.4 Let ϕ be a positive Markovian function. The action of G onMϕ defined in (5.4) is free and transitive.

Proof It follows from Lemma 5.3 that it suffices to show that the action of G onMσ is free and transitive.
Let m = (mi ) and n = (n j ) be two elements of the set Mσ . Define an infinite matrix G by setting

gi j = S∗
ϕ(min j ), i, j ∈ �.

We show that mG = n to prove that the action is transitive. Indeed,

mG
i =

∑
k∈�

(gk,i ◦ σ)mk

=
∑
k∈�

(S∗
σ (mkni ) ◦ σ)mk

=
∑
k∈�

Sσ S
∗
σ (mkni )mk

=
∑
k∈�

Eσ (mkni )mk

= ni .

We used here relation (5.3).
To see that this action is free, we assume that mG = m for some m ∈ Mσ and G ∈ G. Then,

∑
k∈�

(gki ◦ σ)mk = mi , i ∈ �.

Multiply both sides by m j and apply the operator S∗
σ :∑

k∈�

S∗
σ ((gki ◦ σ)mkm j ) = S∗

σ (mim j )

Use the pull-out property and (5.3):∑
k∈�

gki S
∗
σ (mkm j ) = δi j .
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Hence,∑
k∈�

gkiδk j = δi j

and gli = δi j . This proves that G = I and the action is free. �
The following theorem gives a complete description of the set Mϕ . This result immediately follows from the

proven Lemmas 5.1–5.4.

Theorem 5.5 (1) The setMϕ is isomorphic (as a set) to the loop group G.
(2) For every element G = (gi j ) of the loop group, there exists a wavelet filter m such that gi j = S∗

ϕ(
√

ϕ mim j ).

5.2 Endomorphisms, wavelet filters and cyclic representations

In this subsection, we will use another approach to describe the set M of wavelet filters associated with an endo-
morphism σ of (X,B, μ). We will assume here that σ is measure-preserving.

Let A = σ−1(B) and μA is the restriction of μ onto the sigma-subalgebra A. Denote by A the set L∞(μA)

of bounded σ−1(B)-measurable functions. The ∗-algebra A acts on L2(μ) by multiplication operators: for every
f ∈ L2(μ) and γ ∈ A

f �−→ γ f = Mγ ( f ).

This formula defines a representationπ ofA in L2(μ). Using the theoremabout the decomposition of non-degenerate
representations into orthogonal cyclic representations, we can write

L2(μ) =
⊕
i∈�

Hi , π =
⊕
i∈�

πi (5.6)

where πi is a cyclic representation and Hi is the closure of {πi (γ )hi : γ ∈ A}. The vectors hi , i ∈ �, are called
cyclic. The set of indexes � is countably infinite.

We will use the cyclic vectors (hi ) to construct a wavelet filter m = (mi ) satisfying the conditions of Theorem
4.15.

Lemma 5.6 There are functions (gi ) such that the cyclic vectors (mi = hi (gi ◦ σ)) for representations of A have
the property

S∗
σ (|mi |2) = 1. (5.7)

Proof We note that for every function γ ∈ A there exists a function g ∈ L∞(μ) such that γ = g ◦ σ . Hence, if hi
is a cyclic vector for a representation of A, then mi is cyclic, too.

We will determine the function gi such that mi = hi (gi ◦ σ) satisfies the statement of the lemma. For this, we
compute

S∗
σ (|mi |2) = S∗

σ (|hi (gi ◦ σ)|2) = |gi |2S∗
σ (|hi |2),

and take gi such that the above expression equals 1 a.e. �
For functions f ∈ L2(μ), we define the operators

Si ( f ) = mi ( f ◦ σ) = Mmi Sσ ( f ). (5.8)

Lemma 5.7 Let the functions (mi ) satisfy (5.7). Then, the operators Si , i ∈ �, are isometries satisfying the property

S∗
σ (mim j ) = δi j , i, j ∈ �. (5.9)
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Proof We first note that S∗
i = S∗

σ Mmi , and

S∗
i Si = I ⇐⇒ S∗

σ (|mi |2) = 1.

Next, we use the fact that cyclic representations, which are defined by the distinct vectorsmi andm j , are mutually
orthogonal. Applying the fact that the transfer operator S∗

σ has the pull-out property, we compute, for any γ1, γ2 ∈ A,

〈γ1mi , γ2m j 〉μ = 〈(g1 ◦ σ) mi , (g2 ◦ σ) m j 〉μ
= 〈(g1 ◦ σ)mim j , Sσ (g2)〉μ
= 〈S∗

σ ((g1 ◦ σ)mim j ), g2〉μ
= 〈g1S∗

σ (mim j ), g2〉μ.

Hence, the inner product is zero if and only if (5.9) holds. �
Theorem 5.8 Let (mi : i ∈ �) be a set of cyclic vectors satisfying (5.7). Then, m = (mi ) is a wavelet filter if and
only if

∑
i∈� S∗

i Si = I. In other words, m ∈ M if and only if the operators Si are the generators of a representation
of the Cuntz algebra O|�|.

Proof To prove the theorem, we use the result of Theorem 4.15. For this, we should check that {Si : i ∈ �} are the
operators satisfying conditions (i) and (ii) of Theorem 4.15. Condition (i) is proved in Lemma 5.7. To verify (ii),
we observe that, for any f ∈ L2(μ) and i ∈ �,

Eσ ( f mi )mi = Si S
∗
i ( f ).

Indeed,

Eσ ( f mi )mi = Si S
∗
i ( f ) = Sσ S

∗
σ ( f mi )mi = Si S

∗
i ( f )

= Si (S
∗
σ Mmi ( f ))

= Si S
∗
i ( f ).

It follows that
∑

i∈� S∗
i Si = I if and only if condition (ii) holds. This proves the theorem. �

Corollary 5.9 Let σ ∈ End(X,B, μ) where μ is a probability measure. Let (mi : i ∈ �) be a set of cyclic vectors
satisfying (5.6) and (5.7). Then, for a.e. x ∈ X,∑
i∈�

|mi (x)|2 < ∞.

Proof The result follows from the fact that∑
i∈�

||mi ||2μ = 1.

Indeed, this relation is obtained when the function 1(x) is substituted into the cyclic decomposition (5.6). �
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58. Urbański, M., Roy, M., Munday, S.: Non-invertible dynamical systems. Vol. 1. Ergodic theory—finite and infinite, thermodynamic

formalism, symbolic dynamics and distance expanding maps, De Gruyter Expositions in Mathematics, vol. 69. De Gruyter, Berlin
(2022)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under a publishing agreement with
the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the
terms of such publishing agreement and applicable law.

123


	Measurable multiresolution systems, endomorphisms, and representations of Cuntz relations
	Abstract
	1 Introduction
	2 Basics on endomorphisms
	2.1 Endomorphisms of a measure space
	2.2 Measurable partition
	2.3 Radon–Nikodym derivatives and Markovian functions
	2.4 Properties of endomorphisms
	2.5 Markovian functions

	3 Operators generated by endomorphisms
	3.1 Transfer operators and endomorphisms
	3.2 Composition operators and Markovian functions
	3.3 Radon–Nikodym derivatives and conditional expectations

	4 Cuntz relations for invariant and quasi-invariant measures
	4.1 Quasi-invariant measure
	4.2 Invariant measure

	5 The set of wavelet filters
	5.1 Actions of loop groups on wavelet filters
	5.2 Endomorphisms, wavelet filters and cyclic representations

	References




