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Abstract
Purpose of Review  To summarize recent literature on selection bias in disparities research addressing either descriptive or 
causal questions, with examples from dementia research.
Recent Findings  Defining a clear estimand, including the target population, is essential to assess whether generalizability bias 
or collider-stratification bias is a threat to inferences. Selection bias in disparities research can result from sampling strate-
gies, differential inclusion pipelines, loss to follow-up, and competing events. If competing events occur, several potentially 
relevant estimands can be estimated under different assumptions, with different interpretations. The apparent magnitude of a 
disparity can differ substantially based on the chosen estimand. Both randomized and observational studies may misrepresent 
health disparities or heterogeneity in treatment effects if they are not based on a known sampling scheme.
Summary  Researchers have recently made substantial progress in conceptualization and methods related to selection bias. 
This progress will improve the relevance of both descriptive and causal health disparities research.
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Introduction

Drawing on recent scholarship [1•, 2•, 3–6], we discuss 
selection bias in health disparities research. We review 
selection bias in both descriptive and causal health dispari-
ties research, offer intuitive definitions and estimands, and 
explain how selection bias can result in misleading con-
clusions regarding magnitude and drivers of disparities. 
Throughout, we provide specific examples from research 
on disparities in Alzheimer’s disease and Alzheimer’s 

disease-related dementias to highlight how selection bias 
can be introduced via study design, recruitment approaches, 
differential survival and retention, and analytic choices. We 
briefly discuss how these processes have emerged in demen-
tia research and strategies to avoid or remediate selection 
bias in both primary data collection and secondary data anal-
yses. We end with priorities for future research directions to 
minimize selection bias in disparities research.

Health Disparities Estimands

Health disparities refer to systematic and plausibly avoidable 
health differences across socially constructed groups that 
are related to social hierarchy, marginalization, and disad-
vantage [7, 8]. Disparities arise from inequitable and unjust 
historical and contemporary social, economic, and politi-
cal structures that benefit a dominant group and disadvan-
tage others [9, 10••, 11, 12••]. Several topics fall under the 
umbrella of health disparities research, including describing 
the health of marginalized populations, quantifying dispari-
ties in health, evaluating the extent to which health dispari-
ties vary by place or over time, understanding the drivers of 
disparities, identifying promising targets for interventions 
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to promote health equity, and evaluating effects of interven-
tions on health equity [9, 13, 14, 15••]. Health disparities 
research thus includes both descriptive studies and studies 
where causal inference is the goal.

Defining the target estimand—the parameter of interest in 
the target population—is necessary for both descriptive and 
causal research questions. Bias is defined with respect to a 
specific estimand, i.e., the expected divergence between the 
estimate derived in a study and the desired estimand. A clear 
causal estimand should specify the target population, the 
hypothetical interventions to be contrasted, the outcome, and 
the statistical summary used to compare the counterfactual 
outcome distributions (e.g., risk ratio and risk difference) 
[16, 17]. Descriptive disparities estimands must specify the 
target population and social groups to be contrasted, if that is 
the aim, even if that contrast is not to be interpreted causally. 
In both causal and descriptive research, the target population 
is the group of people for whom the research aims to support 
inferences, anchored in a place and time. In longitudinal 
studies, the estimand should reflect processes such as mor-
tality or loss to follow-up that occur during the study [18••].

We acknowledge the debate about whether disparities 
research should be conceptualized as causal or descriptive 
[14, 15••, 19–22]. Many researchers object to invoking 
causal language in disparities research. This critique aims 
to emphasize the role of structural forces and upstream 
factors (such as racism or sexism) rather than individual 
identities (such as race or sex and gender) in creating dis-
parities. These structural phenomena can be challenging 
to conceptualize within the limits of target trial emulation. 
We consider that social factors can be defined as exposures/
interventions in causal research, but must be contextualized 
by understanding structural processes [23–25]. The apparent 
“effects” of individual identities, such as racialized groups, 
are contingent on the structural processes that create social 
hierarchies, such as racism. Structural racism does not affect 
everyone equally but has been constructed and sustained 
because it differentially harms some groups to the benefit of 
others [9, 10••, 26]. Conceptualizing inequities as emerging 
due to causal processes will help identify opportunities to 
dismantle such structures.

Recent scholarship offers a detente in this debate, first by 
rejecting the narrowest notion of counterfactual frameworks 
that would allow causal language only for treatments amena-
ble to randomization within a conventional trial framework 
[27]. Although simple interventions offer convenient teach-
ing examples, the framework of potential outcomes can be 
applied to complex structural phenomena, even when tri-
als of such phenomena are not feasible. Another important 
advance is from researchers including Jackson [14, 15••] 
and VanderWeele and Robinson [19, 20] who have offered 
disparities estimands that link to rigorous causal methods. 
Even when the target estimand is a descriptive measure of 

disparities, it is often valuable to adopt causal reasoning 
and causal inference tools, such as directed acyclic graphs 
(DAGs), to understand potential sources of bias [5, 12••, 
19, 28]. Therefore, the discussion for selection bias below 
is relevant for evaluating disparities estimands within both 
causal and descriptive frameworks.

Processes That Lead to Selection Bias

We define selection bias as any deviation between the target 
estimand (i.e., the parameter of interest in the target popu-
lation) and the expected value of the estimate in the sample, 
if that deviation arises due to the processes by which obser-
vations are included in the sample. Selection bias can affect 
internal and external validity. Modern frameworks for 
selection bias emphasize two phenomena, which we refer 
to as collider-stratification bias (collider bias) and gener-
alizability bias [1•, 2•, 3]. Collider-stratification bias can 
lead to incorrect inferences about the people in the sample 
(internal validity). Generalizability bias can lead to infer-
ences that may be correct for individuals in the sample but 
are not correct for the people about whom the researcher is 
attempting to draw inferences (external validity).

In Fig. 1 we  present three DAGs to ground conceptual 
definitions around selection bias. In these DAGs, R repre-
sents the social groups to be contrasted or an exposure/inter-
vention affecting a social mechanism that creates or targets 
health disparities. Y represents the outcome of interest. In 
graphs A and B, S represents selection (inclusion) into the 
analytic sample, either due to study recruitment or reten-
tion in longitudinal studies. In graph A, we do not include 
an arrow between R and S; the lack of an arrow reflects the 
assumption that mechanisms for sample selection are the 
same across social groups [29]. Still, generalizability bias 
emerges when the distribution of effect measure modifiers 
for Y, represented as node L1, differs between the sample 
and target population (indicated by the arrow from L1 to 
S) [1•, 3, 30, 31]. When causal inference is the goal, gen-
eralizability bias will not be present if the effect of R on Y 
(on the chosen scale) is identical for all individuals in the 
population, for example, if there is no effect of R on Y for 
any individual in the target population. Effect modification 
depends on the scale of the effect measure, e.g., whether the 
effect measure is additive versus multiplicative [32]. Thus, 
if R affects Y and the distribution of any other strong deter-
minant of the outcome of interest differs between the sample 
and target population, the results may not generalize to the 
target population on at least one scale. The same concern 
degrades generalizability in descriptive research: if major 
determinants of the outcome differ in distribution between 
the sample and target population, results may not generalize 
to the target population [30].
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Collider-stratification bias emerges if selection into the 
sample is influenced by (1) the exposure or a determinant 
of the exposure and (2) the outcome or a determinant of the 
outcome [16, 33]. For example, if sample recruitment or 
retention is differential across social groups, we include an 
arrow between R and S, making S a collider, as observed in 
graph B. Conditioning on S creates an indirect pathway by 
which R is associated with Y. Unlike generalizability bias, 
collider-stratification bias can occur even if R does not have 
an effect on Y for anyone in the target population (i.e., the 
sharp null). Although conditioning can happen from sample 
restriction, stratification on a covariate, or adjustment for 
a covariate, in this work we refer to restricting to people 

who are included in the initial sample or who are retained 
in longitudinal studies. In graph C, we make a particular 
distinction for competing events, which we discuss below.

In the following sections, we describe examples that 
connect to these graphical representations of selection bias 
under two broad processes: who is initially included in a 
study and who is retained in longitudinal studies.

Who Is Included in the Initial Sample?

Selective enrollment can result in generalizability bias and 
collider-stratification bias. Imagine a descriptive study aim-
ing to estimate dementia incidence over a specified time 
period in the California population of older adults (age 
65 years or older) across racial/ethnic groups and to estimate 
the incidence rate ratio between individuals who belong 
to a marginalized versus a privileged racialized or ethnic 
group, as a descriptive disparities estimand. Ideally, these 
estimates would be based on a sample drawn with known 
sampling probabilities from the target population. However, 
researchers must often rely on data sources in which the 
selection processes (sampling probabilities) are unknown. 
For example, Mayeda et al. used data from Kaiser Perma-
nente Northern California (KPNC) health plan members to 
estimate dementia incidence across five racial/ethnic groups 
[34]. KPNC is advantageous for disparities research because 
the large and diverse membership enables research on mul-
tiple racial/ethnic groups living in northern California and 
health records provide high-quality clinical information. 
However, KPNC members may systematically differ with 
respect to major determinants of dementia, such as socio-
economic status (node L1), from the California population. 
Although selection into KPNC does not directly influence 
dementia incidence, socioeconomic status of participants 
influences both KPNC membership and dementia risk, creat-
ing an association between KPNC membership and dementia 
incidence as in graph A. This association can translate into 
generalizability bias for estimates of dementia incidence 
for the target population of older Californians. Note that 
immigration plays an important role in defining the target 
population for some racial/ethnic groups. For example, the 
target population of Asians in California represents differen-
tial immigration selection processes by Asian ethnicity [35].

If inclusion in KPNC differs by race/ethnicity (repre-
sented graphically by an arrow from R to S) and is influenced 
by other factors that affect dementia risk, this would create 
collider-stratification bias, as in graph B [33, 36, 37]. The 
bias will be larger if the strength of selection into KPNC 
by causes of dementia (L1) differs by race and ethnicity. 
This scenario is common in observational studies. Studies 
have shown that national dementia research registries have 
differential recruitment sources for Black and White partici-
pants. For example, White participants are recruited more 

Fig. 1   Directed acyclic graphs representing selection mechanisms. 
R represents the social groups to be contrasted or an exposure/inter-
vention around a social mechanism that creates or targets health dis-
parities across social groups. Y represents the outcome of interest. 
In graphs A and B, S represents selection (inclusion) into the initial 
sample or into remaining in the sample in longitudinal studies. In 
graphs A and B, L1 represents shared causes of S and Y. In graph A, 
this results in different distributions of L1 in the sample and target 
population, which threatens generalizability. In graph B, where R 
influences selection into the sample, S becomes a collider and con-
ditioning on S = 1 creates an indirect pathway that induces a spurious 
association between R and Y. Graph C represents a scenario where 
D is death, a competing event that precludes the outcome of interest. 
The arrow between D and Y represents a special feature of compet-
ing events: when D = 1, probability of Y is zero at future time points. 
In this scenario, L2 represents shared causes of D and Y. Depending 
on the target estimand, the indirect pathway mediated by death either 
represents a mechanism included in the estimand (for a total effect) or 
a mechanism that induces selection bias (for a direct effect)
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frequently from memory clinics, while Black participants 
are more often recruited through community-based strat-
egies [38]. A recent systematic review showed that barri-
ers to research participation in dementia research among 
marginalized social groups included fear of injury, mistrust 
of research or medical staff, insufficient information about 
the study, and geographic accessibility [39••]. A qualitative 
study described the awareness of the history of racism in 
health research in Black, Latinx, and Chinese populations in 
the US as a potential reason for not participating in demen-
tia research studies and brain donation [40]. The intensive 
recruitment strategies fielded to address the lack of diversity 
in dementia research studies may lead to important biases 
when White participants and participants from minoritized 
groups are recruited with different outreach strategies.

Extensive literature has discussed implications of col-
lider-stratification bias for causal effect estimation, but it 
has received less attention in the context of describing dis-
parities. Defining a descriptive estimand and using causal 
diagrams to illustrate potential selection mechanisms clarify 
the relevance of collider-stratification bias for describing dis-
parities. Selection processes may often be layered, so care-
ful consideration of the target population for inferences is 
necessary. Studies of outcomes among people with a disease 
or condition—for example, racial disparities in post-stroke 
mortality or progression of pain in people with osteoarthri-
tis—face a double-selection process. Selection into having 
the disease is intrinsic to the definition of the target popula-
tion: people who have not had a stroke cannot be part of the 
target population for inferences on post-stroke mortality. In 
this case, the development of the disease or condition is a 
potential collider, and all analyses are conditioned on that 
collider. If racialized group and another factor both influence 
development of the disease, the disadvantaged racialized 
group may have lower prevalence of the other factor among 
people with the condition. A meaningful estimate of dispar-
ity should account for this bias, for example, by standard-
izing the distribution of the other variable so it is equivalent 
between racialized groups among the patient population. 
Jackson outlines considerations for deciding which factors 
should be included in such adjustments depending on how 
the disparity estimate is to be used [15••, 41].

Who Remains in the Study?

Loss to follow-up is a frequent challenge in longitudinal stud-
ies. Both descriptive and causal research typically aim to 
answer questions about the people who are initially included 
in the study. If loss to follow-up is influenced by determinants 
of the outcome, the follow-up sample is no longer representa-
tive of the initial sample. A simple version of this scenario 
is represented in graph A, where S = 1 represents remaining 
in the study and retention is unaffected by racialized group. 

Many phenomena may cause loss-to-follow up, such as long 
or uncomfortable study visits, upfront costs of participation 
related to transportation or lost work (even if later reim-
bursed), alienating interactions with staff, or deterioration in 
the sense of value of the study [42, 43]. To generalize esti-
mates (e.g., the cumulative incidence of dementia at 10 years 
of follow-up) to those in the initial sample, researchers have 
to rely on an exchangeability assumption for censoring. This 
means that the (unknown) dementia risk of participants lost 
to follow-up is similar to the observed dementia risk of indi-
viduals who remained in the study, conditional on measured 
covariate [18••, 44]. If loss to follow-up is also differential 
across social groups to be contrasted, as in graph B, this 
would result in collider-stratification bias. In this setting, 
the measure of disparity (e.g., the 10-year risk difference of 
dementia comparing two social groups) may be biased in 
either direction, depending on differences in participants who 
are lost to follow-up and those who remain.

Methods to satisfy the exchangeability assumption for 
censoring, such as inverse probability of censoring weights, 
have been developed for causal questions [45]. In this set-
ting, the estimand reflects the joint effect of the exposure/
intervention of interest and an intervention to retain every-
one throughout follow-up. This is also relevant for descrip-
tive estimands, so the estimand of interest may include a 
descriptive contrast with a causal component for preventing 
loss to follow-up. The causal component of the estimand 
relies on its own identifiability assumptions, including 
exchangeability, positivity, and consistency [18••, 44].

In contrast to loss to follow-up, competing events or trun-
cating events, such as death prior to dementia diagnosis, usu-
ally cannot be prevented by study design. For time-to-event 
outcomes (e.g., time to dementia diagnosis), we refer to 
death as a competing event; for continuous outcomes (e.g., 
trajectories of cognitive change), we refer to death as a trun-
cation event. When these events occur, the target estimand 
should account for them. In recent years, increasing atten-
tion has focused on what questions can be answered and the 
implications of different estimands for this setting, especially 
for causal questions [18••, 46–48]. Consider if graph C rep-
resents a research question about the effect of an intervention 
intended to reduce disparities in the cumulative incidence 
of dementia. Participants may die prior to dementia onset, 
so we represent death as node D. We additionally include 
shared causes for death and dementia as L2. This DAG 
includes an arrow from D to Y, which reflects the determin-
istic relationship between these variables: after death occurs, 
the probability of dementia at future time-points becomes 
zero [18••]. Assuming that the intervention also influences 
mortality, we include an arrow between R and D.

There is no single correct way to “account” for compet-
ing events. Choosing between estimands requires weighing 
interpretability and relevance for clinical and public health 
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decisions against the plausibility of identifying assumptions 
[18••, 48, 49]. One estimand of interest in this setting is a 
controlled direct effect of R on Y setting D to zero (treating 
death as a censoring event), i.e., the joint effect of the treat-
ment/exposure and an intervention to prevent death during 
the study follow-up, just as in the setting of loss-to-follow 
up. Bias can emerge when we are interested in a direct effect 
of R on Y if we fail to satisfy the exchangeability assumption 
for censoring.

Alternatively, we may be interested in the total effect of 
R on Y; in this case, the pathway mediated by death is not 
a source of bias but is conceptualized as an indirect effect 
of R on Y [18••]. If the exposure/treatment or causes of the 
exposure/treatment affect death, the total effect can reflect 
counterintuitive results (as discussed for the interpretation of 
subhazard ratios using Fine-Gray models [50]). For example, 
the total effect for smoking cessation may increase dementia 
risk only because it decreases mortality risk [49]. Recent 
scholarship has offered new causal estimands such as the 
separable effects [46]. Separable effects are relevant when it 
is possible to conceptualize the exposure as having distinct 
components; one of which influences the competing event, 
and the other influences the risk of dementia. We can then 
ask about effects of intervening on only one of these com-
ponents [46]. These estimands have been extended to be 
implemented for continuous outcomes [47].

Another estimand is the survivor average causal effects 
(SACE), which considers a target population of individu-
als who would survive at least until the moment when the 
outcome is assessed regardless of treatment/exposure status 
or, in this case, regardless of social group membership [51]. 
The “always survivors” are conceptualized as a principal 
stratum of individuals to be distinguished from the “never 
survivors,” “survive only if treated,” or “survive only if not 
treated.” These labels are slight misnomers because the esti-
mand does not require the existence of immortal individu-
als—it merely classifies individuals based on their potential 
survival up to the moment when the outcome of interest is to 
be evaluated. The SACE might be appealing in that the effect 
of a treatment on dementia risk among the “always survi-
vors” seems more relevant than treatment effects on people 
in the other principal strata. A critique of the SACE is that it 
is impossible to know which people are “always survivors,” 
i.e., the group is unidentifiable [52]. Nevo et al. recently 
introduced new estimands based on principal stratification, 
offering alternative assumptions for partial identification 
bounds, using applied examples in the field of dementia [53].

For descriptive purposes, we recommend extending the 
notions of causal estimands with competing events. For 
example, if the aim is to describe risk of dementia at age 80 
in a birth cohort of different social groups and participants 
die for other reasons without having developed dementia, 
one might prefer the cause-specific cumulative incidence 

(crude risk) since this estimand reflects the fact that it is 
impossible to develop dementia after death [18••]. How-
ever, the cause-specific cumulative incidence may be lower 
in one group simply because the competing event is more 
common in that group. With this in mind, if the estimand is 
a descriptive disparity measure and we estimate the differ-
ence between the cause-specific risk of dementia for both 
social groups, we are allowing that the difference is partially 
explained by differential mortality distributions across social 
groups (as for a total effect estimate). Alternatively, if we 
contrast the marginal risk (net risk) of dementia and treat 
death as a censoring event, eliminating the path from D to 
Y would mean that we are conceptualizing a scenario where 
some intervention could have prevented death among all 
participants over follow-up (as for a direct effect estimate). 
This is similar to the idea adopted for loss to follow-up, but 
prevention of mortality throughout follow-up is rarely plau-
sible. Nonetheless, such estimands are often more relevant 
for identifying causal mechanisms linking social inequali-
ties to specific health events, mechanisms which may be 
obscured by evaluating total effects.

Selective Survival on Recruitment: When Two Biases 
Collide

There will be many cases where it is challenging to distin-
guish between generalizability bias and collider-stratification 
bias, especially in cross-sectional studies. However, it is 
not necessarily important to distinguish between these two 
forms of selection bias in a given study [54]. Specifying a 
clear question with a defined target population is the first 
step towards achieving target validity.

For example, in dementia research, cohort enrollment 
often conditions on survival to older ages. An example is the 
study of centenarians in the Netherlands, which identified 
Dutch citizens aged 100 years or older in 2017 as the target 
population [55]. If the aim is purely descriptive, for example, 
to estimate prevalence of dementia in the Dutch population 
aged 100 years or older, then there would be no source of 
selection bias. However, if the aim is to study the effect of 
an exposure or intervention in midlife on dementia risk at 
age 100, selecting on those who survived up to 100 years 
old may create collider-stratification bias. Mayeda et al. 
illustrated the potential magnitude of bias when estimating 
effects of education on later-life rate of cognitive decline 
under a range of assumptions about the determinants of sur-
vival to later life [37]. Comparing multiple causal scenarios, 
they demonstrated the potential for substantial bias if sur-
vival is influenced by both education and other determinants 
of cognitive decline and the influence of education and the 
other risk factor interact to influence mortality. For example, 
if higher education doubles odds of survival among people 
without the other risk factor but more than doubles odds of 



68	 Current Epidemiology Reports (2024) 11:63–72

1 3

survival among people with the other risk factor, education 
and the other risk factor will become increasingly strongly 
associated among survivors at older ages. If the other risk 
factor is not controlled for, this can be an important bias 
in analyses of the effects of education on cognitive aging 
among older adults. In settings where the causes have per-
fectly multiplicative effects on survival or fairly small effects 
on survival, the magnitude of collider-stratification bias is 
likely small [31, 33, 56–58].

Exacerbating Disparities due to Selective 
Sampling

The lack of diversity in study samples is a predominant 
concern about selection bias in dementia research and is 
relevant across health research domains. A landmark Lancet 
Commission review on dementia prevention illustrates the 
extremely limited racial/ethnic diversity in studies driving 
the current evidence base in dementia research [59]. This 
review identified several top-priority dementia risk factors, 
including alcohol use and hypertension control. Evidence 
on the effects of alcohol use was based on predominantly 
European studies with limited racial/ethnic diversity, such 
as from the Whitehall cohort of British civil servants, the 
French National Hospital Discharge database, and UK 
Biobank [59]. Evidence on hypertension control includes 
evidence from a prior meta-analysis using individual data 
from six cohort studies; in combination, this study included 
18,967 non-Latinx White individuals, 31 Black individuals, 
and 2646 Japanese American men (from a single study) [60]. 
The Lancet Commission review contributed to the World 
Health Organization guidelines for dementia prevention. 
These results reflect how much of the scientific knowledge in 
dementia research used to develop worldwide guidelines is 
derived from non-Latinx White populations from the global 
north. Current evidence on more diverse samples is so scant; 
we simply do not know if results from these samples are 
generalizable to all older adults. Prioritizing risk factors 
evaluated in such a selected fraction of the human popu-
lation could potentially exacerbate disparities in dementia. 
Any risk factors that are distinctively relevant for different 
ethnicities and social groups across the world would simply 
not be detectable in many major dementia studies [61–63].

The lack of inclusion in research extends to randomized 
trials, which often have minimal racial/ethnic diversity or 
representation of marginalized populations. For example, 
despite the national guidelines to include minoritized 
samples, the US Food and Drug Administration (FDA) 
approval for aducanumab highlights the systematic social 
exclusion of marginalized populations in research. The 
randomized trials informing the FDA approval only 

included 0.6% Black participants—the data submitted to 
the FDA for drug approval included only 6 Black individu-
als who received the treatment ultimately approved by the 
FDA—providing no evidence of the safety or efficacy of 
this drug for this population (or any other marginalized 
racial/ethnic group) [64]. Randomization resolves poten-
tial collider-stratification bias at enrollment, but does not 
ameliorate concerns about effect heterogeneity and lack of 
generalizability. As a consequence of life-course exposure 
to racism, Black older adults have higher prevalence of 
many comorbidities, including diabetes and cardiovascular 
disease, than White older adults living in the US [65, 66]. 
These comorbidities could result in heterogeneity in ben-
efits and harms of the medication; ignoring such heteroge-
neity may increase disparities in dementia. Phase III trial 
results for another medication approved by the FDA for 
people with early Alzheimer’s disease (lecanemab) were 
published including 20 Black participants who received 
active treatment (of 859 total treated participants) [67]. 
Careful assessment of the processes driving lack of inclu-
sion in the Anti-Amyloid in Asymptomatic Alzheimer's 
Disease (A4) trial implicated several common eligibility 
criteria and outreach approaches that were not essential, 
such as requiring a study partner [68, 69]. One troubling 
observation from this work is that the differences in 
recruitment strategies for Black compared to White par-
ticipants imply that Black trial participants are likely to be 
less representative of the population of Black older adults 
than White trial participants are of White older adults.

Prior targeted recruitment efforts to compensate for 
lack of inclusion have fallen short, introducing new chal-
lenges. An early illustration of this occurred with the Ath-
erosclerosis Risk in Communities (ARIC), which enrolled 
older adults in three predominantly White communities 
and included a fourth community (Jackson, Mississippi) 
in which only Black individuals were eligible [70]. This 
design—in which nearly all Black participants reside in a 
single recruitment city where no White participants live—
makes it impossible to disentangle the effects of raciali-
zation and geographic context. Similar examples continue 
to emerge, especially as pressure for cohorts to diversify 
increases. For example, intensive outreach in predominantly 
Black neighborhoods or community settings may be used 
to enrich a cohort of mostly White individuals recruited 
from clinical settings. With the wisdom of 30 years of 
hindsight, it is clearly problematic to envision a cohort of 
nearly entirely White participants and then attempt to cor-
rect the cohort by recruiting only non-White individuals. 
We contrast this with research designs such as the Health 
and Retirement Study (HRS) [71], the Washington Heights 
Inwood Columbia Aging Project [72], and the Reasons for 
Geographic and Racial Disparities in Stroke (REGARDS) 
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cohort [73], in which the target populations from inception 
were both geographically and racially diverse.

To remediate egregious evidence gaps, studies that only 
include members of marginalized groups have emerged, such 
as the Black Women’s Health Study [74] and the Hispanic 
Community Health Study/Study of Latinos–Investigation 
of Neurocognitive Aging (SOL-INCA) [75]. These studies 
ameliorate the urgent need for evidence on determinants of 
health among non-White groups. The long-history of essen-
tially exclusively White research studies adds a sense that 
equity demands exclusively Black, Latinx, Indigenous, or 
Asian American studies. Focusing on a specific group may 
allow studies to improve recruitment and retention success. 
For example, the Black Women’s Health Study launched by 
recruiting Black women readers of Essence magazine [74]. 
These studies are ideal for centering research on the prior-
ity group and often include many more individuals from the 
traditionally excluded group than multiethnic studies.

In addition to the value of studies that enroll only mem-
bers of traditionally excluded groups, such studies also 
present a disadvantage because it is not possible to differ-
entiate study design features from features of the tradition-
ally excluded group. This makes it more difficult to evaluate 
whether prior research in predominantly white populations 
is relevant for the traditionally excluded group. Learning 
which past findings generalize to more diverse populations is 
a high priority in disparities research, and evaluating this in 
single-race studies requires strong assumptions about study 
design or enrollment strategies not contributing to apparent 
differences between study findings. Thus, researchers plan-
ning studies should weigh advantages and disadvantages of 
studies restricted to one racial or ethnic group with their 
specific research goals in mind.

Considerations to Prevent and Assess 
Selection Bias

As we have described, selection processes can introduce biases 
in measures of disparities or effects of interventions on dis-
parities. Accurate information on the magnitude and drivers 
of disparities is essential to successfully pursue health equity, 
so selection bias must be addressed throughout the develop-
ment of study design and statistical analysis. To prevent selec-
tion bias, it is essential that the target population is clearly 
specified. Once the target population is defined, primary data 
collection should be performed in a way that ensures acces-
sibility for participants who are often marginalized. In most 
cases, a higher sampling fraction for members of marginal-
ized groups will be needed to achieve adequate precision to 
evaluate drivers of health within the marginalized group and 
to test effect heterogeneity. Ideally, all social groups should be 
recruited from the same source, rather than creating a distinct 

recruitment pipeline that draws from different populations to 
achieve diversity.

Studies that require longitudinal follow-up should design 
retention strategies similar to those for recruitment and define 
how potential competing events will be handled. Ongoing 
monitoring of attrition rates should allow researchers to imple-
ment retention measures to prevent differential loss to follow-
up. With respect to potential competing events, researchers 
must choose between estimands, based on the question of 
interest. If the association between the intervention/exposure 
of interest and competing events is not strong, or the compet-
ing event is not common, different estimands may not diverge 
substantially. In some cases, it may be useful to estimate mul-
tiple estimands.

When either recruitment or retention processes lead to 
important differences between the sample and the target 
population, statistical tools for generalizing or transporting 
findings may still allow for inferences about the target popu-
lation [76–79]. These methods typically borrow information 
from other data sources. Many methods have focused on 
transport from randomized trials to observational studies but 
they are equally applicable when transporting causal infer-
ences from observational data to new samples. For exam-
ple, a recent study on the prevalence of cognitive impair-
ment in California residents used data from a cohort study 
(Kaiser Healthy Aging and Diverse Life Experiences Study) 
designed specifically to have approximately equal representa-
tion of Asian, Black, Latinx, and White older adults. Race/
ethnicity-specific cognitive impairment prevalence estimates 
were weighted to ultimately extend findings to the California 
population of older adults represented by a population-rep-
resentative sample (California Behavioral Risk Factor Sur-
veillance System). The weighted prevalence for each racial/
ethnic group varied in magnitude compared to unweighted 
results [80••]. Successful implementation of these meth-
ods requires deep understanding of potential effect measure 
modifiers and measures of the modifiers in both the analytic 
sample and the population-representative data sources.

Even when formal transportability tools cannot be 
adopted, combining information across data sets can be 
informative. To overcome the limitations on study samples 
that informed the Lancet Commission [59] review on modifi-
able risk factors for dementia, two recent articles use differ-
ent US-nationally representative samples to obtain sex- and 
race/ethnicity-specific population attributable fraction esti-
mates for the US population [81, 82].

Conclusions

Selection bias is pervasive and can lead to incorrect infer-
ences about the extent to which disparities exist, the extent 
to which they vary across time or location, or about the 
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efficacy of alternative strategies to promote health equity. 
The consequences of selection bias have gained more atten-
tion in recent years, and strategies to avoid or rectify such 
biases are proliferating. Careful conceptualization of the 
target population, the target estimand, the recruitment and 
retention strategies focused on equitable inclusion, and ana-
lytic methods to correct selection processes are all important 
steps to avoiding selection bias in health disparities research 
and ultimately conducting meaningful research to promote 
health equity.
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