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Abstract

A new model of projective synchronization and finite-time synchronization for a class of complex networks with dynamic
parameters and mixed delays is studied. Time-varying nodal delays, coupling delays and distributed delays are added to the
dynamic equations of the model in order to study how the mixed delay affects the dynamic behavior of the network, and
the uncertainty of dynamic parameters is also considered in the process of establishing the model, which is more consistent
with the actual system and extends its application. After that, a mixed control strategy is proposed to realize outer projective
synchronization as well as a newer and simpler controller is proposed to realize finite-time synchronization, both the sufficient
condition of the synchronization are given. The stability of the outer projective synchronization and finite-time synchronization
are also proved based on Lyapunov stability principle. Finally, numerical simulations are carried out to verify the validity of
the obtained theoretical results.

Keywords Complex networks - Outer projective synchronization - Finite-time synchronization - Unknown parameters -

Mixed delays - Mixed control strategy

1 Introduction

Nowadays, complex networks have become a subject in
many different fields. With the continuous progress of the
times, the theoretical achievements of complex networks
are remarkable.l'# Its earliest theoretical research can be
traced back to the “Seven Bridges Problem™ in the 18th
century, that is, the land is abstracted as a point, and the
bridge of continuous land is abstracted as an edge to form
a network.’! In recent years, complex networks with high-
dimensional or dynamic nodes of high-dimensional systems
have attracted more and more researchers’ interest due to
their potential applications in physics, chemistry, aerospace
and other fields.[®8] As a result, exploring complex networks
has become an important subject today.

Under random initial conditions, due to the existence
of coupling, the nodes in the network may evolve into a
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global synchronization state, or may eventually stabilize in
a partial synchronization state.”] As a common dynamic
behavior of complex networks, synchronization has been
studied by many scholars, such as lag synchronization, %!
cluster synchronization,!'! projective synchronization,!?!
exponential synchronization,!'3]. The common methods of
network synchronization control include adaptive control,
traction control, intermittent control,l'#! etc. Projective syn-
chronization is one of the important styles, which refers to a
state in which the drive network and the response network can
maintain synchronization under a scale factor difference, that
is, when the scale factor is 1, the synchronization between
such two networks is called complete synchronization.>] Tts
accuracy lies in the mixture of projective synchronization and
scale factor, which deepens the complexity of synchroniza-
tion and plays an important role in secure transmission.[!6]
In recent years, as an important synchronization way, pro-
jective synchronization has been widely used for complex
networks. For example, in [17] an adaptive synchronization
controller is designed to achieve modified function projective
synchronization between presented complex networks with
known or unknown parameters, which consists of a vector
function with dynamic behavior and nodes with an internal
coupling matrix. In [18], taking the projective synchroniza-
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tion of Lorenz chaotic system and Rossler chaotic system
as an example, the pole placement method is used to design
the controller which has the advantages of simplicity and
faster synchronization speed, the projective synchronization
of two chaotic systems is realized. Asymptotic time syn-
chronization refers to the behavior that the states of all nodes
in the network tend to be consistent with time. Based on
its limitations, finite-time synchronization is proposed.!”!
Finite-time synchronization represents a concept of time
limits. In [20], for the stochastic complex networks with
time delays, an adaptive control method is used to achieve
finite-time synchronization between networks with the same
structures and different structures. In [21], for complex net-
works with time-varying nodal delays and mixed coupling,
a simple discontinuous state feedback controller is used
to achieve finite-time synchronization between generalized
complex networks. In [22], the finite-time synchronization
problem of MNNs with mixed delays is proposed. In this
paper, a new method is used for the first time to study the
finite-time synchronization problem of this network model,
and a very simple sign function controller is applied to solve
this problem.

Both networks and systems are affected by human control
or environmental factors, thus interfering with the con-
trol effect of network or system synchronization. In real
life, unknown parameter interference is a common phe-
nomenon. In [23], the complete synchronization of two
complex systems with uncertain parameters, coupled struc-
ture and interference are considered and the synchronization
condition is pointed out. In nature, the future development
trend of the systems may be jointly determined by the past
state and the current state, 24! so time-delay is one of the
inevitable phenomena in the networks. It can be divided
into discrete time delay, distributed time delay, and mixed
time delay.[>>] The application of time-delay systems is also
widespread in real life. In [26], a sliding mode predictive con-
trol for the fast tracking problem of pure time-delay system
was explored. In [27], a vehicle-following complex networks
model with optimal speed and time-varying delay under ran-
dom disturbances was considered and congestion of road
vehicle is alleviated by the stability control of this model.
In [28], a stochastic competitive system with a time-varying
delay was discussed by applying appropriate functionals and
the theory of neutral equilibrium differential equations, the
probability of the stability of this type of model in an equi-
librium state was solved. These references fully demonstrate
the importance of time-varying delays.

As mentioned above, dynamical system uncertainty and
time delay are two essential factors to be considered in the
synchronization of complex networks. Motivated by these
points, a more general complex network model combining
the uncertainty of dynamic parameters with the common
mixed delays such as nodal delay, coupling delay and dis-

tributed delay is given and discussed, which makes the
network model more realistic. Compared with the reference
[17], our network does not need to meet the Lipschitz condi-
tion, and by constructing a mixed nonlinear control strategy
with adaptive law, it can achieve projective synchronization.
So our results will be more general. Compared with the ref-
erence [21], the model we consider is more general and we
apply the new method in [22] to simply deal with the finite-
time synchronization problem. To sum up, in comparison
with the relevant results, the main contributions of this arti-
cle are listed as follows.

* The models used in this paper are new network models
that have never appeared before. We fully consider the influ-
ence of nodes, coupling structure and distribution state with
or without time delays.

* Dynamic parameters uncertainty and mixed delays are
considered into the time-delay complex network model,
which makes our model more versatile.

* The article constructed model itself is used for numerical
simulation to make the stability of the model more easily
verified and the model is applied to secure communication to
show that the theory we adopt can deal with general practical
problems.

The main structure of this paper is as follows. In Sect.2,
some preliminaries and model descriptions are introduced.
The main methods and proofs are given in Sect. 3. In Sect. 4,
we verify the feasibility of the synchronization under mixed
control strategy and controller by both theoretical proof and
numerical simulations. Then, Sect.5 is an application to
secure communication. Finally, Sect. 6 is the conclusion of
the paper.

2 Preliminaries and Model Descriptions

Throughout this article, let T = {1,2,..., N}, R? and
RN*N represent the g-dimensional and N x N dimensional
Euclidean spaces respectively. The superscript " — 1" repre-
sents the inverse of a matrix or vector and also the superscript
"T" stands for the transpose of a vector or a matrix. || - || rep-
resents the Euclidean vector norm.

According to the theory of network dynamics, the state
of each node in the network can be described by a dynamic
equation x; (t) = F(x;(¢)). Consider a linear coupling com-
plex network with nodal delay, coupling delay and distributed
delay, and take this network as a drive network. Its state equa-
tion is described as

N
Xi(1) = F(xi(0) + fi(xit = 10(1))) + Y bij Hix; (1)

j=1

N N
+Zlij Hyxj(t—1 (t))+Z dij f

=1 =1 t—1o(t

t

: Hsx;(§)d§

ey
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where i € T; x;(t) = (x;1(t), xi2(1), . .., xig (1)) € RY
represents the state vector of the ith node at time ¢. The
vector function F(-): R? — R? drives the network with
unknown parameters, and it is guaranteed to be continu-
ous. Hi(+), Hy(-), H3(-) : R?*9 — RY9*4 are the internal
coupling matrices in the drive network. The vector function
f1 : R? — R? is a nonlinear smooth function, and it repre-
sents the dynamic characteristics of the network. 7o(¢) > Ois
the time-varying delay of the node, 71(¢) > 0 and 72(t) > 0
are the coupled time-varying delay, and the distributed delay
of the system. The non-delay outer-coupling matrix B =
(bij)NxN € RN >N and the time-delay outer-coupling matrix
L= (ijj)Nxny € RVN D = (dij)nxn € RVN*N describe
the topology of the networks and they are required to sat-
isfy the following conditions: if there is non-delay coupling
between nodes i and j (i # j), then b;; > 0, other-
wise b;; = 0. Similarly, if the node i and j (i # j)are
coupled with time delay, then /;; > 0, d;; > 0, other-
wise [;j = d;j = 0. In addition, the matrices B, L and D all
satisfy the dissipative coupling condition

N N N
bii=— Y bj=— Y bili=— Y I
J=Lj#i J=Lj# Jj=Lj#
N
=- > L
J=Lj#i
N N
dij = — Z dij = — Z dji 2
j=Lj#i j=Lj#i

wherei € 1. Since F(-) is a dynamic function with unknown
parameters, we define F(x;(f)) = Axi(t)a + f(x;i(1)),
where A : R? — R9*™ and f : R? — R? are two functions
of the node state vector,@ = (o1, a2, ..., ozm)T e R™ are
unknown parameter vectors, and m is the number of unknown
parameters. In spite that there is often a certain coupling
strength between networks, we default the coupling strength
of the time-delay and non-delay parts to be 1 for convenience.

Based on the drive-response concept of synchronization,
we give the corresponding response network model

N
Yi(t) = Gi(0) + Ayt —70(1)) + Y bijHiy;j (1)

=1
N

+ Y lijHy(t — ()
j=1
N t

#0dy [ Hy@de ) 3
=1 t=12(1)

where i € Ly; (1) = (yi1(1), yia (1), ..., yig ()" € RY rep-
resents the state vector of the ith node at time ¢. u;(t) =
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(i1 (1), uir(t), ..., uiq(t))T € R? is a control vector func-
tion to be designed. According to the state error vector of
the nodes between the drive-response network systems, the
states of the nodes in the response network are continuously
adjusted. The rest of the variables are represented in the same
way as the drive network.

The assumptions and related definition and lemmas
needed are given below.

Assumption 1 t;(¢) is continuously differentiable, satisfying

O<1(t)<t7,0<t(t)<pug <pu<l1, iel

Assumption 2 Assume that the network topology matrix D
is satisfied the following bounded conditions

N
Z(d,,ﬁ <d, iel
i=1

Remark 1 The above two assumptions, that is, the time-delay
and the conditions that the matrix satisfies, are assumed to
ensure the existence of solutions Eqgs. (1) and (3) in the corre-
sponding initial conditions. In addition, many systems with
time-delay have this condition, and the authors in [22, 23]
make a similar assumption. Therefore, the assumptions in
this paper are reasonable and necessary.

Definition 1 [*° For any continuously differentiable scale
function matrix M (¢) , if

lim e ()] = Tim [lyi(0) = M©)x: (1)l = 0 4)

then it is called projective synchronization between the n-
dimensional drive network and the m-dimensional response
network. Here each line element of the function matrix
M(t) = (m;j(t)) € R™" cannot be 0 at the same time,
¢; (1) is the error between the state variables of two network
nodes.

Lemma 1 3% Forany positive definite symmetric matrix Q €
R™ " and x,y € R", then

:i:2xTy < xTQx + yTQfly.

Lemma2 31 For the vector function y(t) : [a, b] — R",
it has

b b b
(f ydnTw f y(t)dt < (b — a) / YT Wy @ar

for any symmetric positive definite matrix W.
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3 Main Results
3.1 Two networks, same structures

In this section, based on the Lyapunov method, a mixed con-
trol strategy is presented and the corresponding theoretical
criterion is given.

The errors between the state variables of drive-response
network nodes are defined as follows

ei(t) = [ej1 (1), enn(t), ..., eig(O =yi ()~M)xi (1)  (5)

where i € I, M(t) € R?7*4 and the derivative of this error
can be obtained by

éit) = yi(t) — M()x; (1) — M ()% (t) (6)
Tidy up to get

N
i) = Gi(0) + filyi(t —10(1)) + Y bijHiy;(t)
j=1

N
+ > LijHyy;(t — T1(1))
j=1

N
+ Z dij /
=1

—12(7)

t

Hsy;j(&)dE — M(t)x; (1)
CMOIAG ) + f(xi (1)

N
+A10xi(t = 7o) + Y bijHixj (1)

j=1

N
+ Y lijHaxj(t — 11 (1))

j=1

N
+Zdij /
=t

—12(1)

t

H3xj(§)d&] + ui(1) (N

The mixed control strategy made up of nonlinear and adap-
tive law is given as

wi(t) = w1 (t) +uin(t) +u;z() (®)
where

uit(t) = —Gi(0) + M) f (x; (1))
+ M®)xi (1) — fi(yi(t — 10(1)))
+ M (1) fi(xi (t — T0(1))) + M(£) A(x; (1))@ (r)

N N
win(t) = Y vl Hiyj() + ) i oyt =) (o)
j=1 j=1

N ot
0 / Hsy; (€)ds
=1 t—12(t)

uiz(t) = —E;(t)e; (1)

which satisfy

N

a) =Y —MmAT (xi(1)e; (1)
j=1

Ei(t) = 8ie] ()ei (1)

U.l. = —eiT(l)PHlyj(t) (10

vZ = —e] (VP Hyy;(t — 11 (1))

~ t
U?j = —el-T(t)P/
t

—12(1)

Hiy;(§)dé

Remark 2 Equation (10) in order to satisfy the conditions
needed in the application of Lyapunov function in the fol-
lowing.
Here §; > 0 is arbitrary constant and P = diag(p1, p2,
.., Pg) is a positive definite diagonal matrix. Then the fol-
lowing theorem is obtained.

Theorem 1 For drive system Eq. (1) and response system
Eq. (3) under Assumptions 1-2. Assume there is a symmetric
positive definite matrix Q € R1*? such that

Amax (B @ Hy) + dzg)hmax(l)
Fhmax (Q) — Amax (V) + Apax (L ® Hp) < 0
e IN-1<0

where hpmax(-) denote the maximum eigenvalues, d >0
is an undetermined sufficiently large positive number and
¢ also a positive number, I € R1*4 is an identity matrix and
YT =diag (dy,da, ..., d_q), then the drive-response systems
achieve projective synchronization under the mixed control
strategy Eq. (9) with adaptive law Eq. (10).

Proof Choose the following Lyapunov function
e e
Vi =3 ZI ef OPei(t) + 5 ;dﬁmP&i (1)
1= 1=

é'(0)Qé:(0)do

Iy Tyl S 22
+ E ZZ(ZbU + U,‘j) + z ZZ(zlu + U,'j)

i=1 j=1 i=1 j=1

| NN _
342
+5 Z Z(sd,-j +u)
i=1 j=1
t

N
—i—TzZ/
i=1""

0
a6 f (o] &) HT Hye; (6)1dE
2 O+t

T

+ (Ei(t) — d;)? (11)

M =
| —

1
21’1’
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where:
ei(t) = (i1 (). en (D), ..., eig(tN"
(1) = (e1i (1), e2i (1), ... eqi ()"
@ (1) = (i1 (1), ain(®), ..., &im ()"
@i (1) = di (t) — o (1) (12)

the derivation along the error system can be calculated as
follows

N N N
Vi)=Y el Pan+Y al (ai+Y | pie] (1) Q&)

i=1 i=1 i=1

N
=Y il = wé’ (¢ — 1) Qéit — 11 (1)

i=1

N N .
+20 D @bij + v vl

i=1 j=I

N N - .~ N N ~
Y0 QR v+ Y Y Gdijtud) v}
i=1 j=1 i=1 j=1
_tzzf
—1 t

el (§)HY Hae; (§)dé&

(1)

+Z(E,~(z) —d;) - Ei(1) (13)

i=1

Here
N N

Y el Pét) =Y e (VPIGGi(1) + Ayt — T0(t)

i=1 i=1

N N
+ Y bijHiyj(O+ Y LijHay;(t—11(1)

j=1 j=1

—I—Zd,]/

1—1(t)

H3y;(§)d§

—M()x;i ()= M () (A(x; (0)a+ £ (x; (1))
+f1(xi (t = ©0(1)))

N N
+Zbin1xj(f) + Zlinzxj(t — 1))

j=1 j=1

+Zd,,/

t—1(t)

H3xj(§)d&)+u;(1)]
(14)

Combine together under assumption 1-2 to get

N
V(i)=Y el PIGi(0) + fi(yi(t — 0(1)))

i=1

N N
+ ) bijHyyi(0) + Y LijHyy;(t — 11(1))

j=1 j=1
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N t .
+2dij / Hay;(E)dE — M()xi (1)

—12(1)

- M(t)(A(xz (D)o + f(xz (1) + f1(xi (1 — 70(1)))

+ Zb,, Hixj(t) + Zl,, Hyxj(t — 71(1))

j=1 j=1
+Zd,, f | H ) ()
1—1(t
N
+ Zoz,-TP(— D MOAT (xi(1))ei (1))
i=1 i=1
N
+ > piéi()Qé ()
i=1

N
=Y Pl = wé" (t — 1) Qét — 1 (1)

i=1

N N
+3°3"@bij + vl - =€l ()P Hiy;0)]

i=1 j=I

N N ~
+> Z(zzl, +v7) - [—e] (VP Hay;(t — T1(1)]

=1

—

~.

N N t
+3°3 " Gdij + ) - ?(r)P/ ) v ©)de]
t—1(t

i=1 j=I
N
o) [ den] tea
i1 t—12(t)
N
+ ) (Ei(t) —di) - ei()"ei (1) (15)
i=1

According to Lemmas 1 and 2 we have

N
V() < hmax(B® H1) Y piéi" (1)é;(1)

i=1
N
Fhmax(L @ Ha) Y pié" ()€t — 11 (1))
i=1
+2szez (r)Zd,, / | Hrerds
1—1(t
+2Pi€~iT(I)Qe~i(f)

i=1

N
=Y U= wpi&" (¢ = 11(1) QE (t — 1 (1))
i=1

_Q;‘/t

el (§)H{ Hze; (§)d&

(1)
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TyPé; (1) (16)

||M2

where the ® is the Kronecker product of the matrices and

Hse;(§)d§

22 Di€i (I)Zdl]/

1—1(1)

N N
zza or ,,/

1—=1(1)

| /\

Hiei(§)d§

N N
<e) Y & (Opidi) piéi(r)

t

Hiei(§)d§

t—1(1)

N N ;
MR el @] Hye6)ds
. t—1o(t

< d*el

N
> pie’ & (1) + e Ny
i=1

N

t
> / el (&) H{ Hye; (£)dt
t—1(1)

i=1

sorted it to get

N
V(6) £ piéi" (ODmax (B ® Hy) + d*€dmax (1)
i=1

+)\max (Q) - )\max (T)]é, (t)

N
+ D i€ (tOunax (L ® Hp)éi(t — 11(1))
i=1

N
+ > piei (=11 ()= hmax (@) (1= )16 (=71 (1))
i=1

+ne !N = 1) Z/

el (&)H] Hie;(8)de

(1)

(18)
O

Here obviously —X,,4x (Q)(1—pr) < 0. Thus whend; > 0
is large enough, there is A, (B ® Hy) + d%ehmax (1) +
Amax (O) = Amax (X)) +Amax (L® Ha) < 0. Therefore V (1) <
0if e7'N — 1 < 0. According to the Lyapunov stability
theory and Barbalat’s lemma, when ¢ — oo, the value of the

7)

state error vector ¢; (1) = (e;1(1), eia(t), ..., eig(1))T — 0.
It can be concluded that there is a maximum invariant set
A={e;=0i el}inthesetZ = {¢; =0, Y;(t) =d;,i €I}
and the trajectory of the error dynamical system running from
any initial value will eventually converge globally to set Z,at
the same time that

Jim [lyi (1) = M(0)xi(D)]] =0

It means that the drive system Eq.(1) and the response system
Eq.(3) realize the outer projective synchronization.

3.2 Two networks, different structures

In this section, we change the model a little. Consider a com-
plex network for the drive network with different structures
which is described as

%i(t) = F(xi(0) + fixi(t — 10(1)) + Zb“)h (x; (1)

j=1

Zl( hj(x(t — 11 (1))

hj(xj(s))ds (19)

[

t—12(1)

and the corresponding node dynamic equation for the
response network model

N
i) = GOi0) + filyit — 00) + Y _ b hi(yj (1)

j=1

+Zl(2>h J Ot =T ()

hj(yj(s))ds + ui(r) (20)

Z e /

=1 t—1(t)

At this point, the networks have different structures. 2 (-) €
R? is a smooth nonlinear function. The initial value of net-
work Eq. (19) is described as ¢(s) = (¢p1(s), Pa2(s), ...
,¢g(sNT € C([—7,0],RY), where T = max{t, 11, ©2}.
The same that the initial value of network Eq. (20) such
9(s) = (@1(5), 92(5), ... 9g(s)" € C([—7,0],R?). The
other representations are the same as the above models. Here
we need to add the following assumption and definition.

Assumption 3 For Vx,y € R there exist constants {; >
0, i € I, such that

| hi(y) —hi(x) [= & |y —x |
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Remark 3 The same under the assumption 3, there exist con-
stants &, w > 0, such that | 2;(x) [< &, | fi(x) = fi(y) [
w | x — y |. That is to say that ensure the nonlinear function
is continuous and bounded. In this way, the existence of the
solution satisfies the networks.

Definition 2 The drive system Eq. (19) is be synchronized
with the response system Eq. (20) in finite-time, if there exist
constant r* > 0, such that

lim |[le;(@)]| = lim [ly;(t) —x; ()| =0, ¢ >¢*
t—t* t—t*

The errors between the state variables of drive-response net-
work nodes are defined as follows

ei(t) = yi(t) —xi(t), i €l 2D

and the derivative of this error can be obtained by
ei(t) = yi(1) — xi (1) (22)
Tidy up to get

(1) = GQi() — Alxi(0)(t) — f(xi (1))

N
+hileit — ) + Y b gje; (1))

j=1

+Zl“>g,-(ej(r — (1))

gj (ej(s))ds

Zd(l)/
+Z(b(2) by (v (©))
+ Z(l,?}) — 15yt = T1(1)))
=1

N
+Y @ —a}) / hi(yj(s))ds + u; (t)
j=1
(23)
where gj(e;(-)) = hj(y;(-)) —hj(x;(-), j € L Select the
feedback controller that with the delay-independent as fol-
lows

ui(t) = Axi(1)a(t) + f(x; (1) — G(yi (1))
—ne;(t) — osign(e;(t)) (24)

Here sign(e;(t)) = (sign(ei(t)),sign(ex(t)), ...,.sign
(eq(t)))T,&(t) =a(t) —a@)(@() = 0,ift = 0),a@) =

@ Springer

vazl — AT (x; (1))&; (1), the normal numbers 7, o0 > Oasthe
control gains.

Theorem 2 For drive system Eq. (19) and response system

Eq. (20) under Assumption 3, if the control gains n and o
satisfy

LI

w
n=>¢(Blh + ot oD DR
o>&(B? — B<”||oo +IL? — LD
+0| D@ — DD 5)
where B = max{BW,B®}, L = max{LDV, LP},

D = max{DW,DP}, ¢ = max{¢ci, &, ... 6n), § =
max{&1, &, ..., En}. Therefore the drive system Eq. (19) and
response system Eq. (20) in finite time synchronization under
the controller Eq. (24) and t* satisfy

" 1 w 0
" < —[lle@ + —— lle(s)llids
B L= J 0
7 B 0
+1—||L||1f lle(s)llids
— K —11(0)

+1L||D||1/ /||e<w>||1dwds]
—u S0

where B = 0 = £(IB® — BW|loo + |L? — LV|loe +
0l D? — DVll)

Proof Choose the following Lyapunov function
N
V(t) = sign” (ei()ei(t) + sign” @(t)a(r)

i=1
llei(s)1ds

+Zl— /To(t)
+Z—“LH1/

t—71(1)

N t
+_ZIDIh / f leiw)1dwds (25
i=1 —12(t) Jt+s

llei (s)[l1ds

the derivation along the error system under the assumption 1
can be calculated as follows

N

V() <> sign” (e )G (i) — Axi (1) (1)
i=1

—fxi@) + fi(ei(t — 1o(1)))
N

N
+> bijgjleit) + Y Lijgilejt — (1))

=1 =l
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gj(ej(s))ds

+Zd,,/

1=12(t)

T Z(b@) b (1)
+ Z(z@) i (3 = 1)

hj(yj(s))ds + u;i(1)]

t—12(1)

+ Z(d}_f - di)
=1

N
=Y " sign” (@ (1) AT (xi (1)a; (¢)

i=1

N
+ ﬁ[llei(r)nl—(l—fo(t»||ei(r—ro(t>>||1]
i=1

N
+y ||Z||1ﬁ[||e,- Oi=(A=71 ) llei (=71 (1) 1]
i=1

—_ —_ 0 —_
+c||D||1/ le:lhds — £ 1D

_Q
0
X/ llei (t + s)llids
,12
(26)

According to assumption 3 we had sorted it to get

N
V(e) <) sign” (ei)lw | (ei(t — 10)) |

i=1

N N
Y bk LGl e |+ Vi | & | ex(t—T1 (1)) |

k=1 k=1

N t
+Z | ik | {k/
1—1

+Z|b<2>

| ex(s) | ds
by | hi())
+Z |1 = 1) | (et — 7))

+ Z ldp —d | [ he(u(s))ds
=1

-7 | ei(t) | —o | szgn(ei(t)) (1

+Z
+Z||L||1

el = ane,(r — 1)

i=1

Iez M

N
—Z NI llei ¢t — @)l + Y waZ Dl llei @)

i=1 i=1

N '
Z 1D / llei ()l ds 27)
i=1 =7

further collation is obtained

V(@) < wllett—w)ll + ZIBlile@ i+ | LI le =11

t
V2D / le(s)ll1ds
—1

N N
+EIBD—BWVlloo Y xi+EILP—LVloo Y xi
i=1 i=1

N N
+0E DD =DV Y xi—nlle®i—e Y xi
i=1 i=1

w
le®Ill1 — wlle — o)l
—

i

+||Z||11 ‘ et — ILIIi et — )
— W
_ _ _ t
+0L | Dl lle 1= 1Dl f le(s)llids  (28)
1—1

here x; = 0ife;(r) = 0,i €I, otherwise x; = 1. Therefore,

. o - 1
V@) = lle@Ihlg 1Bl + LI —

_ w
+nlDlh) + —— —nl
I—n

N
=Y xi(=€1B® — BV —&IL?
i=1
—LY| — néID® — DV +0) (29)

We can get the following inequality if theorem 2 is satisfied,
N

Viy<—BY X (30)
i=1

where B = 0 — (§|B® — BV |0 + &[ILP — LWV |oo +
& DP® —DW| ) > 0. According in [22], since V (1) > 0
and V(t) < 0, so there must be a constant V (0) > 0 when
t = 0as well as t—]jz—noo V(i)=V(0)if V(0) < V(t),vt > 0.

At that time there must be exist e = A, At is a sufficiently
small positive constant such that

[ V@)=V |=V(E) — V() <k,
[ V)= VE+A)|=V(@)=V(E+At) <e, VE>1
(3D
here [le(t)[|1 = 0 and [le(t)]l1 =0

Remark 3 Proof by contradiction: At the first [le(#1)]|1 > O
and |le(?)||1 > O if there exist #; > ¢’ fort € [, 11 + At].
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Since V (r) < —B, integrating both sides of an inequality at
the same time such that

Vit + A1) — V() < —BAt =€

This contradicts Eq. (31),that is to say that |e(¢)||; = O.
Second, |le(t)||; > O if exist sufficiently small positive con-
stant €’ such that |le(r)||; > O for ¢ € [z, + €], obviously
contradicts the formula.

According to definition 2, drive network Eq. (19) and
response network Eq. (20) achieve finite time synchroniza-
tion. Here t* = inf{t > 0 | |le(s)|l1 = 0,s > t}. Due
to the effect of time delay, we propose T = t* + t. Since
V() < —B for Vt € (0, t*), integrating this inequality we
get

V(") = V() < —pt* = V() < V(0) + pt* (32)

Since V(¢) < 0 for Vt € (t*, T*), taking the same approach
we get V(t*) > V(T*) = 0, according to [22] we get that
V(0) > Bt*, therefore t* < % O

4 Numerical Example
4.1 Example 1

The corresponding numerical simulations are shown in this
section. Consider a complex network model with four nodes,
its drive system is as follows

4
Xi(1) = F(xi (1) + filxi(t — 10(0)) + Y bijHix;j(t)

J=1

4
+ ) lijHaxj(t — 11 (1))

j=1

4
+Zdij/
j=t !

—2(1)

t

Hsx;(§)d§
(33)

where F(-) = AC)& + f(-), A(-) =2 - tanh(x; (), f(-) =
tanh(x; (-)),andtake @ = (a, b, ¢, d)T as the vector estimates
of unknown parameters, where the nominal values are a =
1.0,b=5/8,c =2.8,d = —0.8. fi(-) = tanh(x;(-)) and

1000
0100
0010
0001
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1 22
lop22
1293
B=0bij))=|33,3 (34
R
55975
Similarly, the matrices L,D are expressed as
3 3 3
5045
032 30
L=(;)= 0§ §0
3 3
3
57050
2.0 7
5050
ol2o
D = (d;;) = 36 (5) 3 (35)
001
003 5

The coupling delay is to(r) = 71(f) = ©72(t) = 0.01 +
0.02sin(#) for convenience and p = 0.05. The response
system is

4
Vi) = Gi()) + At — o)) + Y bijHiy; ()
j=1

4
+ Y lijHayj(t — 11 (1))
j=1

4 !
+Zdijf
=

t—1o(t

: Hsy;(§)d§ (36)

where G(-) = y;(-),f1 = tanh(y;(-)). The mixed control
strategy of the network can be written as

uit (t) = —tanh((y; (1)) + M(@)tanh(x; () + M()x; (1)
—tanh(y;(t — t0(1)))
+M (t)tanh(x; (t—10(1)))
+M(t) -2 - tanh(x;(t))é(t)

4 4
win(t) = Y UL Hiyi () + ) vl Hayj(t — 11(1)
j=1 j=1

4 ot
30 / Hay; (§)dé
j=t !

—12(t)

uiz(1) = —Ei(t)e; (1) (37

with the adaptive parameter updated law

4

G(r) =Y —M(t) -2 - tanh(x;(t))e; (1)

j=1
Ei(t) = 8;iel (t)e; (1)

vl = —e] ()P Hyy; (1)
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Fig.1 The trajectories of drive system Eq. (1)

vZ = —el (VPHyy;(t — 11 (1))

o t
vy=—dor [ Hyed (38)
’ t

—12(t)

The scale function is selected as

4 + sin(41) 0 0 0
_ 0 2sin(3r) 0 0
M@ = 0 0 05+sin@) 0
0 0 0 3 cos(31)
(39)
and the corresponding derivative matrix is
4 cos(4t) 0 0 0
. _ 0 6 cos(31) 0 0
Mo =1 0  4cos@) 0 (40)
0 0 0 —95sin(3r)
In the above formula, §; = 2.0 fori = 1,2,...,4,

P = diag(1,1,1,1). According to [32],we take ¢ = 5,
d = 05Y = diag(3,4,5,6) and by means of cal-
culation, Ayax(Q) = Amax(l) = LApax(B ® H)) =
1.2745, Apax (L @ Hp) = 1.2,. Therefore the conditions
required by the Theorem 1 are satisfied

The simulations show that the node dynamic behavior
can be affected by the mixed control strategy. Figures 1 and
2 show the motion trajectories of the drive system and the
response system. Figure 3 shows the motion trajectory of the
error uncontrolled system, and it can be seen that the states
are not stable. Figure 4 shows the trajectory of the error sys-
tem under the mixed control strategy. It is not difficult to

2000 T T T T i

¥,
¥olt)
1500 F Y5t H
¥qit)
1000 g
500+ g
D . -
500 F g
-1000 ! ! : .
0 05 1 15 2 25

Fig.2 The trajectories of response system Eq. (3) under control strategy
Eq. (9)

2000

e, (1)
&,{t)
e5it) H
e4lt)

1000

Fig.3 The trajectories of error system Eq. (7) without control strategy
Eq. (9)

see that the 4-dimensional node state error tends to zero and
remain steady, which means that the drive system and the
response system have achieved the outer projective synchro-
nization of the complex networks after a period of time. So
this experiment shows that our theoretical result is valid.

4.2 Example 2

Consider a complex network model with two nodes, its drive
system is as follows
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2000

&0
e5it) H

1000

-1000 B

-2000 B

-3000 B

-4000 : ' : '
' 1)

Fig. 4 The trajectories of error system Eq. (7) under control strategy
Eq. (9)

mm—Fuﬁ»+ﬁma—mm»+Zymhum»

j=1
+ Zl(“h it =T (1))
+Zd(l)/ hj(x;(s))ds (41)
1—1(1)

where F(-) = A()a + f(), A() =2 - tanh(x; (1)), f() =
tanh(x; (), h(-) = 3tanh(x;(-)) and take & = (a, b)T as the
vector estimates of unknown parameters, where the nominal
values are a = 1.0, b = 5/8. f1(-) = tanh(x;(-)) and

1
B0 = o) = (1
1

3

)
SN—

N———"

DY =) = ( 42)

| —n|—
O =
SN—

The response system is

Yi(t) = Gyi(®) + fi(i(r — To(t)))

2
+Zwmmm+zﬂ%mrwm»

j=1

+ Z d f hi(yj(s)ds (43)

t—1(1)
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e
e e
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-

_20 1 1 1 1 1
0
t (s)

Fig.5 The synchronization errors between Eqs. (19) and (20) without
controller Eq. (24)

where G(-) = yi (), fi(:) = tanh(y;(-)), h(-) = 3tanh(y;
(),t0(t) = 11(t) = 10(t) = 0.01 +0.02sin(t), 79 = 11 =
=003 w=¢=&=1,1u=005n=3,0=2 The
initial values are x (1) = (0.3,2.5)7, y(r) = (0.3,2.5)7 and

BO = o) = (1 0) L9 = 1) = <0 1)
6
) (44)

By calculation, |[B|l; = 0.75,|L|; = 0.75, |D|l; =
LIB® — BD|o =03, |L® — LO| o, = 0.42,|D?P —
DW | = 0.3,7* &~ 19.97163, so the conditions of Theorem
2 are satisfied.

The simulations show that the node dynamic behavior can
be affected by the controller. Figure 5 shows the motion tra-
jectory of the error uncontrolled system, and it can be seen
that the states are not stable. Figure 6 shows the trajectory
of the error system under the controller. It is not difficult to
see that the 2-dimensional node state error tends to zero and
remain steady within #*, which verifies our theoretical results
are effective.

N —
NS

[STESNSTE
S wi—

PO = @) = (

5 Application to Secure Communication

There will be a lot of information transmission in the
actual complex network, information security is becoming
more and more important. Therefore, secure communication
based on complex networks has attracted more and more
attention. 33331 During the encryption process, if there is no
decryption key, the document cannot be understood. Secure
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15 2 t
| ===20 #Ydy [ H@ds +p0) (45)
| — =gyl — t—1(1)
10F J=
i 2
I .
ot | %) = Fea®) + fital —w0) + Y by Hix(1)
1 j=l1
: 2
0 I_.L_________._____.____________._
biHyxi(t — (¢
: —i—Zz, 2xj(t = T1(1))
j=1
¥ 1 5 )
+ > dyj / Hsxj(£)dE +0 (46)
ok 1 j=1 t—12(t)
-15 1 wherei, j = 1, 2. Note that p(¢) must consume lower power,
that is, be weak in comparison with the chaotic carrier. There-
20 ' L ' L . fore we take § = 0.01.
0 05 1 15 2 25 3

t(s)

Fig. 6 The synchronization errors between Eqgs. (19) and (20) under
controller Eq. (24)

communication using synchronization between chaotic sys-
tems (referred to as chaotic secure communication) is a new
concept of secure communication.[®! Referring to the outer
projective synchronization in Sect.3, it is applied to the
secure communication scheme shown in the figure for veri-
fication.

The secure communication system shown in Fig.7 con-
sists of a transmitter system and a receiver system. For easy
illustration, the transmitted signal is m () = x(t) + §p(¢).
The signal transmitted in the channel is masked by the chaotic
signal emitted by the sender to achieve the effect of encryp-
tion. Finally, the transmission information is recovered after
the chaotic synchronization of the nodes in the network at the
receiving end. The transmitter can be described as follows

2
X (1) = F(x1(t) + i1t — (1) + Y bijHixj(0)
j=1

2
—i—Zlquxj(f —11(1))

j=1

Fig.7 The presented
communication system
consisting of a transmitter and a
receiver

Transmitter

x(t)

The receiver can be described as follows
Y1) = Gyi() + fily1(t — ()
2 2
+> bijHiyj() + Y ljHyy(t — 11(1))

j=1
Fur(t) — M@)y1(r)

2 t
+Zdlj/
j=1

j=1

H3y;(§)d§ +m (1) (47)

t—12(t)

W2(t) = G(y2(1)) + fi(y2(t — 70(1)))
2 2

+ szjHlyj'(l) + leszyj(t —11(1))
j=1

Fuz(t) — M(1)ya2(r)

2
+Zd2j /
=t

—1(t

j=1

t

)H3yj($)df§ + ma (1) (48)

where

(49)

) (50)

(4 +sin(4r) 0
M) = ( 0 2sin(3t)>

10 1
H1=H2=H3:<01> B:(S
5

win O

e S

y1(t)

Driver system with

chaos

Receiver p(t)

Response system

m(t)
(transmitted

massage)
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Fig.8 Output of continuous signal in chaotic masking secure commu-
nication system

Similarly, the matrices L,D are expressed as

30 20
=(33) - v

and m(t) = x1(t) + 8p(t), ma(t) = x2(t). Where the sys-
tem parameters are the same as the numerical Example 1
and take the information message as p(t) = sin(0.0017).
m1(t)and m(t) are the transmitted signal. Due to the fact
that the chaotic signal transmitted in the channel is stronger
than the transmitted signal, and the latter will be com-
pletely covered by the former, it is difficult to be stolen
by others by modulating it in the chaotic signal. Driven
by s(t) = 8§~ m1(r) — M(t)y1 ()], the chaotic signal at
the transmitter and the chaotic signal at the receiver can be
approximately synchronized. At the receiver, the signal is
extracted by chaotic synchronization as p(¢).It can be seen
from the Fig.8 that the error between the transmitted sig-
nal and the recovered signal approaches 0 after a period of
time. Therefore, the receiver system recovers the transmitted
signal quickly and effectively.

6 Conclusions

A class of complex network models with more general
and complex structures was constructed and its the outer
projection synchronization and finite-time synchronization
were studied. A mixed control strategy with adaptive law
was presented to realize the outer projective synchroniza-
tion. A new controller is used to simplify it to solve some
difficult finite-time synchronization problems. For different
synchronization methods, the conditions for synchroniza-

@ Springer

tion are given. In real life, there are more complex network
models that can be represented by integer-order or even
fractional-order systems. Therefore, constructing new and
more complex network models and their synchronization
problems are our future research topics.
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