
International Journal of Dynamics and Control (2021) 9:1092–1099
https://doi.org/10.1007/s40435-020-00738-4

Discrete-time attitude stabilization of reusable reentry vehicle by
convex optimization

Magdi S. Mahmoud1 ·Muhammad Maaruf1

Received: 10 August 2020 / Revised: 10 November 2020 / Accepted: 25 November 2020 / Published online: 1 January 2021
© The Author(s), under exclusive licence to Springer-Verlag GmbH, DE part of Springer Nature 2021

Abstract
This article addresses the attitude stabilization control of reusable reentry vehicle subjected to parametric variations and
environmental perturbations. The nonlinear kinematic model of the vehicle is discretized and bluethen linearized using
the global feedback linearization. A discrete time linear quadratic regulator with proportional-integral gain and disturbance
rejection (LQRPI +D) is proposed to stabilized the system. The control formulation is based on convex optimization feasibility
problem in terms of the linear matrix inequality. As illustrated by numerical simulations, the proposed technique provides
better results compared to some existing methods.
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1 Introduction

Reusable reentry vehicles are capable of carrying out tasks
by flexible maneuvering on orbit [1]. The reusable reen-
try vehicles can be launched repeatedly, and have a lot of
advantages such as cost effectiveness, speed and so on [2–4].
Because of these advantages, the vehicles are of high impor-
tance in civil and military aspects. Nevertheless, during the
reentry process, the vehicle exhibits complicated coupling
effects, strong nonlinearities, uncertainties and external per-
turbations which bring challenges to the development of the
vehicle’s attitude control [5–7]. Furthermore, several strin-
gent constraints, such as dynamic pressure, heat flux, and
structured loads add more challenges to the control design
[8–10].

Over the past years, various control methods have been
suggested for the vehicle’s flight control. Earlier flight con-
trol problems were based on the linearized model of the
aerocrafts at a particular operating point. In [11–14], a LQR
has been designed to stabilized the reentry vehicle. How-
ever, this method is unsuitable for the multivariable and
highly nonlinear model of the vehicle. A more effective
control can be achieved by linearizing the model at dif-

B Magdi S. Mahmoud
msmahmoud@kfupm.edu.sa

1 Systems Engineering Department, KFUPM, P.O. Box 5067,
Dhahran 31261, Saudi Arabia

ferent operating regions based on gain-scheduling [15–18].
Although gain-scheduling approach can solve some vehi-
cle control problems, robustness and global stability of the
system can not be guaranteed, particularly in the event of
sudden parametric variations. In order to improve the nonlin-
ear performance of the gain scheduling method, a trajectory
linearization control was proposed in [19–22] and dynamic
inversion control method was utilized in [23–26]. Nonethe-
less, the downside of these approaches is poor robustness
against parametric uncertainties and modeling errors if built
poorly.

A good robust control performance of the reentry vehi-
cle has been achieved using the robust backstepping method
[27,28]. A commandfiltered backstepping control of a hyper-
sonic vehicle with dynamic perturbations has been studied
in [29]. A robust attitude control of reusable reentry vehi-
cle has been realized using the sliding mode control [30].
A fractional order sliding mode controller optimized with
pigeon-inspired optimization has been developed for attitude
control of the reentry vehicle [31]. In [32], a chattering-free
sliding mode control of the reentry vehicle has been pre-
sented. A high-order sliding mode control was proposed for
an uncertain space vehicle in the reentry period [33]. In [34],
a robust model predictive control of the reentry vehicle has
been investigated.

When the space vehicle is subjected to time-varying dis-
turbances, an adaptive backstepping controllerwas utilized in
[35]. In [36], an adaptive super-twisting slidingmode control
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was proposed for the vehicle in the reentry period. In [37], an
adaptive fast terminal sliding mode control with disturbance
observer has been designed for the reentry vehicle. In [38],
a sliding mode based disturbance observer was designed for
attitude control of a reentry vehicle with constrained inputs.

It is worth noting that the aforementioned control tech-
niques are in continuous time domain. Recently, the appli-
cations of computer controlled systems are increasing due
to the emergence of cheap micro-controllers with very fast
sampling rates [39]. Dynamic systems such as reusable reen-
try vehicle requires controllers with very fast sampling rates.
Therefore, discrete time control of reusable reentry vehicle
is an important area to explore. In [40], attitude control of
reentry hypersonic vehiclewas achieved using a discrete time
backstepping technique. In [41], a discrete time sliding con-
trol of reusable space vehicle vehicle was studied.

Motivated by the aforesaid discussion, this paper inves-
tigates the attitude optimal control of the reusable reentry
vehicle subjected to external disturbances and parametric
variations. Contrary to [1,2,6–38], the nonlinear kinematic
model of the vehicle is transformed into a discrete time form
using the Euler method. Unlike [11–18] where the nonlin-
ear kinematic model of the vehicle was linearized near a
particular operating point, we linearized the model using
global feedback linearization.During the reentry phase, exact
linearization is not possible due to parametric variations, cou-
pled dynamics and disturbances. We modelled these effects
as constant disturbances and a robust LMI based LQRPI +
D is designed to tackle the problem. Unlike the robust con-
trol methods [27–41], a convex optimization is formulated
to compute the optimal controller gains. Comparing with the
conventional LMI based LQR, the innovation points of this
article are as follows:

1. We proposed a robust LQRPI + D based on LMI to sta-
bilized the reentry vehicle. This controller combines the
advantages of convex optimization, disturbance suppres-
sion and quick convergence.

2. The impact of the disturbances is penalized by including
a new cost term to the cost function.

3. In addition, a cost term representing the integral of the
deviation of the output from the equilibrium is added to
the objective function to minimize the deviation of the
output from the equilibrium.

This paper is arranged as follows: The kinematic model
of the reentry vehicle is provided in Sect. 2. In Sect. 3, the
LQRP, LRQP + D and LQRPI + D are designed. Numerical
simulations and discussions are given in Sect. 4. The research
is concluded in Sect. 5.

2 Mathematical modelling

The complete model of the reentry vehicle is shown in Fig. 1.
The attitude kinematic model of the reentry vehicle consists
of three degree of freedom translational kinematic subsystem
and three degree of freedom rotational kinematic subsystem.
The nonlinearmodel is obtained under the following assump-
tions [34,35]

1. The vehicle is unpowered rigid body.
2. Rotational effect of the earth is ignored.
3. Slow movement of the vehicle is neglected.

Then, the nonlinear dynamic model of the reentry vehicle
can be described as [34,35]

α̇ = ζy − ζx cosα tanβ − ζz sinα tanβ

+ 1

mπ
(Y + mg cosδ cosμ). (1)

β̇ = ζx sinα − ζz cosα + 1

mπ
(Y + mg cosδ sinμ). (2)

μ̇ = −ζx cosα cosβ − ζz sinα cosβ + ζysinβ

−
[ 1

mπ
(tanβ + tanδ sinμ)

− g cosδ cosμ tanβ

π
+ Y tanδ cosμ

mπ

]
. (3)

ζ̇x = Jzzux
Jxx Jzz − J 2xz

+ Jxzuz
Jxx Jzz − J 2xz

+ (Jxx − Jyy + Jzz)Jxz
Jxx Jzz − J 2xz

ζxζy

+ (Jyy − Jzz)Jzz − J 2xz
Jxx Jzz − J 2xz

ζyζz . (4)

ζ̇y = uy

Jyy
+ Jxzuz

Jyy
(ζ 2

z − ζ 2
x ) + Jzz − Jxx

Jxx Jzz − J 2xz
ζxζz . (5)

ζ̇z = Jzzux
Jxx Jzz − J 2xz

+ Jxzuz
Jxx Jzz − J 2xz

Fig. 1 The complete model of the vehicle [42]
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+ (Jxx − Jyy)Jxx + J 2xz
Jxx Jzz − J 2xz

ζxζy

+ (Jyy − Jxx − Jzz)Jxz
Jxx Jzz − J 2xz

ζyζz . (6)

where α, β, and μ stand for the attack angle, sideslip angle
and bank angle respectively, g, L, m, π , Y, and δ denote
the gravitational acceleration, aerodynamic lift force, side
force, reentry velocity, flight path angle, and mass respec-
tively; Jxx , Jyy, Jzz, & Jxz denote the moments of inertia.
u = [ux uy uz]T represent the control torque. The kinematic
equations can be simplified as follows

{
Ω̇ = f (Ω) + g(ζ )ζ.

J ζ̇ = −ζ× Jζ + u.
(7)

where ζ = [ζx ζy ζz]T denote the angular velocity vector
and Ω = [α β μ]T is the attitude angle vector, ζ× ∈ �3×3

is the skew-symmetric operator.

f (Ω) =

⎡
⎢⎢⎣

(−L + mg cosδ cosμ)/(mV cosβ)

(Y + mg cosδ sinμ)/(mπ)

(tanβ + tanδ sinμ)L/(mπ) − g cosδ cosμ tanβ/π

+Y tanδ cosμ/(mπ)

⎤
⎥⎥⎦ .

g(Ω) =
⎡
⎣

−cosα tanβ 1 −sinα tanβ

sinα 0 −cosα
−cosα cosβ sinβ −sinα cosβ

⎤
⎦ .

J =
⎡
⎣

Jxx 0 −Jxz
0 Jyy 0

−Jxz 0 Jzz

⎤
⎦ : ζ× =

⎡
⎣

0 −ζz ζy
ζz 0 −ζx

−ζy ζx 0

⎤
⎦ .

2.1 Discrete timemodel

The nonlinear model (7) can be transformed into a discrete-
time model using the Euler method [42]. If the sampling
interval is chosen as Ts , an approximate discrete time model
can be derived as

{
Ω(k + 1) = Ω(k) + Ts f (Ω(k)) + Tsg(ζ(k))ζ(k).

ζ(k + 1) = ζ(k) − J−1ζ×(k)Jζ(k) + Ts J−1u(k).
(8)

2.2 Feedback linearization

Selecting the attitude angle vector, Ω , as the output, and u
as the control input vector, the relative degree of the system
(7) is (2,2,2). By using the approach presented in [43], the
following equation can be obtained

Ω(k + 2) = Ω(k + 1) + Ts f (Ω(k + 1))

+ Tsg(ζ(k + 1))ζ(k + 1).

= Ω(k + 1) + Ts f (Ω(k + 1))

+ Tsg(ζ(k + 1))[ζ(k) − J−1ζ×(k)Jζ(k)]
+ T 2

s g(ζ(k + 1))J−1u(k). (9)

Then, (9) can be rewritten as

Ω(k + 2) = F(Ω(k), ζ(k)) + G(ζ(k))u(k). (10)

where

F(Ω(k), ζ(k)) = Ω(k + 1) + Ts f (Ω(k + 1))

+ Tsg(ζ(k + 1))[ζ(k) − J−1ζ×(k)Jζ(k)].
G(ζ(k)) = T 2

s g(ζ(k + 1))J−1.

From (10), the following discrete-time strict feedback sys-
tem is derived
{
X1(k + 1) = X2(k).

X2(k + 1) = F(Ω(k), ζ(k)) + G(ζ(k))u(k).
(11)

where X1(k) = Ω(k), X2(k) = Ω(k + 1). Equation (11)
can be completely linearized using the following feedback
control law

u(k) = G(ζ(k))−1[−F(Ω(k), ζ(k)) + v(k)]. (12)

where v(k) = [vx vy vz]T is the vector of the new inputs
to stabilize the linearized system. Using (12), the exact lin-
earized system is as follows

{
X1(k + 1) = X2(k).

X2(k + 1) = v(k) + Δ.
(13)

Remark 1 In real situation, exact feedback linearization is
not possible due to the parametric uncertainties and external
disturbances affecting the vehicle during the reentry phase.
As such, Δ is added to (13) to account for the bounded dis-
turbances.

Equation (13) can be rewritten as

{
X(k + 1) = A0X(k) + B0v + Γ Δ.

y(k) = C0X(k).
(14)

where X(k) = [X1(k)T X2(k)T ]T ∈ �1×6, A0 ∈ �6×6,
B0 ∈ �6×3, Γ ∈ �6×3 and C0 ∈ �3×6 are given by

A0 =
[
0 I
0 0

]
; B0 =

[
0
I

]
; Γ =

[
0
I

]
; C0 = [

I 0
] ;

I = diag{1, 1, 1}.
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Remark 2 Using Matlab, rank([B AB])=6 which is the same
as the order of the system. Therefore, the linearized system
is controllable.

3 Control design

In this section, LQRP, LQRP + D and LQRIP + D are formu-
lated in terms LMI for the system (14). The block diagram
of the closed loop system is shown in Fig. 2.

3.1 LQRP design

In this section, a LMI based LQRP is designed for (14) with
Δ = 0. Consider the following cost function

J =
∞∑
k=0

[yTk Qyk + vTk Rvk]. (15)

where Q > 0 and R > 0 represent the output error and
the control weighting matrices respectively. We go a head
to establish the linear optimal control law u(k) = LXk that
stabilizes (14)whileminimizing (15).Assuming that theLya-
punov function Vk has the following properties:

Vk = XT
k MXk, M > 0. (16)

There exists ϑ+ > 0 such that XT
0 MX0 ≤ ϑ+.

Vk ≤ −[XT
k C

T QCXk + vTk Rvk]. (17)

Then, (14) under vk is asymptotically stable and J∞ ≤
V (X0). Using vk = LXk , one has

XT
k [M(A + BL) + (A + BL)T MT ]Xk

≤ −XT
k [CT QC + LT RL]Xk . (18)

If there exists L and M such that Xk �= 0, one gets

M(A + BL) + (A + BL)T MT + CT QC + LT RL ≤ 0.
(19)

The upper bound on the cost XT
0 MX0 can be minimized

for a given ϑ+ as

min
ϑ+,K ,L

ϑ+ subject to (19)

Equation (19) can be expressed as

Υ =
⎡
⎣

ψ CT Q LT R
∗ −Q ∗ 0
∗ ∗ −R

⎤
⎦ ≤ 0. (20)

where ψ = M(A + BL) + (A + BL)T MT . Pre- and post-
multiplying (20) bydiag{Y , I , I } and consideringY = M−1

and S = LY , the convex optimization of (19) is expressed
as

⎡
⎣

(AY + BS) + (AY + BS)T Y Q Y LT R
∗ −Q 0
∗ ∗ −R

⎤
⎦ ≤ 0,

[
ϑ+ ηT0
∗ Y

]
≥ 0. (21)

The bound of the Lyapunov function is thus

[
ϑ+ XT

0
∗ M−1

]
≥ 0 ⇔

[
ϑ+ ηT0
∗ Y

]
≥ 0. (22)

After attaining a feasible solution, one has L = SY−1, M =
Y−1

3.2 LQRP + D

The LQRP designed in Sect. 3.1 does not consider the effects
of external disturbances and unmodeled dynamics. In order

Fig. 2 The block diagram of the
optimal control of the reentry
vehicle
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to account for these problems, a new cost term is added to
the cost function (15). The modified cost function is given
by

J =
∞∑
k=0

[yTk Q̃yk + ΩvTk vk − Λ2ΔTΔ]. (23)

Letting R̃ = diag[Ω − Λ2] and Uk = [vTk ΔT ]T , we
get

J =
∞∑
k=0

[yTk Q̃yk +UT
k R̃Uk]. (24)

We define the following Lyapunov function to ensure
closed loop stability

Ṽk = XT
k PXk, Ṽk > 0. (25)

There exists ϑ > 0 such thatXT
0 PX0 ≤ ϑ+. Then, it follows

that

Ṽk+1 ≤ −[XT
k Q̃Xk +UT

k R̃Uk]. (26)

Equation (14) underUk is asymptotically stable and J∞ ≤
Ṽk(X0). Substituting Uk = HXk into (26) yields

XT
k [P(A + GH) + (A + GH)T PT ]Xk

≤ −XT
k [Q̃ + HT R̃H ]Xk . (27)

where G = [B Γ ]. If there exist H and P with Xk �= 0, (27)
becomes

P(A + GH) + (A + GH)T PT + Q̃ + HT R̃H ≤ 0. (28)

The minimization problem can be written as

min
ϑ+,P,H

ϑ+ subject to (28)

Using the same approach as the foregoing section,we have

⎡
⎣

(AZ + BT ) + (AZ + BT )T ZCT Q̃ Z FT R̃
∗ −Q̃ 0
∗ ∗ −R̃

⎤
⎦ ≤ 0.

[
ϑ+ ηT0
∗ Z

]
≥ 0. (29)

On reaching feasible solution, one gets H = T Z−1, P =
Z−1.

3.3 LQRPI + D

In this section, the LQRP + D formulation is modified by
including an extra cost term denoting the integral of the
deviation of the output from its initial state, θ = ∫ t

0 y(τ )dτ

(θ̇ = Cx). The discrete time equivalent of the integral of the
output can be expressed as

εk+1 = CXk . (30)

where εk+1 = θk+1 − θk . The new cost function is given by

J =
∞∑
k=0

[yTk yk + εTk εk + σvTk vk − Λ2ΔTΔ]. (31)

Introducing Uk = [vTk ΔT ]T , χ = [XT
k εTk ]T , we obtain

χ̇ =
[
A 0
C 0

]
χ +

[
B
0

]
vk +

[
Γ

0

]
Δ,

= Âχ + B̂vk + Γ̂ Δ. (32)

Equation (31) can be rewritten as

J =
∞∑
k=0

[χT
k Q̂χk +UT

k R̂Uk]. (33)

where

Q̂ =
[
CTC 0
0 ϑ I

]
; R̂ =

[
σ I 0
0 Λ2 I

]
.

We consider the following Lyapunov function

V̂k = XT
k P̂Xk, V̂k > 0. (34)

There exists ϑ > 0 such that χT
0 P̂χ0 ≤ ϑ+. Then,

V̂k+1 ≤ −[χT
k Q̂χk +UT

k R̂Uk]. (35)

Using Uk = ĤXk , ∀χ �= 0, we have

P̂( Â + Ĝ Ĥ) + ( Â + Ĝ Ĥ)T P̂T + Q̂ + Ĥ T R̂ Ĥ ≤ 0. (36)

where Ĝ = [B̂ Γ̂ ]. The minimization problem is thus

min
ϑ+,P̂,Ĥ

ϑ+ subject to (36)
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Based on convex analysis, problem (36) is converted to

⎡
⎢⎣

( Â Ẑ + B̂T̂ ) + ( ÂZ + B̂T̂ )T ẐCT Q̂ Ẑ F̂T R̂
∗ −Q̂ 0
∗ ∗ −R̂

⎤
⎥⎦ ≤ 0.

[
ϑ+ ηT0
∗ Ẑ

]
≥ 0. (37)

A feasible solution gives Ĥ = T̂ Ẑ−1, P̂ = Ẑ−1.

Fig. 3 Attack angle response

Fig. 4 Side slip angle response

4 Simulation results

Numerical simulations are presented in this section to illus-
trate the efficacy of the proposed scheme. The simulations
are carried out using the LMI MATLAB toolbox. Moreover,
a comparison is made with an existing discrete time back-
stepping [40], discrete time sliding mode control [41] and
LMI based H∞ control [44]. The parameters of the reen-
try vehicle are adopted from [34]. The external disturbances
and parametric uncertainties are modelled as constants Δ =
[0.1 0.4 0.3]T . The weight matrices are chosen as Q = CTC
and R = 0.01.

The simulation results are presented inFigs. 3, 4 and5.The
response of the angle of attack is depicted in Fig. 3. Due to the
presence of the disturbances, the LQRP struggle to stabilized
the attack angle. The LQRP + D, H∞, sliding mode control
and backstepping are able to suppress the disturbances and
improve the performance of the LQRP. The LQRPI + D has
the least overshoot and converge to zero at a quicker rate. In
Fig. 4, the bank angle response is plotted. It can be seen that
the LQRPI + D provides superior performance compared
to the LQRP, LQRP + D, H∞, sliding mode control and
backsteppingwith respect to overshoot and settling time. The
sideslip angle response is shown in Fig. 5. The sideslip angle
is stabilized to zero at a faster rate under the action of LQRPI
+ D compared to the LQRP, LQRP + D, H∞, sliding mode
control and backstepping. The superior performance of the
proposed LMI based LQRPI + D is due to its optimal gains,
disturbance rejection capability and integral action.

Fig. 5 Bank angle response
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1098 M. S. Mahmoud, M. Maaruf

5 Conclusions

This paper presents LQRPI + D based on LMI optimization
to stabilized the attitude angle of the reentry vehicle, by con-
sidering the external disturbances and parametric variations.
The stability of the proposed controller is proved by Lya-
punov function. Simulation results illustrate that the LQRPI
+ D can mitigate the effects of the external perturbations and
enhance the vehicle robust control action. In addition, the
proposed LQRPI + D outperforms LQRP, LQRP + D and
H∞.
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