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Abstract
This work deals with the optimization of sensorless field-oriented control of an induction motor taking into account of
magnetic saturation effects. We propose a double optimization (in the point of view of dynamic and energetic performances)
of sensorless field-oriented control of inductionmotor. This control is associated to aLuenberger type interconnected observers.
Particle swarm optimization algorithm is used notably to determine the optimal gains of the observers as well as the optimal
parameters of the regulators. This algorithm guarantees the stability and the global convergence of the system. The sensorless
control takes into account all operating range of the machine (very low speed, low speed, high speed with or without load
torque). Regarding the energetic optimization, the reference of the rotor flux is generated using another developed algorithm
that permits us to dynamically determine the optimal rotor flux for each given value of motor load and speed. Numerical
simulations are carried out each time to confirm theoretical predictions.

Keywords Optimization · Particle swarm optimization · Magnetic saturation · Induction motor · Field oriented control ·
Interconnected Luenberger observers · Optimal rotor flux

1 Introduction

Induction motor compared to DC motor has a high power,
maximal speed, weak cost and it is robust. The absence of
brooms and mechanical collector allows it to be the privi-
leged motor in many domains as in aerospace, in chemistry
and medicine where a less frequent maintenance is required.
However, these advantages have been inhibited a long time
by the complexity of its control. This complexity is due to
the following fundamental reasons: the analytic model of the
induction motor is nonlinear: the model exhibits multiple
variables which are greatly coupled; parameters of the motor
are uncertain and their variation in the time needs to be taken
into account. Several strategies of sensorless control or with
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sensors aremet in the literature [1–11]. However, they exhibit
in one way or another several inconveniences:

(i) Except in [6, 7], all the strategies of sensorless con-
trol aforementioned are independent of the state of
the machine and are based on the standard model that
disregards the magnetic saturation phenomenon. They
consider a constant rotor flux reference, which quite
often is the nominal value situated in principle in the
neighborhood of the elbow of the magnetic character-
istic of the machine [12, 13]. In such conditions, the
efficiency is just maximal when the machine works
in the neighborhood of the nominal operating point
[14]. However, in the industrial applications, the asyn-
chronousmachines perform rarely in the neighborhood
of the nominal point [6], particularly when their loads
are variable. Thus, when the machine works at weak
load torque (operating point below the nominal point),
the useless energy consumed by it from one side, and
from other side, the useless energy stocked in the
inductances of the stator reduce the efficiency of the
machine in the regime of saturation, since the induc-
tance value falls considerably in this regime. Also,
when themachine is overloaded (operating point above
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the nominal point), it operates in its nonlinear zone.
Therefore, the standard model is no longer represen-
tative and the theoretical performances of the control
are no longer guaranteed [6, 14] as well as the theoret-
ical performances of the observer. It appears that, the
fact to disregard the magnetic saturation phenomenon
deeply damages the dynamic performances of the con-
trol of the asynchronous machine [15–19]. To increase
the efficiency of themachine, it is necessary to optimize
the rotor flux reference [20]. To achieve that, we need to
readjust the flux reference while also considering the
speed reference, and the load would be optimal. For
this purpose, we must take absolutely into account the
magnetic saturation to enable those fluxes variations to
influence the inductances as in the real working of the
asynchronous machine.
In Refs. [6, 7], the authors tempted to consider themag-
netic saturation in their study. They used the dynamics
of the slower flux instead of the dynamics of faster cur-
rents and considered the inductances as constant, what
decreases the efficiency of themachine in the saturation
regime. The modelling taking into account the mag-
netic saturation generally relies on the fact that the flux
and inductances vary with the magnetization current.
Some suchmodels exist in the literature [16, 21–24]. In
the papers [6, 7], a variable flux generation method that
allows to optimize the energy consumption is presented
for a machine of 7.5 kW. It consists to determine ran-
domly for some chosen values of the electromagnetic
torque, the necessary values of the flux to be applied
to the machine so that it consumes less energy; and
the other intermediate values are evaluated using the
look-up table functions (splines). Unfortunately, it is
known that these functions generate fluctuating deriva-
tives, which likely hinder their use in the optimization
of systems. Besides, with this method, whenever we
change the machine, we must first construct its mag-
netization curve before integrating it in control. That is
trial by error method;

(ii) These strategies do not give good dynamic perfor-
mances on very large operating range of the machine:
very low speed (critical zone), low speed, high speed
with or without load. However, Refs. [1–5] report the
tests using high and low speeds range of the machine
but based on standard model. The sensorless controller
developed in the Ref. [7] is validated solely in high
speed and in low speed but not in the critical zone (very
low speed);

(iii) The quasi-totality of the articles met in the literature
uses the classic methods of stability analysis as Lya-
punov and Filipov. However, these methods in most
cases, do not assure in spite of their global proofs of
stability, some optimal convergences and can admit

some oscillations close to the domain of convergency.
In addition, these classic methods rather determine the
ranges of the gains but not the exact values especially
when the magnetic saturation is considered. They use
trial by error method to find approximate gains. In this
regard, their implementation is not easy to perform. On
the other hand, in [25, 26], it is demonstrated that the
particle swarm optimization (PSO) algorithm is one of
the best methods leading to fast convergence with a
weak level of complexity.

In spite of the efforts provided in the sensorless con-
trol of induction motor, strategies of control proposed in the
literature do not always take into account the magnetic satu-
ration. Besides, these strategies of control are functional on
a restricted range and are not always optimized in terms of
dynamic performances and waste energy.

In the present work, we propose a double optimization
(from the point of view of dynamic and energetic perfor-
mances) of the sensorless vector control of induction motor
considering magnetic saturation and using the PSO approach
to guarantee the stability and the global convergence. This
controller is associated to an interconnected observer of
Luenberger type using the dynamics of the currents and the
speed. The stochastic algorithm PSO is used notably to deter-
mine the optimal gains of the observers as well as the optimal
parameters of the regulators. The system considers all the
operating ranges of the machine. We get very good dynamic
performances, even in the critical zone called “unobserv-
able”. Regarding the energy optimization, the flux reference
of the rotor is elaborated dynamically through another algo-
rithm developed which enables to determine in real time, for
a given value of speed and load, the optimal flux trajectory
of the rotor to be applied to the machine so that it consumes
less energy.

2 Mathematical equations of the saturated
inductionmotor

The global structure of the sensorless control strategy pre-
sented in Fig. 1 is a combination of an inverter, induction
motor, observers, estimators and dynamic generator of rotor
flux reference. The inverter is a H-bridge converter operating
in accordance to the very well known pulse width modula-
tion (PWM) principle. This inverter consists of six insulated
gate bipolar transistor (IGBT) with anti-parallel diodes for
bidirectional power flow mode. The achievement of speed
regulation, rotor flux optimization and its regulation is only
possible if the control design is based on a model that takes
into account the magnetic saturation (nonlinear nature of the
machine) and using PSO algorithm which allows to ensure
stability and convergence.
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Fig. 1 Global structure of the
sensorless control strategy
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Nomenclatura

SYMBOL SIGNIFICATION

dqsV Stator voltages

dqrV Rotor voltages

dqsi Stator currents

dqri Rotor currents

sR Stator resistance

rR Rotor resistance

dqsϕ Stator flux

dqrϕ Rotor flux

M Mutual inductance

rL Rotor winding self-inductance

sL Stator winding self-inductance

rLσ Rotor leakage self-inductance

sLσ Stator leakage self-inductance

,s pω Ω Reference frame and rotor 

electrical angular speed

The electrical state equation of the saturated machine
modeled from a 36 kW real machine is presented as follows
[23]:

[V ] � [L]
[ •
I
]
+ [R][I ] (1)

where:

• [I ] �

⎡
⎢⎢⎣

ids
iqs
idr
iqr

⎤
⎥⎥⎦ is a vector of stator and rotor current of the

motor in dq reference;

•
[ •
I
]
is a derivative matrix of stator and rotor current of the

motor in dq reference;

• [V ] �

⎡
⎢⎢⎣

Vds
Vqs
0
0

⎤
⎥⎥⎦ is a vector of stator and short-circuited

rotor voltages of the machine;

• [L] �

⎡
⎢⎢⎣

Ls 0 M 0
0 Ls 0 M
M 0 Lr 0
0 M 0 Lr

⎤
⎥⎥⎦ is a matrix of mutual inductance,

stator and rotor winding self-inductance;

123



232 H. Fatamou et al.

• [R] �

⎡
⎢⎢⎣

Rs −ωs Ls 0 −ωs M
ωs Ls Rs ωs M 0
0 −(ωs − pΩ)M Rr −(ωs − pΩ)Lr

(ωs − pΩ)M 0 (ωs − pΩ)Lr Rr

⎤
⎥⎥⎦

is a combination matrix of resistances and inductances of
the machine.

Equation of the electromagnetic torque as well as the
dynamics of the speed of the machine are given by:

Cem � 3

2
pM(idr iqs − iqr ids) (2)

dΩ

dt
� 1

J

(
3

2
pM(idr iqs − iqr ids) − Cr − f Ω

)
(3)

Components of magnetization currents according to dq
axes are:

imd � ids + idr (4)

imq � iqs + iqr (5)

The global magnetization current in the machine is:

im �
√
i2md + i2mq (6)

Taking into account the magnetic saturation in the mod-
elling of the asynchronous machine is done considering that
the inductances vary as a function of the magnetization cur-
rent [16, 21–24] as follows:

Ls(im) � Lσ s(im) + M(im) (7)

Lr (im) � Lσr (im) + M(im) (8)

Inductances values of themachine considered in this work
were determined experimentally, then approximated using
polynomial functions [23]. They are given by:

Lσ s(im) � −2.6e−9i3m − 1.8e−7i2m − 4.9e−5im + 0.38 [mH]
(9)

Lσr (im) � −8.7e−10i3m − 5.1e−8i2m − 1.6e−5im + 0.12 [mH]
(10)

M(im) � 1.2e−14i7m − 8.4e−12i6m + 2.1e−9i5m − 2e−7i4m

+ 6.2e−6i3m − 1.7e−4i2m + 2.9e−4im + 8.3 [mH]
(11)

Fig. 2 Flowchart of the PSO algorithm

3 Synthesis of Luenberger interconnected
observers using particle swarm
optimization

3.1 Particle swarm optimization algorithm

PSO algorithm [25] is part of the stochastic methods of evo-
lutionary type with fast convergency. Numerous applications
of this algorithm in several domains and especially in engi-
neering show its superiority compared to the other stochastic
methods like the genetic algorithm, the biogeography and the
colony of ants. It is an iterative algorithm. At every step of
calculation, values of the individuals are compared accord-
ing to the objective function fixed, the new guides are then
chosen. The flowchart of this algorithm is given in Fig. 2.

The update of the position and the speed of every particle
is done by applying the following equations:

{
Vi+1 � γ1Vi + γ2(xip − xi ) + γp(xg − xi )
xi+1 � xi + Vi+1

(12)

whereγ1, γ2, γ3 ∈ [0,1]. xip, xg are respectively the best posi-
tion of an ith particle from the first iteration, and the best
global position of the swarm.
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3.2 Synthesis of interconnected observers

For the saturated induction motor, it is important to decom-
pose the global nonlinear system into two nonlinear sub-
systems of small sizes in order to simplify the observer’s
synthesis.

The first subsystem is then given by:
⎧
⎨
⎩

•
X1 � A1(u, y, X2)X1 + g1

(
u, y, X1,

•
X2

)

y1 � C1X1

(13)

with:

A1 �
[

− Rs
Ls (im )

0

− 3
2J pM(im)iqr − f

J

]
,

g1 �
[

Vds
Ls (im )

+ ωs iqs +
ωs M(im )iqr

Ls (im )
− M(im )

Ls (im )
didr
dt

1
J

( 3
2 pM(im)idr iqs − Cr

)
]
,

C1 � [
1 0

]
and X1 �

[
ids
Ω

]
.

The second subsystem is given by:
⎧⎨
⎩

•
X2 � A2(u, y, X1)X2 + g2

(
u, y, X1,

•
X
1
,

•
X2

)

y2 � C2X2

(14)

with

A2 �

⎡
⎢⎢⎣

Rs
Ls (im )

−ωs M(im )
Ls (im )

0

(ωs − pΩ) M(im )
Lr (im )

− Rr
Lr (im )

(ωs − pΩ)

0 −(ωs − pΩ) − Rr
Lr (im )

⎤
⎥⎥⎦,

g2 �

⎡
⎢⎢⎣

Vqs
Ls (im )

− ωs ids − M(im )
Ls (im )

diqr
dt

− M(im )
Lr (im )

dids
dt

−(ωs − pΩ) M(im )
Ls (im )

ids − M(im )
Lr (im )

diqs
dt

⎤
⎥⎥⎦,

C2 �
[
1 0 0

]
and X2 �

⎡
⎢⎢⎣
iqs

idr

iqr

⎤
⎥⎥⎦.

Based on the two aforementioned subsystems, the states
to be observed are therefore the rotor currents and the speed
of the machine. The choice of these states justifies itself
by the fact that the inductive parameters and the magnetic
states (fluxes) depend exclusively of the magnetization cur-
rent when one takes into account of the magnetic saturation.
The use of the dynamics of the currents is therefore logi-
cally more convenient for the synthesis of observers when
the magnetic saturation is considered. The structure of the
interconnected observer is presented in Fig. 3.

OBSERVER 1

OBSERVER 2

Vds,
Vqs

ids, 
iqs

Cr, 
ωs

Vds,
Vqs

ids, 
iqs

ωs

Z1

Z2

Fig. 3 Structure of the interconnected observer

The observers of subsystems (13) and (14) are thus given
by:

⎧⎨
⎩

•
Z1 � B1(u, y, Z2)Z1 + h1

(
u, y, Z1,

•
Z2

)
+ [G](y1 − ŷ1)

ŷ1 � C1Z1

(15)
⎧
⎨
⎩

•
Z2 � B2(u, y, Z1)Z2 + h2

(
u, y, Z1,

•
Z1,

•
Z2

)
+ [K ](y2 − ŷ2)

ŷ2 � C2Z2

(16)

with:

Z1 �
⎡
⎣ îds

Ω̂

⎤
⎦, Z2 �

⎡
⎢⎢⎣
îqs

îdr

îqr

⎤
⎥⎥⎦,

[G] �
⎡
⎣G1

G2

⎤
⎦ and [K ] �

⎡
⎢⎢⎣
K1

K2

K3

⎤
⎥⎥⎦.

The other matrices are given by:

B1 �
⎡
⎢⎣

− Rs
L̂s (im )

0

− 3
2J pM̂(im )̂iqr − f

J

⎤
⎥⎦,

h1 �
⎡
⎢⎣

Vds
L̂s (im )

+ ωŝ iqs +
ωs M̂(im )̂iqr

L̂s (im )
− M̂(im )

L̂s (im )
d̂idr
dt

1
J

( 3
2 pM̂(im )̂idr̂ iqs − Cr

)

⎤
⎥⎦
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B2 �

⎡
⎢⎢⎢⎢⎣

Rs
L̂s (im )

−ωs M̂(im )
L̂s (im )

0

(ωs − pΩ̂) M̂(im )
L̂r (im )

− Rr
L̂r (im )

(ωs − pΩ̂)

0 −(ωs − pΩ̂) − Rr
L̂r (im )

⎤
⎥⎥⎥⎥⎦

and h2 �

⎡
⎢⎢⎢⎢⎣

Vqs
L̂s (im )

− ωŝ ids − M̂(im )
L̂s (im )

d̂iqr
dt

− M̂(im )
L̂r (im )

d̂ids
dt

−(ωs − pΩ̂) M̂(im )
L̂s (im )̂

ids − M̂(im )
L̂r (im )

d̂iqs
dt

⎤
⎥⎥⎥⎥⎦

.

Thematrices of errors of the two interconnected observers
are defined as:

[e1] � X1 − Z1 �
[
ids − îds
Ω − Ω̂

]
(17)

[e2] � X2 − Z2 �
⎡
⎣
iqs − îqs
idr − îdr
iqr − îqr

⎤
⎦ (18)

Thus, the dynamics of the matrices of observation errors
are:

[ •
e1
]

� •
X1 − •

Z1 (19)

[ •
e2
]

� •
X2 − •

Z2 (20)

Replacing the dynamics of the real states and observed by
their values, we get:
[ •
e1
]

� (B1 − [G]C1)[e1] + (g1 − h1) + (A1 − B1)X1 (21)

[ •
e2
]

� (B2 − [K ]C2)[e2] + (g2 − h2) + (A2 − B2)X2 (22)

We determine the matrices of the gains [G] and [K] capa-
ble to ensure the stability and the global convergence of the
observation errors to zero by the PSO algorithm. The inter-
connected observers have a total of five states. We defined
consequently five objectives functions where each consid-
ered objective function is the minimization of the integral of
absolute error given by the following relation:

JI T AE �
tsimul∫

0

|es |dt (23)

where tsimul is the time of simulation and es the error between
measurable and observed states.

In order to avoid the use of multi-objectives optimization
technique, we only use one objective function defined by the
following relation:
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O
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tiv

e

Fig. 4 Objective function of the observer’s gains

J �
5∑

i�1

αi Ji (24)

α1 + α2 + α3 + α4 + α5 � 1 (25)

The PSO algorithm therefore enables us to determine iter-
ation by iteration the values of the gainsG1,G2, K1, K2, K3.

When the algorithm is applied, we notice its fast conver-
gency and a weak variation of the objective function from
a certain iteration. This objective function of the observer’s
gains which allows the convergence and the stability of the
method is presented in Fig. 4.

Rotor flux and electromagnetic torque of the machine
depending of observed currents are then estimated by the
following equations:

ϕ̂dr � Lr (im )̂idr + M(im )̂ids (26)

ϕ̂qr � Lr (im )̂iqr + M(im )̂iqs (27)

Ĉem � 3

2
pM(im)(̂idr̂ iqs − îqr̂ ids) (28)

4 Field oriented control of the saturated
inductionmotor associated
to the Luenberger type observer

We present below the electric and magnetic equations of the
induction motor in the Park referential:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Vds � Rsids − ωsϕqs +
dϕqs
dt

Vqs � Rsiqs + ωsϕds +
dϕqs
dt

0 � Rr idr − (ωs − pΩ)ϕqr +
dϕdr
dt

0 � Rr iqr − (ωs − pΩ)ϕdr +
dϕqr
dt

(29)

⎧⎪⎪⎨
⎪⎪⎩

ϕds � Ls(im)ids + M(im)idr
ϕqs � Ls(im)iqs + M(im)iqr
ϕdr � Lr (im)idr + M(im)ids
ϕqr � Lr (im)iqr + M(im)iqs

(30)
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4.1 The proposed trajectory dynamic generation
algorithm of the optimal rotor flux

Inductionmotors are usually designed to havemaximumeffi-
ciency at their nominal operating point. However, they often
operate at some fluxes different to their nominal values. In
these cases, the significant energy saving is really a major
gain. Therefore, the rotor flux value should be readjusted,
through an algorithm for each given load and speed of the
motor.

The electromagnetic torque with orientation of the rotor
flux in the machine is given by the relation:

Cem � 3

2
p
M(im)

Lr (im)
ϕr iqs � J

dΩ

dt
+ f Ω + Cr (31)

iqs �
√
I 2s − i2ds (32)

In the steady state, the stator current according to the direct
axis becomes:

ids � ϕr

M(im)
(33)

The module of the stator current considering Eqs. (31),
(32) and (33) is:

Is �
√√√√√

C2
em(

1.5p M(im )
Lr (im )

ϕr

)2 +

(
ϕr

M(im)

)2

(34)

For each given value of speed and the motor load, the ref-
erence of electromagnetic torque is evaluated from Eq. (31).
For this value of electromagnetic torque, there are several
combinations of the operating points (ϕri , Isi ). From the
energetic point of view, only one couple (ϕr ,Is ) implies the
lowest stator current. To find the best operating point, the
flux ϕr is incremented from 0 to 1.4 with a step of 0.01 to
calculate the stator current value fromEq. (34). Then the low-
est stator current value (optimal current) as well as its index
are memorized. The optimal rotor flux corresponding to the
index of the optimal current previously memorized is recov-
ered. Thus, the best operating point (rotor flux) that consumes
a weak stator current is evaluated and, in that way an optimal
flux trajectory is dynamically generated and in real time.

4.2 Decoupling

According to the two first lines of Eq. (1), the dq voltages are
given by the following relations:

Vds � Rsids + Ls(im)
dids
dt

− ωs Ls(im)iqs

− ωsM(im)iqr + M(im)
didr
dt

(35)

Vqs � Rsiqs + Ls(im)
diqs
dt

+ ωs Ls(im)ids

+ ωsM(im)idr + M(im)
diqr
dt

(36)

We define two new variables of control Vds1 and Vqs1 as:

Vds � Vds1 − ed (37)

Vqs � Vqs1 − eq (38)

Vqs1 � Rsiqs + Ls(im)
diqs
dt

(39)

Vds1 � Rsids + Ls(im)
dids
dt

(40)

Ω � 1

J S + f
(Cem − Cr ) (41)

ed � ωs Ls(im)iqs + ωsM(im)iqr − M(im)
didr
dt

(42)

eq � −ωs Ls(im)ids − ωsM(im)idr − M(im)
diqr
dt

(43)

From the Eqs. (29) and (30), we determine the Eq. (44):

ωs � pΩ + ωREF (44)

ωREF represents the value of the relative speed of reference,
and it is defined as:

ωREF � Rr M(im)

Lr (im)ϕr
iqs (45)

The oriented flux in the machine according to the Eqs. (29)
and (30) is:

ϕr � M(im)

1 + Tr S
ids (46)

where Tr is the constant time of the rotor and S the Laplace’s
operator.

Cem � 3

2
p
M(im)

Lr (im)
ϕr iqs (47)

From the new system exploited at the time of decoupling, we
have:

ids � 1

Rs + SLs(im)
Vds1 (48)

iqs � 1

Rs + SLs(im)
Vqs1 (49)

And therefore:

ϕr � M(im)

(1 + Tr S)

1

(Rs + SLs(im))
Vds1 (50)
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Fig. 5 Diagram of PI/PSO regulators and reconstitution of dq voltages

Cem � 3

2
p
M(im)

Lr (im)
ϕr

1

(Rs + SLs(im))
Vqs1 (51)

Ω � 1

J S + f
(Cem − Cr ) (52)

4.3 Synthesis of different regulators

The optimization of PI regulators is also done by PSO
algorithm. Here, three objectives functions are defined: the
minimization of the integral of the absolute error of speed,
torque and flux. The formulation of only one objective func-
tion as presented in the case of the observers is done. The
optimization algorithm determines the good values of Kp
and Ki that minimises the global criteria J.

The different regulators considering the Eqs. (50)–(52)
are presented therefore by Fig. 5 and the objective function
determined by the algorithm is given in Fig. 6. It shows the
convergence and the stability of the method.

5 Results of numerical simulations
and discussion

The induction motor with sensorless controlled is simulated
in the matlab/simulink environment using the electrome-
chanical characteristics of a real-life machine found in [23].
It is a 36 kW induction machine whose magnetic character-
istic is considered. The references of the speed and load take
into account all trajectories that allow to analyze and illus-
trate the dynamic performances of the sensorless controller.
The initial values of the mechanical speed and the load are
maintained to 0 to allow the flux to settle in the machine.

At t� 0.75 s, the speed of themachine is carried to 20 rad/s
and remains constant until 5 s. A load torque (Fig. 7) to three
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Fig. 7 Load torque reference

different levels is applied between 1 and 4.5 s. This first phase
permits to test and to value the dynamic performances of the
sensorless control in lowspeedwith load.Themachine is then
accelerated until a high speed (100 rad/s). Then between t �
6.5 s and 9.5 s, three increasing level loads are applied again.
The objective of this second phase is to test the performances
of the sensorless control during a big transient of speed and
in high speed with load. Then, the machine is slow down
quickly to reach at t� 12 s, a negative weak speed (− 1 rad/s)
that will remain constant until t � 15 s with load. This phase
permits to show the performance of the sensorless induction
motor in the critical zone so-called “unobservable”. Finally,
the trajectories bring the machine in the low speed zone.

Figure 8, generated dynamically using the developed algo-
rithm for each given value of speed and load, shows the
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Fig. 9 Speed reference and observed

trajectory of the optimal flux allowing us to optimize the
energy of the machine.

Figures 9 and 10 show the results of simulation in the case
of the nominal resistances.Wecannotice somegooddynamic
performances in terms of tracking trajectory and disturbance
rejection. In terms of tracking trajectory, the observed speed
converges correctly towards its reference (speed, precision
and stability) even in the critical zone. There is the same
conclusion in the tracking of the flux. In terms of distur-
bance rejection, we can notice in Fig. 9 that the torque is
very rejected in high speed, in low speed and in very low
speed (critical zone).

Figure 11 shows the module of the stator absorbed current
for a variable flux andFig. 12 shows the case of stationaryflux
(0.4 Wbs). In all operating condition, the sensorless control
with variable flux reference (magnetic saturation) absorbs a
weaker current. This difference is more meaningfull with a
weak load.
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Figures 13, 14 and 15 show inductances and their esti-
mated values.We observe a very dynamic convergence under
the variation of load torque, speed and flux.

Comparing the proposed method regulator to the conven-
tional PImethod, it appears below that the PSO algorithm can
be used to optimize the gains of a PI controller. Indeed, by
using PSO algorithm, we ensure the global proof of stability,
optimal convergence and we do not have some oscillations
close to the domain of convergency; in spite of taking into
account themagnetic saturation effects in this work. The con-
ventional PI method regulator also use Lyapunov technique,
which is heavy in terms of calculations. The Lyapunov tech-
nique determines only the range of gains values and uses
trial by error technique to find approximate gains; in spite
of the proof of stability while using this technique, the con-

7.9

7.95

8

8.05

8.1

8.15

8.2

8.25

8.3

8.35

M
ut

ua
l I

nd
uc

ta
nc

e(
H

)

10 -3

Mutual inductance
Estimated value

Fig. 15 Mutual inductance

Fig. 16 Speed robustness at − 50% on Rs

Fig. 17 Flux robustness at − 50% on Rs
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Fig. 18 Speed robustness at + 50% on Rs

Fig. 19 Flux robustness at + 50% on Rs

Fig. 20 Speed robustness at − 50% on Rr

trol generally presents some oscillations near the domain of
convergency.

5.1 Analysis of the robustness

The robustness tests are done through the resistance vari-
ations on the observers and the controller. The inductances

Fig. 21 Flux robustness at − 50% on Rr

Fig. 22 Speed robustness at + 50% on Rr

Fig. 23 Flux robustness at + 50% on Rr

vary already according to the level of saturation. In this pur-
pose, Figs. 16, 17, 18 and 19 show the results respectively
for a variation of − 50% and + 50% on the nominal value of
stator resistance. Figures 20, 21, 22 and 23 show the results
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Fig. 24 Simulink model of the inverter used

Fig. 25 Simulink model of interconnected observers and estimators

respectively for a variation of− 50% and + 50% on the nom-
inal value of rotor resistance. For all these variations, one
can notice an unsensitivity of the speed. However, flux are
weakly sensitive. One can tell that globally, the results are
identical to those got with the nominal values.

The Simulink blocks for all the simulation are presented
in Figs. 24, 25 and 26. In Fig. 25, voltages Vs1, Vs2, Vs3 and
currents is1, is2, is3 are achieved from three phase induction
motor model easily implemented.

6 Conclusion

In this article, we proposed a double optimization of the
sensorless field-oriented control of induction motor taking
into account of the magnetic saturation. We optimized the
dynamic performances of an induction motor by using an
interconnected Luenberger observers and stochastic algo-
rithm PSO to determine the optimal gains of the observers as
well as the optimal parameters of the regulators. The obtained
results show some good dynamic performances in terms of
tracking trajectory and disturbance rejection, global stability
and convergence of the system. Regarding the energy opti-
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Fig. 26 Simulink model of sensorless control

mization, the flux reference is dynamically generated by a
proposed algorithm for each given load torque and speed. The
results showed that all operating range of themachine namely
critical zone, low speed, high speed with or without load are
taken into account. Very good dynamic performances even in
the critical zone is also gotten, showing the efficiency of the
used approach. In the forthcoming paper, we plan to experi-
mentally realise the proposed control scheme.
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