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Abstract
The purpose of this study is to design and construct a novel interactive game. This game is a robotic learning and imitation 
task. It is based on visual interaction of the player. The cornerstone technique used in this game is natural learner unit pattern 
generator neural networks (NLUPGNN), which is able to generate required motion trajectories based on imitation learning. 
The systematic design of these neural networks is the main problem solved in this paper. The unit pattern generators can be 
divided into two subsystems, a rhythmic system and a discrete system. A special learning algorithm is designed to use these 
unit pattern generators. The unit pattern generators are connected and coupled to each other to form a network, and their 
unknown parameters are found by a natural policy gradient learning algorithm. The motion sequences train some nonlinear 
oscillators, then they reproduce motions for a humanoid robot. As a result, the joints of the humanoid body imitate the move-
ments of the teacher in real time. The main contribution of this work is the development of this learning algorithm, which 
is able to search the weights and topology of the network simultaneously. The algorithm synchronizes the learning steps by 
coupling the neurons in the last step.

Keywords Puppet show · Humanoid robot · Imitation learning · Unit pattern generator · Microsoft kinect

1 Introduction

Puppetry, an ancient form of storytelling and entertain-
ment, has roots tracing back to 421 A.D. Historically, the 
art required the undivided attention of the puppeteer, a 
limitation that modern robotics seeks to overcome. Today’s 
technological advancements have birthed systems capable 
of learning and mimicking the intricate behaviors of pup-
peteers. One of the most promising areas in this domain is 

imitation learning, a branch of supervised learning, which 
empowers humanoid robots to assimilate and replicate com-
plex human movements. This method leverages neural net-
works to absorb extensive knowledge from human demon-
strations, a technique that has seen significant developments 
in recent years [1].

Imitation learning is a process by which a teacher’s 
behavior adapts to a set of similar movement primitives. In 
other words, a set of these primitives has been defined in 
the human body, and when the teacher performs an action 
that is adapted to these primitives, imitation learning occurs. 
Motion primitives have three main advantages. First, they 
reduce the workspace of the system (robot) to the control 
parameters of the motion primitives and make the problem 
easier to solve. Second, they provide the system with fast and 
local feedback loops that can generate online trajectories. 
Finally, different degrees of freedom can be coupled to resist 
disturbances and external forces [2].

In the field of robotics, learning is conceptualized as the 
process of mapping environmental states to correspond-
ing actions, a construct known as a policy [2]. This study 
employs imitation learning, a subset of supervised learn-
ing, to impart complex behaviors to humanoid robots. The 
methodology involves capturing experimental data from a 
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teacher’s movements, which is then used to derive a policy 
that enables the robot to act in accordance with its current 
state.

Three distinct methods for policy elicitation are explored. 
The first, direct control policy imitation, is straightforward 
but lacks stability for the imitated movements and adapt-
ability to new targets [3]. The second, model-based policy 
learning, utilizes motion dynamics to forecast a model, typi-
cally within the reinforcement learning framework [4]. The 
third, policy learning from control trajectories, guarantees 
movement stability and facilitates hierarchical motion man-
agement, albeit requiring advanced skills to define critical 
features and segments [5].

To address the challenges of time-dependent strategy 
extraction and trajectory encoding, inherent dynamics are 
employed. The hidden Markov model is utilized for learning 
complex motions [6, 7], while nonlinear dynamical systems 
are applied to teach discrete movements to a humanoid robot 
[8]. The movement primitive method, based on nonlinear 
dynamic systems, offers another avenue for motion demon-
stration [9]. This research diverges from traditional methods 
that rely on frequency detection, such as Fourier analysis. 
Instead, it focuses on adaptive frequency oscillators to dis-
cern and adjust to the frequencies inherent in dynamic move-
ments, eliminating the need for explicit frequency extraction 
to replicate the teacher’s movements.

Locomotion, a critical faculty of organisms, is fundamen-
tal to their evolutionary success and survival. In the realm of 
vertebrates, and notably in humans, the capacity to perform a 
diverse array of complex movements is indicative of sophis-
ticated cognitive functions, which are intricately integrated 
within the neural and musculoskeletal frameworks [10]. This 
ability is reflective of the profound intelligence that charac-
terizes vertebrates, an intelligence that is seamlessly inter-
woven with their neurological and physiological systems.

In the field of engineering science, there has been a con-
certed effort to design and construct robotic systems that 
draw inspiration from the biomechanical prowess of living 
creatures. These systems aim to replicate the locomotive 
abilities observed in the animal kingdom, presenting a sig-
nificant challenge in the synthesis of motion within robotic 
constructs [11]. The generation of motion involves the crea-
tion of control trajectories that are transmitted to a robot’s 
joints over time intervals. Imitation learning has emerged as 
a viable and efficient method for teaching complex behaviors 
to humanoid robots, offering a solution to many of the chal-
lenges inherent in motion generation [12].

The orchestration of control trajectories in robotics, 
guided by intelligent scheduling, represents a quintessential 
challenge in the domain of artificial intelligence. Pioneering 
research in robotics utilizing imitation learning has delved 
into the amalgamation of observational learning with action-
able outcomes [13]. Extensive studies have been dedicated 

to mastering the control of human movements, capturing 
joint coordination through video analysis [14]. The nuanced 
control of industrial robot arms, aimed at replicating specific 
movements through learning algorithms, plays a pivotal role 
in advancing robotics.

Imitation learning in robotics is underpinned by a tri-
partite process: sensory perception, cognitive interpretation, 
and execution. The core challenges in this domain revolve 
around these elements, particularly the application of dem-
onstrated information to initiate actions. Schaal’s seminal 
work on motion primitives offers a compelling solution to 
this challenge, defining a repertoire of actions that encap-
sulate desired behaviors [15]. The concept of emulating 
complex human-like behaviors is rooted in the study of bio-
logical movement primitives. Robots achieve this through a 
dualistic approach, employing both discrete dynamical sys-
tems and rhythmic mechanisms, the latter known as central 
pattern generators (CPG). The culmination of CPG activity 
results in the generation of motion primitives [16].

The exploration of natural mechanisms and their syn-
thetic counterparts has been extensive. Atkeson and Schaal’s 
contribution to this field includes a control paradigm where 
robots assimilate actions of reward and punishment through 
demonstration, subsequently replicating them via a recurrent 
model. This methodology leverages specialized visual sen-
sors to transpose a teacher’s head movements onto a robotic 
counterpart [17].

In the traditional paradigm, robots are operated via spe-
cific interfaces, such as control panels or computers. The 
emerging field of social robotics, however, envisions a para-
digm where robots interact with humans in a seamless and 
intuitive manner. Gesture recognition becomes a critical 
component in this context, as nonverbal cues like pointing 
and signaling are integral to human communication [18]. 
The Microsoft Kinect sensor has been utilized effectively 
as a body gesture recognizer to capture the instructor’s 
movements.

The work of Góngora Alonso et al. [19] explores the 
application of social robots to support the elderly, includ-
ing those with dementia, underscoring the benefits to their 
autonomy and quality of life. Di Palo and Johns [20] have 
introduced an innovative method for robots to learn multi-
stage tasks from a single demonstration through self-replay, 
enabling autonomous data collection and problem solving 
without prior knowledge of objects. Correia and Alexan-
dre [21] offer an exhaustive survey on station learning, 
where agents acquire skills by mimicking expert demon-
strations, encompassing dataset creation, learning method-
ologies, optimization strategies, benchmarks, and practical 
applications.

Chen et al. [22] have developed a robotic system capa-
ble of drawing portraits using advanced deep learning and 
path planning techniques, with evaluations based on image 
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fidelity and operational efficiency. Wei et al. [23] discuss 
a vision-based navigation strategy for humanoid robots 
in complex environments, presenting a general algorithm 
for path correction validated through empirical testing. 
Do et al. [24] propose a framework for social robots to 
conduct clinical screenings in geriatric care, enhancing 
their utility in cognitive assessments and risk evaluations.

Section 2 of the manuscript presents the core applica-
tion of this study, focusing on an interactive game that 
integrates puppetry elements. Subsequently, Sect.  2.2 
investigates the domain of imitation learning, with a par-
ticular emphasis on the utilization of additive frequency 
oscillators. This subsection also provides a thorough 
review of previous project-related endeavors and discusses 
the challenges identified within these methods. Section 2.3 
details the motion recognition process, which is achieved 
through the central pattern generator (CPG) architecture. 
Section 3 introduces the innovative two-layered learning 
system developed in this research for instructing humanoid 
robots in complex behaviors. The initial layer employs a 
Kinect sensor to capture and document the instructor’s 
movements, subsequently extracting joint patterns via a 
geometric approach. The subsequent layer is responsi-
ble for training these patterns to generate comprehensive 
movement sets, exemplified by activities such as drum-
ming or playing tennis. A detailed evaluation and compar-
ative analysis of the proposed methodologies are provided 
in Sect. 5. The final section of the paper synthesizes the 
key findings and discusses potential directions for future 
research endeavors.

2  Literature review

2.1  Puppetry game

Theatrical robots, especially those emulating puppets, have 
become a significant facet of robotic entertainment (refer to 
Fig. 1). The enduring constraint of traditional puppetry has 
been the requisite for constant puppeteer engagement. Mod-
ern advancements in robotics aim to surmount this challenge 
by developing systems adept at assimilating and duplicating 
the intricate maneuvers of puppeteers. Emulating such com-
plex movements, which are indicative of cognitive prowess 
in both vertebrates and humans, poses an ongoing challenge 
within the field of robotics. This challenge calls for pioneer-
ing solutions that are informed by the biomechanical princi-
ples observed in natural organisms.

The game system is engineered to replicate puppet move-
ments by interpreting the player’s audiovisual speech and 
actions. It comprises various components, each with dis-
tinct functions yet with some task overlap, and each indepen-
dently produced and tested. The primary module includes a 
servo motor, plastic casing, control circuitry, power sources, 
and sensors for audiovisual transmission, showcased to the 
audience. A smartphone, substituting for the robot’s head, 
captures and wirelessly transmits sounds and images to a 
computer. An RGB-D KINECT sensor records the player’s 
movements, facilitating gesture recognition and creating a 
visual interface for human–robot interaction. Control sig-
nals derived from these gestures prompt the robot to execute 
tasks, thereby augmenting human–robot engagement. Con-
trol policy derivation and execution are shown in Fig. 2.

Fig. 1  Puppet show in Persia 
(Iran)
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The third part of the system is responsible for learning 
and reproducing gestures and sounds. This section is able 
to communicate with human players and receive general 
commands to operate the puppetry. In the case of system 
malfunction that led to a crisis situation, the third part of 
the robot is automatically isolated from the human, and the 
human player controls the system. The imitation learning 
mathematical model of the robot was described in our pub-
lications [12, 25–28].

2.2  Example‑based imitation learning

In the process of example collection for robotic tasks, two 
pivotal decisions are made: selecting the presenter and the 
display technique. The presenter, who demonstrates the task, 
can be either a robot or a human, depending on the robot’s 
capabilities and the task complexity. For instance, in a box-
moving task, the presenter might be a robot that physically 
moves the box, thereby controlling and executing the dem-
onstration. Alternatively, a human may control the robot’s 
movements to perform the task, or a human may directly 
demonstrate the task, controlling both display and execution. 
The presenter’s choice significantly influences the learning 
process’s efficiency, as a closer match between the teacher’s 
and learner’s state spaces simplifies the learning algorithm. 
Moreover, the display technique is crucial for generating 
quality data, with various methods available for recording 
sample trajectories. This strategic selection streamlines the 
robot’s learning phase, enhancing its performance in execut-
ing the demonstrated tasks. 

1. Recording movements using optical and magnetic track-
ers [29].

2. Physical approach [30].
3. Computer vision techniques [31].

Recording human movements for robot learning presents 
various methodologies, each with its unique challenges and 
advantages. Traditional optical tracking methods require the 
attachment of sensors to the human body, demanding precise 
calibration and posing difficulties in public settings [32]. 
These methods necessitate special equipment and familiar-
ity with the robot’s physical constraints, which may not be 
user-friendly for non-experts.

Conversely, direct motion learning approaches involve 
recording movements with the robot’s own sensors, elimi-
nating the need for complex system mappings [33]. This 
method allows for natural movement demonstrations by the 
teacher, directly influencing the robot’s joint movements 
within its operational constraints.

Vision-based techniques aim to capture human move-
ments without the need for markers, relying on camera 
images to extract, transform, and map actions into the robot’s 
understanding [34]. The TP-GMM framework, for instance, 
encodes and reproduces human demonstrations marker-free, 
leveraging deep neural networks for task learning, such as 
table cleaning [35]. Similarly, Kinect-based motion identi-
fication methods utilize hidden Markov models to process 
large-scale video data, enabling natural user interfaces and 
user-adapted gesture recognition [36].

These motion learning methods simplify the coaching 
process, allowing for more natural and intuitive teaching of 
robots. The Kinect camera plays a pivotal role in capturing 
the trajectory of each joint’s degree of freedom, as detailed 
in Sect. 3. Ultimately, the chosen technique significantly 
impacts the ease of teaching and the robot’s ability to per-
form tasks accurately, highlighting the importance of select-
ing an appropriate method for motion capture and learning.

From this perspective, the techniques used to extract 
policy can be divided into three main categories: 

1. Direct policy imitation: Despite its simplicity, this 
control method does not guarantee the stability of the 
imitated behavior; that is, it cannot perform the desired 
behavior from any starting point. Direct imitation meth-
ods usually produce policies that cannot be reused for 
a behavioral goal. If a specific goal is taught and the 
goal position changes, the commands issued are incor-
rect [37]. After collecting a set of key points of motion, 
the motion is estimated by interpolation. Direct policy 
imitation methods are usually called “aimless imitation” 
or “pure imitation” because they can only repeat the 
observed pattern and do not know changing this pattern 
in a new behavioral environment.

Fig. 2  Control policy derivation and execution
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2. Model-based policy imitation: In this method, a pre-
dictive model of system dynamics is estimated from 
the displayed behavior, which is improved by trial and 
error [38]. The designer first obtains the robot model 
and then creates a control policy for the robot. This 
method is suitable for expensive robots that do not fall 
to the ground. The main problem with this method is its 
deep dependence on the accurate model of the robot. 
However, for each robot in particular, all the details of 
these methods need to be designed and implemented 
from scratch, and this dependence on the accuracy of 
the model affects the final performance.

3. Imitation learning from displayed trajectories: This 
method ensures that the imitated behavior is stable and 
modulatable. Various methods are included in the subset 
of this technique for encoding trajectories [39].

2.3  Central pattern generator

Central pattern generators are biological neural circuits 
that generate rhythmic patterns without sensory feedback. 
These generators can help us perform complex movements 
with simple inputs [40]. The main practical advantage of 
using them in robots is that they do not require mathematical 
modeling of the robot. In addition, due to their biological 
nature, these methods are not sensitive to perturbations and 
can quickly return to the original state after a perturbation 
[41]. In modeling CPGs, we focused on the set of neuronal 
activities and how rhythmic and oscillatory actions can be 
produced by the neuronal network. One of the common CPG 
models is the nonlinear oscillator model. The basic design 
of central pattern generators is based on adaptive nonlinear 
oscillators. In our research, we used Hopf oscillators, which 
can adapt their inherent frequencies to complicated signals. 
The main feature of these oscillators is their independence in 
learning information from the input signals. This means that 
all learning processes are embedded in the dynamic equa-
tions [27]. These adaptive oscillators are connected by a few 
weighted links to form the pattern generator. Input trajecto-
ries are trained by a training input signal ( P

teach
 ) to produce 

the desired output ( Q
learn

 ). In this structure, each oscillator 
receives the training signal, which is the difference between 
the desired and the learned pattern ( P

teach
−
∑

aixi ). Then 
it couples to the first oscillator to eliminate the noise [42]. 
The connection of the Hopf oscillators is shown in Fig. 3.

In terms of robot control, the concept behind CPGs is that 
the motion produced by pattern generators has parameters in 
the form of control signals. Motion primitives are the out-
puts of these generators. This method reduces the problem 
dimensions and determines the key parameters instead of 
determining all paths. Generated paths produced by pattern 
generators can be adjusted by sensory feedback to adapt and 
cope with uncertain environments [43]. Dynamical systems 

with absorbed properties were used to model these primi-
tives. The main advantage of motion primitives over tradi-
tional methods is threefold. First, they simplify the problem 
by reducing the robot’s workspace. Second, they generate a 
local feedback loop to generate online trajectories. Finally, 
they combine different degrees of freedom to ensure syn-
chronized movements.

Advantages of using oscillators in central pattern genera-
tor modeling include the following: 

1. Existence of stable limit cycles: A stable limit cycle is a 
distinct cycle that attracts all neighboring trajectories. The 
stable limit cycles are important because they model oscil-
latory generator systems. In other words, these systems 
oscillate even in the absence of external periodic forces. 
There are numerous examples of such systems, including 
heartbeats and the triggering of the pacemaker device.

2. Limit cycle oscillator: Limit cycle oscillators are a good 
model for describing the central pattern generator.

3. Synchronization property: This allows easy coordina-
tion between different degrees of freedom of the robot. 
Because only simple parameters such as frequency, 
amplitude, and phase difference between oscillators are 
needed to generate high-dimensional control policies, 
controllers based on these coupled oscillators reduce the 
complexity of the control problem.

Discrete and rhythmic motions are considered separately in 
motor control theory. In our research, all movements are 
modeled by a combination of discrete and rhythmic motion 
primitives. This dynamic system is known as a unit pattern 
generator.

2.4  Unit pattern generator

All trajectories are obtained from a set of unique differential 
equations, which are called unit pattern generators. Each unit 
pattern generator can be divided into two subsystems: rhythmic 

Fig. 3  Connection of the Hopf oscillator [42]
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and discrete. The first subsystem is responsible for producing 
short and goal-directed movements, and the other is responsible 
for producing rhythmic movements [44].

To design a special system that can produce rhythmic and 
discrete movements, the dynamics of both systems were com-
bined with each other to obtain a limit cycle that can be moved 
in the x-direction. This was obtained by considering the discrete 
movement output yi , as an offset of the rhythmic output xi:

where xi is the output of the system, zi and mi are auxiliary 
variables, and ri =

√
(xi

2 − yi
2) + zi

2 . A, B, and C are con-
stants that control the system convergence. When 𝜇i > 0 , 
Equations 5 and 6 show a Hopf oscillator. Equations 1–6 
represent a unit pattern generator that minimum number of 
equations are needed for control of one degree of freedom.

3  Proposed method

The learning system proposed in this research has 
two layers to teach complex behaviors to humanoid 
robots. The first layer detects and records the teacher’s 

(1)ḣi = 1 − hi

(2)ẏi = vi

(3)v̇i =
1

4
B2hi

2(yi − 𝛾i) − Bhivi

(4)ṁi = C(𝜇i − mi)

(5)ẋi =
A
|
|𝜇i

|
|
(mi − ri

2)(xi − yi) − 𝜔izi + 𝜖

(6)żi =
A
|
|𝜇i

|
|
(mi − ri

2)zi − 𝜔i(xi − yi) + 𝜖

movements using a Kinect sensor and obtains the joint 
patterns through a geometric procedure. These trajecto-
ries are trained in the second layer to produce a complete 
set of movements, such as drumming or playing tennis.

3.1  First layer modeling

The goal of this layer is to obtain joint trajectories to 
teach the humanoid robot the desired hand movements. 
These trajectories were obtained from the Kinect sensor. 
Kinect cannot only provide a natural interaction interface 
and generate a 3D model of objects but also track the 
skeleton in 3D space. Simultaneously, it can also separate 
the specific character from complex circumstances. We 
can obtain the � − � − � coordinates of the point of inter-
est through the Kinect sensor. They are used to define 
gesture modules. From the OpenNI tracker, body coor-
dinates can be extracted with 20 points corresponding 
to 20 joints of the human body with respect to the world 
coordinate system.

We considered the arm and forearm as two different vec-
tors. � , the desired angle between arm and forearm, was 
calculated as

Regarding our humanoid robot (Bioloid), one degree of 
freedom in the elbow and two degrees of freedom in the 
shoulder were considered. Each degree of freedom was con-
sidered in 2D space. Algorithm 1 is used to calculate the 
elbow joint angle.

(7)��⃗v1. ��⃗v2 =
||v1||||v2||cos(𝜃)

(8)𝜃 = cos
−1(

��⃗v1. ��⃗v2
|
|v1

|
|
|
|v2

|
|
)

Algorithm 1  Computing elbow joint angle
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The elbow and shoulder angle trajectories are shown in 
Fig. 4.

3.2  Second layer modeling

The purpose of this layer is to train the data obtained from 
the first layer. Unit pattern generators were used to train 
each motion trajectory. Then, the trained signals were opti-
mized by an evolutionary algorithm to reduce differences 
between experimental and trained signals. The information 
produced by the first layer was sent to the second layer. All 
oscillators received the same input signal, and each oscilla-
tor adapted its signal to one of the harmonics of the input 
signal. With this method, the system does not learn prop-
erly for any initial values that were selected as oscillator 
parameters. Oscillator parameters can control the phase, 
frequency, and amplitude of the desired signals. Therefore, 

we used evolutionary optimization algorithms to select the 
best oscillator parameters.

The idea of collective intelligence combined with nonlinear 
dynamical systems is a way to overcome current challenges. 
There are many algorithms in the field of collective intelli-
gence. In this study, the particle swarm optimization algorithm 
(PSO), imperialistic competitive algorithm (ICA), and artifi-
cial bee colony algorithm (ABC) were used to solve this prob-
lem. We used these three evolutionary algorithms to fine-tune 
the best oscillator parameters.

The process of obtaining the desired signals is shown in 
Algorithm 2. As shown, the data obtained from Kinect were 
sent to MATLAB, and the joint angles were calculated by the 
geometric method. Then, special patterns were generated by 
Hopf oscillators. These patterns were trained by unit pattern 
generators to converge with the experimental signals. For this 
purpose, the oscillator parameters were estimated using an 
evolutionary algorithm.

Fig. 4  Kinect output, elbow, and shoulder joint angles
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Algorithm 2  Learning algorithm for natural learner unit pattern generator neural networks

3.3  Natural policy gradient computation

In this section, we describe the natural gradient calcula-
tion used in the Algorithm 2. This method is described 
in detail in [45–47]. The algorithm starts from an initial 
point determined by � . (The � is also determined by UPG 
parameters in the Algorithm 2 in each iteration.) In the 

first step, the algorithm sets the initial values of the neu-
ron � to �

0
 and samples a state-action-reward sequence of 

length H. Here states are the input time of the neuron and 
actions are the generated output of the UPG in each time 
( yout ). The reward function is the difference between the 
desired output and the actual output. In the next step, the 
algorithm computes some statistical matrices to obtain the 

Fig. 5  Optimized learned patterns by NLUPGNN, experimental patterns (blue) (color figure online)
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Fig. 6  Optimized learned patterns by ICA algorithm (green), experimental patterns (blue) (color figure online)

Fig. 7  Optimized learned patterns by ABC algorithm (green), experimental patterns (blue) (color figure online)
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natural gradient. These are the policy derivative matrix, 
the eligibility matrix, the average reward matrix, the Fisher 
matrix, and the vanilla gradient matrix. In the last step, the 
algorithm computes the baseline b and the natural gradient 
gNG using these statistical matrices.

Algorithm 3  Natural policy gradient computation

Optimized learned patterns are shown in Figs. 5, 6, and 7.

4  Comparative evaluation of machine 
learning methods

In this study, we conducted a detailed comparative analysis 
of three advanced machine learning methods: natural learner 
unit pattern generator neural networks (NLUPGNN), unit 
pattern generator neural networks with imperial competition 
algorithm (UPGNN+ICA), and unit pattern generator neural 
networks with honey bee optimization (UPGNN+HBO). The 
evaluation criteria included the average rate of convergence, 

the average percentage of test errors, and the training time 
required for each method.

Table 1 presents a comprehensive comparison of the 
three distinct methodologies based on several critical perfor-
mance metrics: the average rate of convergence, the average 

percentage of test errors, and the overall training duration. 
The average rate of convergence is quantified as the propor-
tion of motion patterns that were effectively assimilated by 
the respective method. This metric serves as an indicator of 
the method’s efficiency in adapting to new data. The average 
percentage of test errors is calculated as the mean squared 
deviation between the instructor’s demonstrated movements 
and the movements replicated by the algorithm. This meas-
ure reflects the precision with which the method can mimic 
the desired motion patterns. Lastly, the training time denotes 
the temporal span necessary to fine-tune the system’s param-
eters to an optimal state. For each evaluated method, the 
established boundaries for these metrics are set at an upper 
limit of 30 and a lower threshold of 0.3.

The NLUPGNN method demonstrated a commendable 
average convergence rate of 93%, signifying a high suc-
cess rate in training motion patterns. The average test error 
was recorded at a low 4.4%, indicating a strong alignment 
with the teacher’s movements. The training time was rela-
tively efficient, taking only 13.3 min to optimize the sys-
tem parameters. Conversely, the UPGNN+ICA method, 
while achieving a slightly lower convergence rate of 89%, 
exhibited a higher average test error of 10.31%. However, 

Table 1  Performance metrics of machine learning methods

Method Convergence 
rate (%)

Average test 
error (%)

Train-
ing time 
(min)

NLUPGNN 93 4.4 13.3
UPGNN+ICA 89 10.31 5
UPGNN+HBO 78 32.2 45
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it excelled in training efficiency, requiring a mere 5 min to 
reach convergence.

The UPGNN+HBO method lagged behind with a con-
vergence rate of 78% and the highest average test error of 
32.2%. Additionally, it required a considerably longer train-
ing time of 45 min, suggesting a need for further refinement. 
The following table encapsulates the comparative results of 
the three methods:

This study underscores the importance of balancing 
accuracy and efficiency in machine learning algorithms, 
particularly for applications requiring real-time processing. 
Future research will aim to enhance the convergence rates 
and reduce test errors while minimizing training times.

4.1  System properties

The suggested system mentioned above has some features 
that are described in this section.

4.2  Resistance against perturbation

All trajectories generated by UPGs converge to the limit 
cycle for all initial conditions. Thus, the system will return 
to the limit cycle in the presence of short-term perturbations. 
This feature can be used to modulate the dynamics of the 
system according to feedback information.

Fig. 8  System simulation in V-rep, Nao robot imitates human body movement
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4.3  Dynamics modulation

The dynamic parameters of the system can be controlled 
by its control parameters such as amplitude and frequency. 
The amplitude of the oscillation is directly controlled by 
the parameter � and the frequency can be modulated by � 
and the frequency can be modulated by � . In some special 
applications, it is desirable to change the dynamic features at 
different times. This feature can be used to make the move-
ment smoother and more complex.

5  Hardware and software

This study used a variety of software and hardware to train 
a humanoid robot to perform specific movements. Microsoft 
Kinect was used to detect body gestures and joint trajecto-
ries. These trajectories were analyzed using MATLAB, and 
the desired joint angles were obtained. The RGB-D Kinect 
sensor’s integration into human–robot interaction systems 
is pivotal due to its ability to capture both color (RGB) and 
depth (D) data, providing a comprehensive understanding 
of human gestures in a three-dimensional space. The Kinect 
sensor’s capabilities include:

• Depth Capture: It measures the distance between objects 
and the sensor, offering a 3D representation of the envi-
ronment.

• Human Skeleton Tracking: The sensor identifies and 
tracks multiple points on the human body, capturing the 
posture and movements accurately.

• Natural User Interface (NUI): Kinect allows for intui-
tive interactions with robots, interpreting human gestures 
without the need for additional devices.

This technology enhances human–robot interaction by trans-
lating human gestures into digital signals that the robot’s 
system can process, enabling the robot to mimic human 
movements seamlessly.

5.1  V‑REP simulation

The virtual robot experimentation platform (V-REP) is an 
open source robotics software that can be used for robot 
simulation and testing of production lines. The V-REP 
robot simulator is based on a distributed control architec-
ture. V-REP approaches make it very versatile and ideal for 
multi-robot applications [48]. In our study, MATLAB was 
connected to V-REP through an API interface. Remote API 
interface in V-REP interacts with V-REP or other simu-
lation software. It comprises remote API server services 
and remote API clients. The client side can be embedded 

as footprint code (e.g., C/C + +, Python, Java, MATLAB, 
Urbi) in virtually any hardware, including factory lines, 
people, furniture, and real mobile or non-mobile robots. 
Then, it allows remote function calling [49]. The remote 
API interface provides a situation in which a user can con-
trol the robot in the simulator through other software. In our 
research, the desired signals were sent to the Nao robot using 
MATLAB. For this purpose, after inserting the humanoid 
robot, the inverse kinematics group should be disabled and 
the joints should be set to the torque/force mode. Figure 8 
shows an example simulation of the robot for an arbitrary 
hand movement.

5.2  Robot implementation

We have implemented the trained patterns on a Bioloid 
humanoid robot. Bioloid is one of the products of the 
ROBOTIS company. This robot was powered by 12 servo 
motors known as Dynamixel. Dynamixel is a special servo 
motor constructed from a DC motor, gearbox, controller, 
driver, and some sensors. This motor can be connected by a 
TTL or RS485 network connection. In this project, we used 
an Arduino instead of the motor controller to send data to 
the real robot. These servo motors have some difficulties in 
connecting to Arduino. Here it is explained how the servo 
motor, plastic shell, circuit controller, battery systems, and 
sensors contribute to the overall operation of the puppetry 
system:

• Servo Motor: The servo motor is the powerhouse of the 
puppetry system, providing precise control of angular or 
linear position, speed, and torque. It operates based on a 
feedback loop system, which ensures accurate position-
ing and movement according to the commands received¹. 
The servo motor’s functionality is crucial for the nuanced 

Fig. 9  Schematic of the intended interface that used for connecting 
Arduino to the humanoid robot
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movements of the puppet, allowing for lifelike gestures 
and expressions.

• Plastic Shell: The plastic shell serves as the protective 
casing for the internal components of the puppet. It not 
only safeguards the electronics from external elements 
but also provides a structure to which the servo motors 
and other parts are attached. This shell can be designed 
to resemble various characters or objects, contributing to 
the visual appeal of the puppet.

• Circuit Controller: The circuit controller acts as the brain 
of the system. It interprets the input signals and translates 
them into actions by sending the appropriate commands 
to the servo motors. This component is essential for coor-
dinating the movements of the puppet, ensuring that the 
performance is synchronized and fluid.

• Battery Systems: Battery systems supply the necessary 
power to all electronic components of the puppetry sys-
tem. They are designed to provide a stable and reliable 
source of energy, enabling the puppet to perform for 

Fig. 10  Implementation of hand motion on a Bioloid robot
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extended periods without the need for constant recharg-
ing or power supply connections.

• Sensors: Sensors in the puppetry system are akin to the 
senses in a living organism. They detect external stimuli, 
such as sound, light, or touch, and send this information 
to the circuit controller. The controller then adjusts the 
puppet’s movements in real time, allowing for interac-
tive performances that can respond to the audience or 
environment.

Together, these components work in harmony to create a 
puppetry system that is capable of delivering complex and 
engaging performances. The servo motors provide the move-
ment, the plastic shell offers form and protection, the circuit 
controller ensures intelligent operation, the battery systems 
supply power, and the sensors bring interactivity and respon-
siveness to the puppet’s actions.

Because we have multiple servos to connect and the 
Dynamixel protocol is a serial one, the half-duplex com-
munication to 1 Mbps requires additional circuitry. There-
fore, the tristate buffer has to be connected to the serial port 
between the Arduino and the dynamite. We used a generic 
12 V adapter as the power source. According to the docu-
mentation available from ROBOTIS, the most appropriate 
voltage for adjusting motors is between 9 and 12 V. There-
fore, we placed a diode on the breadboard. Figure 9 shows 
a schematic of the circuit used to connect Arduino to the 
Bioloid humanoid robot. Figure 10 shows examples of the 
implementation of trained patterns on a real Bioloid robot.

6  Conclusion

In the rapidly advancing field of robotics and artificial intel-
ligence, the development of interactive games that incorpo-
rate robotic learning and imitation tasks represents a signifi-
cant leap forward. The state-of-the-art approach detailed in 
this study involves the creation of a novel game based on 
the natural learner unit pattern generator neural networks 
(NLUPGNN). This innovative technique stands out by gen-
erating motion trajectories through imitation learning, a 
method that allows robots to learn and replicate complex 
actions by observing human players.

The paper addresses the intricate design of these neu-
ral networks, which is a critical challenge in the field. By 
dividing the unit pattern generators into two subsystems—a 
rhythmic system and a discrete system—the study presents a 
structured approach to motion generation. The introduction 
of a specialized learning algorithm tailored for these unit 
pattern generators further enhances the system’s capability.

A key aspect of this research is the interconnection and 
coupling of the unit pattern generators to form a cohesive 
network. The unknown parameters within this network are 

adeptly determined using a natural policy gradient learn-
ing algorithm. This process not only trains nonlinear oscil-
lators but also enables the precise reproduction of motion 
sequences for a humanoid robot. Consequently, the robot’s 
joints can mimic the movements of a human teacher in real 
time, showcasing a remarkable level of interaction and learn-
ing fidelity.

The main contribution of this work lies in the novel learn-
ing algorithm that concurrently optimizes the weights and 
topology of the neural network. This algorithm ensures 
synchronized learning steps by effectively coupling the 
neurons, thereby facilitating a harmonious and efficient 
learning process. Such advancements not only push the 
boundaries of robotic capabilities but also open new avenues 
for human–robot interaction, making this research a pivotal 
reference point for future innovations in the field.

The results of this study can be used to train certain 
behaviors in children with autism spectrum disorder, to con-
trol robots in hazardous environments, and to use the imita-
tion robot as a toy or advertisement in shopping centers.
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