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Abstract
The primary atomization of a turbulent liquid jet in crossflow was investigated using a mathematical, numerical and compu-
tational model. A comparison between the standard volume of fluid (VOF) method and the fine grid volume tracking (FGVT) 
method was reported. The FGVT method advects the interface between two fluids using a finer grid than the employed by the 
standard VOF method, and according to the literature, it provides a better interface resolution. Simulations were performed 
using adaptive mesh refinement in a three-dimensional domain subjected to gravitational field using the in-house code 
MFSim. The flow was modeled using an Eulerian–Lagrangian approach to capture the interface. The interface was tracked 
initially with VOF or FGVT methods until the initial breakup. Broken off, small-scale nearly spherical drops were transferred 
into the Lagrangian point particle description. Column breakup and shear breakup modes were observed on the liquid jet. 
Drops were small as one-hundredth the size of the injector diameter. The model was validated against experimental correla-
tions for the liquid jet column trajectory, and the droplet size distribution was compared to a previous numerical study from 
the literature. In addition, the breakup mechanisms predicted were qualitatively compared to those in previous reports. The 
results of the liquid column trajectory from the simulations performed presented low differences with the literature for both 
methods tested. According to the numerical results obtained from the computational simulations, the liquid column trajec-
tory was well captured and the droplet size distribution was similar to the literature; however, the FGVT method provided 
higher accuracy compared to VOF method. The two main breakup modes were identified, namely the column breakup with 
Kelvin–Helmholtz instabilities and the surface breakup with the formation of multiple ligaments which later lead to droplet 
formation. The FGVT method provided a more detailed interface contour and improved the number of droplets converted 
from the Eulerian to the Lagrangian approach compared to the standard VOF method. On the other hand, the FGVT method 
presented relatively higher computational costs compared to VOF. Therefore, the FGVT method presented a higher interface 
quality and allowed a larger number of droplet conversion to the Lagrangian approach compared to the VOF method, even 
though the simulation run time using VOF was lower than with FGVT.

Keywords Lagrangian point particles · Droplet size distribution · Adaptive mesh refinement · Two-phase flows · Kelvin–
Helmholtz instabilities

1 Introduction

A complex and important two-phase flow problem of liquid 
jets in crossflow (JICF) has been modeled using two different 
numerical methods, namely the conventional VOF method 
[1] and the fine grid volume tracking (FGVT) method [2]. 
The FGVT method has been implemented in an in-house 
code named MFSim and it brought new observations into 
JICF community. The goal of the present work is to pre-
sent the potential characteristics of the FGVT method in 
comparison with VOF method for a fluid dynamic problem 
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where interface resolution is essential to liquid breakup and 
spray formation.

An investigation of a turbulent liquid jet in crossflow 
using the computational fluid dynamics (CFD) methodology 
is reported in the present paper. The interface between the 
two fluids was modeled using a hybrid Eulerian–Lagrangian 
approach, where Eulerian droplets may be converted into 
point particles in order to reduce the mesh computational 
costs. In addition, the conventional volume of fluid (VOF) 
method [1] was compared to an improved method previ-
ously presented in the literature, where the VOF method 
was modified in order to obtain higher advection accuracy, 
namely the fine grid volume tracking (FGVT) method [2]. 
The FGVT method was previously introduced by Rudman 
[2], and in the present paper, it was tested for the important 
engineering application of a turbulent liquid jet breakup. The 
main goal of the present paper is to perform a benchmark 
between the VOF and FGVT methods in a liquid jet breakup 
case with primary atomization using adaptive mesh refine-
ment (AMR). In order to compare the numerical methods, 
the breakup modes, the liquid jet trajectory and the droplet 
size distributions were qualitatively compared. The paper 
was organized in five sections, namely: Sect. 1 (literature 
review about the theme); Sect. 2 (mathematical and numeri-
cal model); Sect. 3 (model validation and results); Sect. 4 
(conclusions obtained) and acknowledgments.

1.1  Liquid breakup and spray formation

According to Movaghar et al. [3], the primary breakup may 
be defined as the process where any liquid surface becomes 
unstable and droplets are formed. When these drops move 
according to flow, a spray is formed and characterized [4]. 
The study of a liquid breakup and its spray may provide rel-
evant information for some practical purposes as well as for 
fundamental scientific research because understanding liquid 
breakup and its spray is of high interest to further improve 
several engineering devices [5]. In the field of combus-
tion, for example, most concepts for current and future high 
efficiency, and low-emission internal combustion engines 
employ direct injection of fuel using sprays [3].

Atomization process is severely important, but also quite 
challenging [6]. The breakup of liquid jets in crossflow 
(JICF) is considered a complex multiscale phenomenon 
playing a relevant role in several applications [7]. Atomizing 
liquid jets are frequently occurring in a number of industrial 
applications. According to Grosshans [8], due to its impor-
tance, these flows have been analyzed extensively by means 
of experiments in the last decades. However, there is a lack 
of relevant information related to the breakup mechanisms 
and spray formation. For example, the influence of fluid 
properties on the liquid jet breakup is yet few understood 
[8]. In addition, the detailed structure within the main spray 

region is not yet fully understood [9]. According to [3], the 
limited understanding of primary breakup is due to the fact 
that experimental observation of the high-density region 
close to jet inlet may be considered extremely difficult. As a 
result, the underlying physics leading to primary breakup is 
still not clarified. According to Bravo [10], a full understand-
ing of the primary atomization process has not been achieved 
for several reasons, including difficulties in visualizing the 
main dense region. According to Grosshans et al. [8], due 
to the large number of droplets, experimental measurements 
in these flow regions may be very challenging. Regarding 
droplet size distributions in dense sprays, results are mainly 
blurred. On the other hand, in computational simulations, it 
is difficult to model the primary breakup phenomena due to 
the interface resolution requirement, since it demands great 
computational costs, especially for high Weber and Reynolds 
numbers [5]. According to Bravo et al. [10], the performance 
of simulations with high grid resolution to study turbulent 
atomizing flows has become an interesting alternative com-
plementing material experiments with the advances in com-
puting power and numerical algorithms.

According to Denner et al. [11], the VOF method natu-
rally captures and represents interface breakup and coales-
cence without any other additional models, although very 
fine meshes may be required. On the other hand, if the mesh 
quality is low, some inaccurate results may be obtained [5]. 
Due to the advances in numerical methods and computing 
resources in the last decades, CFD simulations with high 
resolution of atomizing flows are now more commons than 
before, providing new insights into the literature [10].

It is known that liquid jets with transverse injection 
provide high atomization efficiency and droplet genera-
tion due to the enhanced interaction of aerodynamic shear 
forces between the liquid jet and the crossflows [7]. Since it 
enhances turbulence, it has several applications for mixing 
in engineering. Nowadays, CFD is widely employed in liq-
uid jets with transverse injection and more recently coupled 
with phase change models, as seen in Duarte et al. [12] and 
Lee et al. [13].

According to Grosshans [8], the main characteristics 
of a primary breakup of a fuel jet is the breakup length 
and droplet diameter, since it is important to combustion 
processes efficiency. The amount and sizes of droplets in 
liquid-fueled systems are crucial parameters related to the 
performance characteristics in engines [7] since the charac-
teristics of the multiple droplets significantly modify these 
environments [9]. In addition, liquid spray penetration is a 
very relevant parameter in engineering applications related 
to JICF because it is often used to indicate the potential for 
efficient fuel–air mixing [14].

In the present work, adaptive mesh refinement (AMR) 
was used in the computational simulations, where mesh is 
adapted to the flow dynamically according to the presence of 
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the interface. Simulations using uniform grids increase the 
computational costs due to the refinement of all the domains. 
Previous works have demonstrated a relevant reduction in 
computational power requirement when using AMR com-
pared to uniform grids [15]. Duarte et al. [16] presented the 
increase of almost 50% in computational efficiency using 
AMR in several two-phase flows problems. AMR is par-
ticularly relevant in cases where only a small region of the 
computational domain should be solved using a fine grid, 
which is the case of spray breakup where a large flume is 
usually used as domain. AMR is an important tool for the 
case investigated in the present paper since more than 70% 
of the computational domains consist of a region where 
there is no interface between fluids. Finally, AMR reduces 
the computational costs of the simulations without affecting 
numerical accuracy with a high efficiency [16].

1.2  Turbulence in JICF

Kelvin-Helmholtz instability is commonly seen in JICF due 
to the occurrence of shear between the interface of the two 
fluids, as previously reported by Herrmann [17] and Gross-
hans et al. [8]. The Kelvin–Helmholtz instability naturally 
occurs when two layers of fluids move with different speed 
lying close to each other. Therefore, the primary cause of 
Kelvin–Helmholtz instability is the vorticity magnitude in 
a parallel shear layer and evidences of Kelvin–Helmholtz 
instability may be confirmed by q-criterion iso-surfaces. A 
value of q-criterion is mathematically given by a positive 
value of the second invariant from the velocity gradient ten-
sor. The velocity gradient tensor (A) is a second order tensor 
and it can be decomposed into two parts (symmetric and 
anti-symmetric):

where Sij is known as rate-of-strain tensor, given by:

and �ij is known as the vorticity tensor, given by:

where the vorticity represents twice the angular velocity ( � ) 
[18] and it can be mathematically defined as:

Since the second invariant (named here as B) from the tensor 
A can be decomposed into a symmetric and anti-symmetric 
part, then it can be seen that the q-criterion is a local balance 
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between the shear strain rate Sij and the vorticity magnitude 
�ij according to the following expression:

where tr represents the trace of the tensor (summing the 
diagonals of the matrix of components).

Since the q-criterion is defined by the second invariant 
(B) from the velocity gradient tensor (A), it can be under-
stood as a positive balance between the vorticity magnitude 
�ij and the shear strain rate Sij , defining surfaces where vorti-
city magnitude is greater than rate-of-strain magnitude [19]. 
Therefore, a surface with a given q-criterion value basically 
represents a balance between the local shear strain rate and 
the angular velocity, where necessarily the vorticity is higher 
than the strain rate since q-criterion is always positive.

1.3  Eulerian–Lagrangian interface capturing model

The Eulerian–Lagrangian interface capture method is a hybrid 
approach to reduce the computational costs associated with 
the Eulerian description of a high number of dispersed phase 
entities in the computational domain. According to Movaghar 
et al. [3], Eulerian–Lagrangian models are the current plat-
forms for engineering simulations of spray processes for even 
fuel injection in engines. Since a Lagrangian droplet does not 
require a fine grid to be represented, an Eulerian–Lagrangian 
approach is very relevant to a simulation with liquid breakup 
where a large domain portion is occupied by droplets.

Engineering processes related to atomization typically 
produce a large number of drops with multiple sizes, and 
when a vast number of drops are formed, the complexity of 
tracking all the interfaces becomes a challenging task even 
using CFD. Tracking multiple interfaces in CFD simula-
tions, especially when there is a large number of droplets 
may become even prohibitive since the computational costs 
might be excessively high [17]. In order to reduce the costs 
of tracking multiple interfaces in CFD problems, a Lagran-
gian approach may be introduced in which the drop is treated 
as a point particle, not requiring an Eulerian mesh resolu-
tion to solve its representation. This alternative approach 
assumes that droplets smaller than a certain cutoff length 
scale are converted in a point particle. The criterion for a 
drop transfer from the Eulerian to the Lagrangian approach 
is based on two prerequisites [17]:

• Vdrop < Vcriterion,

• rmax < 2
(

3

4𝜋
Vdrop

)
.

Therefore, the drop transfer occurs when a separated liquid 
structure has a liquid volume ( Vdrop ) smaller than a previous 
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criterion ( Vcriterion ) and its shape must be nearly spherical. 
(The maximum radius would be twice as expected for a 
perfect sphere.) The second criterion is severely relevant 
to cases where flow is subjected to shear since it allows the 
detached ligament structures continue to break up.

1.4  Fine grid volume tracking (FGVT) method

The fine grid volume tracking (FGVT) method was 
employed in the simulations in order to capture the inter-
face more accurately than using the standard VOF method. 
The VOF method was developed by Hirt and Nichols [1] 
and later improved by the PLIC algorithm by Wachem et al. 
[20]. On the other hand, in the FGVT method, the interface 
between the two fluids is advected on a computational grid 
that is twice as fine as the one used for linear momentum 
and pressure. The FGVT numerical method employed in 
this investigation was previously presented and tested by 
Rudman [2].

The FGVT method consists of employing two grids in the 
computational simulations: the standard and the fine grid, 
namely the N × N × N grid used for momentum and pressure 
solution (standard grid) and the one used for VOF advec-
tion (fine grid). According to Rudman [2], the use of a finer 
grid in the interface advection (FGVT) provided in all the 
simulations tested smaller errors compared to the advection 
at standard grids (VOF).

Figure  1 shows an schematic figure illustrating the 
standard grid (dx, dy) with VOF and the fine grid used by 
FGVT (dx/2, dy/2) here considering only a two-dimensional 
analysis.

As shown in Fig. 1, more details about the interface shape 
and position are possible when using the finer grid with the 
FGVT method. According to Fig. 1, the VOF advection is 
executed in a finer grid than the solution of the pressure 
and velocities fields; therefore, the time step employed in 

the simulation must be reduced by a factor of two in order 
to capture the interface position without reducing accuracy.

2  Methodology

2.1  Mathematical model

Considering low Mach number and flow without tempera-
ture variations, the continuity equation is expressed accord-
ing to the following equation:

where � is the velocity. The divergence-free conditions 
may be expected since the temperature variations may be 
neglected in the simulations performed.

The linear momentum balance equation is given by the 
following expression:

where p is the pressure, � is the specific mass, � is the 
dynamic viscosity, � is the gravity field and �st is a source 
term to take into account the effects of surface tension.

The effects of surface tension are included in the formu-
lation using the model of Brackbill et al. [21]. This model 
specifies the surface tension force per unit volume according 
to the expression:

where � is the surface tension coefficient, � is the local cur-
vature and � is the volume fraction of the dispersed phase.

2.2  MFSim code

The partial differential equations were solved with a stand-
ard finite volume method on a staggered rectangular three-
dimensional grid. The velocity–pressure coupling was 
accomplished using a two-step projection method [22] with 
an explicit treatment for advection terms and an implicit 
treatment for pressure and diffusion terms. The Barton 
scheme [23] was used for the spatial discretization of the 
advective terms. The transient equations were solved using 
a finite volume methodology.

The transient equations were solved using the MFSim 
program, which has been developed over the last ten years in 
cooperation with a large research group and with the scien-
tific support of Petrobras, a semipublic Brazilian multinational 
corporation in the petroleum industry, headquartered in Rio 
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Fig. 1  Schematic bidimensional illustration of the grid employed 
when using the VOF (left) and FGVT (right) methods. The volume 
fraction (shadow in gray) details are better captured in the fine grid 
(dx/2, dy/2) with FGVT compared to the standard (dx, dy) grid with 
VOF
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de Janeiro, Brazil. For further details about the code and its 
previous works, the readers are invited to see [12, 16, 24].

All simulations were performed in a parallel environment in 
the fluid mechanics laboratory cluster at the Federal University 
of Uberlândia, Brazil. The code uses single-block and multi-
block structured meshes and a variable time step. The magni-
tude of the allowable time step for stable calculations is deter-
mined from the advective and diffuse terms. The constraint 
is defined according to the CFL (Courant–Friedrichs–Lewy) 
condition and the mesh size [25].

The tolerance of the numerical model in providing a solu-
tion to the continuity and linear momentum equations was 
defined according to the following expression:

where �s is the dimension of the computational cell with 
the highest resolution in the computational domain. The 
tolerance expression shown is commonly applied in CFD, 
specially in two-phase flows. In order to ensure the incom-
pressibility condition, the velocity divergence in each 
computational cell was evaluated and was not higher than 
10−11 s−1 during all the performed simulations.

2.3  Interface capturing method

The VOF method [1] and the FGVT method [2] were 
employed to determine the location of interface and its trans-
port with PLIC [20]. The difference between the standard VOF 
and FGVT methods is only the advection step, since the advec-
tion in FGVT method occurs in a grid with higher resolution 
than the grid employed by the solvers and by the standard VOF 
advection. The algorithm of the FGVT method was introduced 
in the MFSim code based on the work of Rudman [2] and 
using the previous standard VOF method in the MFSim code. 
The code user can then define whether the standard VOF or 
FGVT method will be applied to the interface advection in a 
two-phase flow simulation.

The VOF method (standard and FGVT) employs a color 
function �(�, t) to indicate the fractional amount of fluid pre-
sent at a certain position � and at time t. The color function � 
is calculated using the following equation [20]:

The flow fluid properties were calculated based on the vol-
ume fraction of the continuous and dispersed phases, as 
Deen et al. [26]:
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The VOF (standard and FGVT) method applied in the 
MFSim code employed the PLIC algorithm [20] and the 
curvature was computed using the least squares method [11]. 
The PLIC method is characterized by the construction of a 
plane which is located geometrically within the dual volume 
and oriented in the direction of the local surface normal. The 
PLIC method can easily construct a monotone advection 
scheme while conserving mass because the mass flux can 
be calculated geometrically from the planar approximation 
of the phase interface. The key point in the PLIC method is 
the reconstructed plane segment in each cell, determined by 
the normal vector to the interface and its occupied volume 
within a cell [10]. The conventional VOF model was previ-
ously validated in Barbi et al. [27], where spurious currents 
were evaluated for even multiple bubbles.

The whole domain formulation treats the interface as dif-
fuse, using the delta function method (delta). The earliest 
two-phase works used the delta method, described in Duarte 
et al. [16]. Using the diffuse approach, the jump conditions 
at the interface are expressed by introducing singular source 
terms in the equations.

where D is the deformation rate tensor [18].

2.4  Eulerian–Lagrangian interface capturing 
algorithm

The conversion of Eulerian droplets to the Lagrangian 
framework is introduced in the code using an algorithm that 
identifies individual liquid droplets. The algorithm starts 
searching for a cell considering VOF color function value 
greater than zero. When a liquid cell is identified, a search 
based on breadth-first search (BFS) algorithms is performed 
to gather the indexes which belong to each given structure; 
then, the data are kept on a list. Droplet’s characteristics 
are calculated as the search proceeds, and cells that are vis-
ited are marked on a logical array. If the structure volume 
is greater than the conversion volume criteria, the calcula-
tion of characteristics are canceled and the list of indexes 
are cleaned. At this point, the search continues at the same 
structure to mark its cells as visited. If the structure’s cal-
culated volume is smaller than the conversion volume crite-
ria, the indexes are stored with droplet’s information, such 
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as centroid position and diameter. The search process ends 
when all the cells marked, and all Eulerian droplets are con-
verted by changing the volume fractions of each cell stored 
by its index and a Lagrangian droplet is added. Each Lagran-
gian droplet is introduced in the computational domain with 
its respective diameter at the location of the centroid calcu-
lated in the Eulerian framework.

On parallel applications of distributed memory, the search 
algorithm also stores the ghost cells located in other proces-
sors, even for structures that are larger than the volume crite-
ria. This is required in order to notify neighbor processes in 
which those cells are part of a structure with volume greater 
than criteria and it avoids the conversion of small parts of 
the structure that remains in other processes. For liquid 
structures that are locally smaller than the volume criteria, 
the ghosts cells located in other processes are necessary to 
establish the connection between structures that crosses pro-
cesses limits, so calculations of centroids and diameters are 
performed correctly. Finally, after the Lagrangian particle is 
added, its initial velocity is interpolated from the Eulerian 
field.

2.5  Turbulence model

According to Movaghar et al. [3], direct numerical simu-
lations (DNS) and high-resolution large eddy simulations 
(LES) are suitable approaches to study liquid–gas interface 
dynamics during primary breakup. LES is based on the Kol-
mogorov hypothesis in which the large-scale structures are 
dependent on the specific flow situation, while the behavior 
of the small-scale structures is isotropic and geometry inde-
pendent. Therefore, by using LES, the large-scale structures 
are captured, while the small-scale structures are filtered out. 
When applying any spatial filtering to the Navier–Stokes 
equations, new terms appear, which may be called sub-grid-
scale (SGS) terms. Hence, when the scales filtered are small 
enough to be considered as isotropic, the SGS terms can be 
closed by a turbulence model. A large number of models 
have been formulated in the past out of which many are 
based on the simple Smagorinsky model [8].

Therefore, sprays may be well represented and modeled 
using LES, as previously reported by Herrmann [17] and 
Grosshans et al. [8]. In the present work, turbulence was 
modeled using LES and the turbulence closure was done via 
the Smagorinsky model with constant of 0.1.

2.6  Case setup

The computational domain consisted of a channel with square 
section of 0.04 m and it was 0.1 m long. The injector pre-
sented a circular section with a diameter of 1.3 mm. The mesh 
employed consisted of seven levels and the AMR criterion 
was the presence and proximity of the interface. The mesh 

resolution of the finest level was the same from the work of 
Herrmann [17] which was given by D/32, where D is the jet 
exit diameter.

The two main characteristic dimensionless numbers related 
to JICF are the Reynolds and Weber numbers [14], as well as 
the momentum flux ratio [6]. According to Ingebo [28], the 
maximum droplet diameter depended on the Reynolds and 
Weber numbers [28]. In addition, the jet penetration as well as 
the breakup process itself is severely influenced by the Weber 
number [14]. Table 1 summarizes the operating conditions and 
the relevant characteristic dimensionless numbers.

A turbulent velocity profile was imposed to the jet inlet 
section in order to introduce turbulence effects at the liquid 
inlet section. In the work of Herrmann [17], the turbulence 
effects were introduced using instantaneous inlet velocity sec-
tions which were given by a previous simulation exclusively 
of a small region close to the inlet section and a small flow 
region before the jet inlet section. Ghods and Herrmann [29] 
reported a comparison between different inlet conditions and 
it was shown that the imposition of a turbulent velocity profile 
presented similar atomization results compared to the model 
including instantaneous velocity inlet sections. Therefore, the 
imposition of a turbulent analytical velocity profile in the inlet 
section was a reasonable approximation since Ghods and Her-
rmann [29] reported low influence of the inlet conditions to the 
liquid breakup process.

The mathematical equation employed to compute the tur-
bulent velocity profile was given by the following expression:

where Vmax is the maximum velocity which is 1.2 according 
to the theoretical solution available in White [18]. Figure 2 

(16)V = Vmax

(
1 −

r

R
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,

Table 1  Operating conditions and characteristic numbers

Value Unit

Jet exit diameter 0.0013 m
Crossflow specific mass 1.225 kg/m3

Jet specific mass 12.25 kg/m3

Crossflow velocity 120.4 m/s
Jet velocity 97.84 m/s
Crossflow viscosity 1.82 × 10−5 kg/ms
Jet viscosity 1.11 × 10−4 kg/ms
Surface tension coefficient 0.07 N/m
Momentum flux ratio 6.6 –
Crossflow Weber number 330 –
Jet Weber number 2178 –
Crossflow Reynolds number 5.7 × 105 –
Jet Reynolds number 1.4 × 104 –
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shows the inlet velocity profile of the turbulent jet from the 
present work.

The flow was at rest at the initial condition and consid-
ered isothermal during all the simulations, similarly to Her-
rmann [17]. The airflow was imposed as a uniform veloc-
ity field at the channel’s inlet. According to the Reynolds 
number from the jet and the crossflow, shown in Table 1, 
the flow regime is definitely turbulent. The turbulence at 
the inlet of both simulations shares the same seed frequency. 
The numerical model was validated computing the spray 
penetration near the liquid injector as well as comparing the 
probability density function (pdf) of the droplets converted 
from the Eulerian to the Lagrangian approach with those of 
previous works.

3  Computational results

The case studied in the present paper was previously 
reported in Herrmann [17] and it consists of a turbulent 
liquid jet in crossflow. The liquid comes from a circular 
inlet section and is subjected to primary breakup process, 
where the liquid jet breaks up into several smaller structures, 
namely liquid sheets, ligaments and droplets [9]. As the jet 
emerges from the inlet, surface waves appear on the leeward 
side of the column, creating droplets from the leeward sur-
face. The liquid column bents in the direction of the vapor 
flow breaking the liquid column into ligaments and finally 
into droplets due to aerodynamic forces [14].

3.1  General flow characteristics

The primary breakup consists of the moment when the liq-
uid surface becomes unstable and ligaments are created. 
From these ligaments, droplets are created. After the pri-
mary breakup, it is generally believed that large droplets 
may break into smaller droplets and this process is called 

secondary breakup [5] which has not been studied in the 
present work.

As previously reported by Herrmann [17], the liquid 
jet emerges from the inlet section forming a liquid column 
which slightly deflects toward the crossflow direction. At the 
top of the liquid column in Fig. 3, it is evident the occur-
rence of the roll-up structures described by Herrmann [17]. 
Also at the top of the liquid column, it is possible to see 
some ligaments which are direct consequence of shear and 
will lead to rupture with multiple drops as seen in the toward 
the flow. Finally, behind the jet column it is observed some 
surface breakup structures composed by some drops and lig-
aments. The two main breakup mechanisms were observed 
in the simulation, namely surface and column breakup. Fig-
ure 3 shows a snapshot side view of the interface near the jet 
injector region using the standard VOF method.

One column breakup mode consisted of instability waves 
being generated and forming roll-up structures until the pro-
duction of bag-like structures that break into multiple drops 
(shown in Fig. 3). According to Herrmann [17], the latter 
instability may be due to a Kelvin–Helmholtz instability, 
which was verified and confirmed by Grosshans et al. [8]. 
Another breakup mode observed is the generation of liga-
ments at the sides of the liquid jet near the injector which 
stretches out and then ruptures, forming a range of drop 
sizes. These ligaments are shown in Fig. 3 and eventually 
lead to multiple drops. Ligament formation is induced by 
local shear [5] and it was expected to observe these liga-
ments due to the high intensity of shear from the vapor 
crossflow. The presence of ligaments at the top of the liq-
uid column is evident in Fig. 3. Here, the importance of 
the second criterion for the Euler–Lagrangian algorithm of 
conversion is illustrated, since the ligaments may respect the 
first criterion, but are not converted into Lagrangian points 
since they still need to be broken by primary mechanisms.

The surface breakup starts at the liquid inlet region; how-
ever, it is not limited to this region [30]. The column breakup 
is mainly governed by the propagation of waves growing 
on the jet surface until sufficiently amplified to cause the 
jet core to collapse [30]. According to the surface breakup 
observations from the simulations, ligaments are the main 

Fig. 2  Mean inlet flow velocity profile of the liquid jet from the pre-
sent work according to the expression for the turbulent velocity pro-
file previously reported

Fig. 3  Snapshot of the interface contour at time 0.00012 s of the sim-
ulation using the standard VOF method
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liquid structures stripped from the sides of the liquid col-
umn. Regarding the velocity field, it is possible to identify 
the typical flow patterns from a von Karman vortex structure 
behind a bluff body [31], as previously found in the literature 
[30].

Figure 4 shows a snapshot of q-criterion contour from the 
simulation using the VOF method. A number of stretched 
turbulent structures are seen at the top of the liquid column, 
similarly located where the roll-up structures were previ-
ously seen with the interface contour. AMR provided a suit-
able mesh configuration to this problem since the fine grid 
covered most part of the turbulence structures as shown in 
Fig. 4.

A large number of ligaments seen at the top of the col-
umn present evidences of the roll-up structures previously 
described in Herrmann [17]. The presence of these liga-
ments from the q-criterion contour confirms the develop-
ment of Kelvin–Helmholtz turbulent structures since the 
vorticity magnitude is greater than the strain effects.

At the start, we assume the flow in each layer is irrota-
tional. However, there exists strong shear vorticity in the 
interface layer so the vorticity for the whole system does not 
equal zero. Kelvin–Helmholtz is basically a two-dimensional 
phenomenon; only later in its development, three-dimen-
sional movements appear which leads to turbulent mixing. 

The large number of small structures from the q-criterion 
shown in Fig. 4 illustrates the high intensity of vorticity at 
the spray impact region where lots of surfaces are presented 
in different shapes and sizes. Figure 5 presents the interface 
contour (in gray) and the q-criterion contour (in black) at 
two different simulation times of the simulation using FGVT 
method.

According to Fig. 5, the q-criterion ligaments previously 
shown in Fig. 4 fit exactly where the interface present the 
roll-up structures.

Figure 5 presents the interface contour (in gray) and the 
q-criterion contour (in black) at two different simulation 
times of the simulation using FGVT method.

According to Fig. 6, the q-criterion ligaments are clearly 
close to the bag-like structures previously reported by the 
literature and it confirmed the rotational characteristic of 
these structures since q-criterion necessarily pointed out the 
rotational effects over the strain rate and it ratifies the occur-
rence of Kelvin–Helmholtz instabilities.

3.2  Comparison between VOF and FGVT

Although the liquid jet is in the turbulent regime and there 
are multiple nonlinear processes taking place at the cross-
flow, after some simulation time, the liquid column position 

Fig. 4  Snapshot of q-criterion 
contour (left) and q-criterion 
contour with mesh configura-
tion (right) at time 0.00009 s

Fig. 5  Snapshot of interface 
contour (in gray) and the 
q-criterion contour (in black) 
at two different times from the 
simulation using FGVT method
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and the ligaments and droplet formation assumed a perma-
nent pattern. Therefore, the validation with literature works 
was performed at the simulation time 0.000217 s, when 
the liquid column was completely formed and the breakup 
modes were well defined and interface contour presented a 
repeated pattern in time.

Spray penetration is defined as the maximum transverse 
distance reached by these droplets [14]. It is known that 
spray penetration depends on the trajectory of the liquid 
column near the injector. The trajectory of the liquid col-
umn establishes the initial location of droplets as they detach 
from the liquid jet. In addition, bending of the liquid column 
in the direction of vapor reduces the linear momentum of 
both the jet and the resulting droplets. Finally, the reduced 
linear momentum diminishes the spray penetration down-
stream of the injector [14].

The jet penetration was compared with predictions of two 
common correlations for the penetration of the emerging 
liquid jet derived by fitting experimental data, namely the 
correlations from Wu et al. [32] and Stenzler et al. [14].

The correlation from Wu et al. [32] is given by the fol-
lowing expression:

On the other hand, the correlation from Stenzler et al. [14] 
is given by the following equation:

Herrmann [17] reported a better agreement with the latter 
correlation compared to the correlation from Wu et al. [32]. 
Both correlations are valid only in the near-injector region. 
Figure 7 shows the results of the jet penetration from the pre-
sent work in comparison with the correlations of Wu et al. 
[32] and Stenzler et al. [14].

According to Fig.  7, a good agreement between the 
results from the present paper and the experimental correla-
tions from the literature was obtained. As previously found 
by Herrmann [17], the correlation from Stenzler et al. [14] 
presented lower deviation to the data obtained compared to 
the correlation from Wu et al. [32]. According to the results 
found for jet penetration, both methods provided identical 
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Fig. 6  Snapshot of interface 
contour (in gray) and the 
q-criterion contour (in black) 
and detail from the simulation 
using FGVT method

Fig. 7  Jet penetration compared 
with the correlations of Wu 
et al. [32] and Stenzler et al. 
[14]
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results; then, for jet penetration analysis, FGVT method does 
not show any advantage compared to the VOF method. In 
fact, Herrmann [17] reported a low influence of mesh quality 
in this comparison.

The dimensionless probability density function (pdf) was 
computed in order to compare the data found in the simula-
tions from the present work with the simulation previously 
performed by Herrmann [17]. Only the Lagrangian drops 
were computed which were tracked using the point particle 
description after the conversion from the Eulerian approach. 
No secondary breakup model was employed; therefore, the 
droplet diameter remains constant in time after the conver-
sion to the Lagrangian approach. The drop size distribution 
using the pdf were generated by binning the date into 20 bins 
of equal size in terms of D, which is the jet inlet diameter. 
The approximate total number of droplets used was 40,000, 
as previously found by Herrmann [17]. The pdf was normal-
ized by a factor of 0.0078.

Figure 8 shows a comparison between the dimension-
less probability density function (pdf) found using VOF and 
using FGVT method. According to Fig. 8, the simulation 
using VOF provided relatively less small drops compared to 
FGVT. The grid resolution severely impacted on the small 
drops representation as previously reported by Herrmann 
[17] and Grosshans et al. [8]. Since the FGVT method was 
able to advect the interface using a finer grid than VOF, the 
pdf accuracy for the small droplets was good compared to 

the pdf from VOF. Probably, some detailed interface resolu-
tion was relevant to some breakup processes, and then, small 
droplet formation shown in Fig. 8 is in higher number only 
with FGVT.

Besides the jet penetration and the breakup modes, rel-
evant information to engineering applications related to JICF 
is the drop size distribution obtained in the computational 
simulations. According to Movaghar et al. [3], drop size dis-
tribution is one of the main outputs of the primary breakup 
simulations. Figure 9 shows the histograms of the drop size 
distribution from the computational data obtained with the 
VOF (left) and FGVT (right) methods.

According to Fig.  9, most part of the drop size was 
approximately 0.00005 m which was the same order of mag-
nitude found previously by Herrmann [17]. This size was 
equivalent to close to one-hundredth of the jet exit diameter. 
The FGVT method was able to provide droplets smaller than 
0.00005 m; however, the smallest droplets found using VOF 
were approximately 0.00005 m.

The breakup process was severely affected by the mesh 
resolution used in the computational simulations, as previ-
ously reported by Herrmann [17]. In course grids, small-
scale turbulent eddies do not initiate atomization; on the 
other hand, grids with high resolution do resolve more 
small turbulent scales which may corrugate the interface 
and therefore initiate atomization. Therefore, it was expected 
to obtain a higher number of droplets in FGVT method in 

Fig. 8  Comparison between 
drop size distribution using 
VOF (left) and FGVT (right) 
methods with Herrmann [17], 
according to the pdf

Fig. 9  Drop size distribu-
tion according to histograms 
from the computational results 
obtained for VOF (left) and 
FGVT (right) methods at time 
0.0006 s
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comparison with VOF, as well as a higher number of drop-
lets with smaller size compared to VOF.

A comparison between the interface contour between 
the simulations using VOF and FGVT methods is shown 
in Fig. 10.

According to Fig. 10, the number of droplets seen in the 
simulation with FGVT was deeply higher than the simu-
lation with VOF. In addition, the interface details seen in 
the simulation with FGVT were captured more precisely as 
some ligaments and drops were better identified. Finally, the 
column and surface breakup modes seen with FGVT method 
were more evident and severe compared to the VOF method.

The number of droplets converted into the Lagrangian 
approach was significantly improved by the use of the FGVT 
method compared to the VOF method itself, as shown in 
Fig. 11.

Therefore, as shown in Fig.  11, the FGVT method 
allowed a higher resolution of interface which improved the 
number of Eulerian droplets ready to be converted to the 
Lagrangian approach.

In order to run the simulation using FGVT, it was required 
to reduce the time step by half; otherwise, the numerical 
methods presented convergence difficulties. In addition, the 
simulation velocity using the FGVT method was lower than 
the simulation using VOF. Considering different simulation 
moments, the time step using VOF was approximately 14% 
faster than the time step using FGVT. The time step from 
FGVT is computationally more expensive due to the inter-
face advection in a finer grid as well as the more numerical 
challenging discontinuities of fluid properties and variables.

The AMR technique reduced significantly the number of 
cells required to run the simulations with high accuracy and 
moderate computational costs. As shown in Fig. 12, away 
from the interface region, a course grid is used to solve most 
part of the computational domain.

The AMR technique reduced the required number of cell 
in approximately three orders of magnitude compared to a 
uniform grid. In Fig. 12, it is possible to see in detail the 
refined mesh only close to the interface region. Therefore, 
AMR is an option to conduct three-dimensional primary 
breakup simulations, as previously found by Shinjo et al. [5]. 
The high resolution close to the interfacial region shown in 

Fig. 12 allows the representation of the interface with high 
fidelity compared to the courser grids away from the inter-
face. The high mesh resolution is confirmed by the visualiza-
tion of even Kelvin–Helmholtz instabilities at the top of the 
liquid column in Fig. 12.

4  Conclusions

The VOF and the FGVT methods were tested to a liquid 
jet in crossflow in order to verify the potential of FGVT 
method to provide a higher interface accuracy, thereby 
improving quality of breakup effect to the simulations. The 
VOF and the FGVT methods performance were evaluated, 
and FGVT method provided higher accuracy compared to 
the VOF method. The model was validated according to the 
jet trajectory and droplet size distribution with low differ-
ences from the literature. Two main breakup modes were 
identified, namely the column and surface breakup as the 
literature previously reported.

The FGVT method presented a better interface represen-
tation from the VOF and its difference affected the Eule-
rian–Lagrangian conversion, by increasing significantly the 
number of droplets converted. Severely more smaller drop-
lets were captured with FGVT approach compared to VOF, 
and the details about the interface contour were particularly 

Fig. 10  Interface contour at 
time 0.000071 s of the simula-
tion using the VOF method 
(left) and the FGVT method 
(right)

Fig. 11  Number of droplets converted from the Eulerian to the 
Lagrangian approach using VOF and FGVT methods
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better described using FGVT instead of VOF. The FGVT 
simulation was slower compared to VOF simulation since it 
required a lower time step.

Kelvin–Helmholtz instabilities were identified and a 
number of turbulent coherent structures typically present in 
JICF. The location of multiple ligaments from q–criterion 
confirmed the occurrence of Kelvin–Helmholtz instabilities 
at the top of the jet liquid column, specially at the interface 
regions known as bag-like structures and roll-ups.

Large computational costs were spared using AMR, 
because of the considerable reduction in the number of 
computational cells required. In addition, the refinement 
criterion of interface presence was considered adequate to 
perform all the simulations, providing results with good 
resolution and smaller computational costs compared to 
simulations using uniform grids.
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