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This approach, called Weighted Principal Component 
Analysis combined with Taguchi’s Signal-to-noise ratio 
(or WPCA-SNR), is based on Taghuchi’s signal-to-noise 
ratio and Principal Component Analysis weighted by their 
respective eigenvalues. Since most of the manufacturing 
processes present multiple correlated characteristics and 
conflicting objectives, a case study based in six quality 
characteristics of the dry end milling process of the AISI 
1045 steel is here presented to illustrate the compara-
tive performance of two approaches, WPCA and WPCA-
SNR. Theoretical and experimental results indicate that the 
WPCA-SNR method has evidenced acceptable solutions 
for both objectives, indicating feasibility of the multiobjec-
tive optimization technique applied to this process. In this 
case, fz = 0.08 mm/tooth, ap = 1.62 mm, Vc = 331 m/min, 
and ae =  15.49  mm are the optimal parameters for mini-
mizing roughness and maximizing material removal rate, 
simultaneously.

Keywords  Weighted principal component analysis 
(WPCA) · Taguchi’s signal-to-noise ratio (SNR) · 
Response surface methodology (RSM) · Multiobjective 
optimization · Correlated responses

1  Introduction

As with most machining processes, such as end milling, 
the multiple quality characteristics measured are highly 
correlated and with different optimization objectives. The 
relationship between roughness and material removal rate 
responses can be taken as one example; while roughness 
has to be minimized, removal rate has to be maximized. 
In these cases, the task is to find a vector of decision vari-
ables that satisfies, at the same time, more than one of the 

Abstract  The weighted principal component analysis 
(WPCA) method is a mathematical programming tech-
nique developed to optimize multiple correlated charac-
teristics, considering the most significant principal com-
ponents scores, weighted by their respective eigenvalues. 
This method has obtained noteworthy results, given that 
it reduces the data set and still considers the correlation 
between the responses. However, when multiple correlated 
characteristics also have conflicting objectives, maximiz-
ing or minimizing the WPCA can favor some variables 
and harm others. This paper proposes a hybrid approach 
able to standardize the optimization objectives of the origi-
nal responses, reduce dimensions, and, at the same time, 
eliminate the correlation between the multiple responses. 
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objective functions and the constraints, and provides an 
acceptable value for each response [1].

However, choosing parameters that provide global opti-
mization for more than one characteristic of interest is not 
an easy task [2], once it requires complete understanding of 
process mechanism.

According to Moshat et  al. [3] and Montgomery [4], 
when wanting to obtain the simultaneous variation of fac-
tors to build forecasting models for all relevant outputs, 
generally employ design of experiments (DOE), such as 
Taguchi arrays or Response surface methodology (RSM) 
or, regression techniques. However, as pointed out by many 
researchers [5, 6], these techniques can be greatly influ-
enced by the correlations, causing model instability, over 
fitting, prediction errors, and inaccuracy on the regression 
coefficients. Another aspect is that the individual analysis 
of each response may lead to a conflicting optimum, since 
the factor levels that improve one response can, otherwise, 
degrade another [6]. In this case, the regression equations 
or the use of optimization methods that do not consider 
correlation are not adequate to represent an objective func-
tion without considering the variance–covariance structure 
among the multiple responses [1, 2, 5–8].

The optimization literature frequently reveals correlated 
responses with conflicting objectives in several end mill-
ing studies. Some of these works have been summarized 
in Table 1. In all these works, a strong or moderated cor-
relation with a significant statistic among the responses 
was observed (this analysis was carried out by us, using 
the coefficient of Pearson). Although the results have been 
coherent, the correlation structure was not considered in 
these works. Just three works have assumed that correlated 
responses could deviate the optimization results and pro-
duce unreal solutions [1, 8, 9]. To resolve this drawback, 
these authors have presented a hybrid approach considering 
a combination of methods as PCA and RSM with multi-
variate mean square error (MMSE) [1], PCA and RSM [8], 
and PCA and grey relational analysis (GRA) [9], respec-
tively. Moshat et al. [3] have also assumed that correlated 
responses could deviate the optimization results.

In addressing the correlation influence in multiobjective 
optimization problems, some researchers have employed 
the principal component analysis (PCA) as an alternative 
approach [1, 5–8, 10–19]. This multivariate technique sum-
marizes, in a few uncorrelated components, common pat-
terns of variation among response variables. While effec-
tive, this approach presents a drawback, when the first 
principal component score is not enough to explain most 
of the correlation (or variance–covariance) structure [2, 
5, 6]. To overcome these shortcomings, some research-
ers proposed methods based on weighted principal com-
ponent analysis (WPCA) [2, 20–25]. This strategy aggre-
gates all the principal component scores weighted by their 

respective eigenvalues, fully explaining variations in all 
responses.

However, when multiple correlated characteristics also 
have conflicting objectives, maximizing or minimizing the 
weighted principal components can favor some variables 
and harm others. In this case, WPCA method—though 
capable of eliminating the correlation’s effect—is unable to 
maximize and minimize the wanted parameters, simultane-
ously. Thus, the WPCA method can conduct the results to 
inadequate optimum solutions.

In this way, when the multiple responses present con-
flicting objectives and significant correlation, applying 
the Taguchi’s Signal-to-noise ratio (SNR) before princi-
pal components analysis will solve the problem [7, 25]. In 
recent times, the Taguchi’s signal-to-noise ratio combined 
with principal component analysis has been the subject of 
studies by many authors, such as [3, 7, 9, 11–16, 25–28]. 
This method has obtained noteworthy results, given that it 
reduces the data set, considers the correlation between the 
responses, avoids the production of inappropriate optimal 
points in the optimization problem, and considers the con-
flicting objectives between the multiple responses.

By analysing these works, it can be noted that only in 
Costa et al. [7], PCA was conducted combined with signal-
to-noise ratio for RSM. In all the other publications, Tagu-
chi design has been used to model the responses. Further-
more, only two works have combined WPCA with SNR 
[27, 29]. However, in both works, the Taguchi array was 
used. According to Paiva, Ferreira e Balestrassi [6], the 
main reason why PCA is more widely used with Taguchi 
than with response surface designs is related to the type of 
optimization that the multivariate objective functions must 
follow. The analysis in Taguchi designs is made employ-
ing the concept of loss function. Specifically, that means 
each kind of optimization (maximization, minimization, 
or normalization) can be represented by a proper signal-
to-noise relation applied to the original responses. Due to 
the mathematical nature of this relation, the signal-to-noise 
ratio must always be maximized. In RSM, however, the 
approach is very different.

To that end, this paper proposes a hybrid multiobjective 
optimization approach able to standardize the optimization 
objectives of the original responses, reduce dimensions 
and, at the same time, eliminate the correlation between 
the multiple responses. This approach proposed is called 
WPCA-SNR method. A systematic procedure was devel-
oped for this very purpose. To model and optimize the 
problem, the WPCA-SNR combines Response Surface 
Methodology and Generalized Reduced Gradient (GRG) 
algorithm.

To demonstrate its applicability, the dry end milling pro-
cess of the AISI 1045 steel was considered for a case study. 
Four input parameters (feed per tooth, cutting speed, axial, 
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and radial depth of cut) and six response variables, aver-
age surface roughness, maximum surface roughness, root-
mean-square roughness, ten-point height, maximum peak 
to valley, and material removal rate were considered.

Although the hybrid approach between Principal Com-
ponents Analysis and Taguchi’s signal-to-noise ratio has 
already been extremely disseminated, this study differs 
from most approaches already proposed. First, in this study, 
more than two response variables, with conflicting objec-
tives and significantly correlated, were considered in the 
optimization problem. Second, unlike most in the pub-
lished literature studies, the mathematical models of Princi-
pal Components have been created to predict the results of 
different input parameters using Response Surface. Third, 
more than one principal component was considered. It can 
be noted that in the most cases, studied and published have 
had one eigenvalue larger than one; and thus, only the first 
principal component has been considered in the analyses. 
However, this does not occur in the majority of cases in 
today’s complex manufacturing processes we have. Finally, 
it was not found another work using a weighted approach 
of Principal Component combined with Taguchi’s signal-
to-noise ratio for RSM in end milling process.

In the following sections, this paper compares the results 
obtained by the WPCA method and SNR-WPCA method 
applied on the dry end milling process.

2 � Theoretical fundamentals

2.1 � Weighted principal component analysis method

Principal component analysis is a multivariate analysis 
technique, which, in summary, is able to represent the orig-
inal responses in a few number of uncorrelated latent varia-
bles, without significant loss of information [5, 6]. Accord-
ing to Paiva et al. [6] and Bertolini and Schiozer [28], the 
reduced data set consists of single or multiple components 
called Principal Components (PC) and are sorted from the 
highest variance to the lowest. Zhang et al. [30] also men-
tioned that, based on the variance–covariance matrix, the 
PCA method proceeds in such a way that the first princi-
pal component has the highest variance, and each succeed-
ing component, in turn, has the highest possible variance 
within the constraint.

PCA uses the factorization of a variance–covari-
ance Σ or correlation matrix R associated with the ran-
dom vector YT =

[

Y1, Y2, . . . , Yp
]

, to produce pairs of 
eigenvalues–eigenvectors (�i, ei), . . . ,≥

(

�p, ep
)

, where 
�1 ≥ �2 ≥ · · · ≥ �p ≥ 0 and an uncorrelated linear combi-
nation PCi = eTi Y = e1iY1 + e2iY2 + · · · + epiYp, i = 1, 2,

. . . , p. The original data set may be then replaced by the 
uncorrelated linear combinations in the form of principal 

components score (PCscore). PCscore can be written as 
PCscore = [Z]× [E] [2], where Z is the standardized data 
matrix and E is the eigenvectors matrix of the multivariate 
set [7]:

Many methods have been proposed to determine the 
number of principal components. Methods include (among 
others): the Kaiser’s criteria, Log-Eigenvalue (LEV) dia-
gram, Velicer’s Partial Correlation Procedure, Cattell’s 
SCREE test, cross-validation, bootstrapping techniques, 
cumulative percentage of total of variance, and Bartlett’s 
test for equality of eigenvalues. Kaiser’s criteria (1958) 
will be used in this paper, since is the most popular method 
[6].

According to Kaiser’s criteria, only the principal compo-
nents, whose eigenvalues are greater than one, and whose 
explained cumulative variance are greater than 80 %, can 
be used to replace the original responses. This criterion is 
adequate when it is used with the correlation matrix [6].

However, while effective, the multivariate technique 
PCA presents a drawback, when the optimization of only 
one principal component is not adequate to represent all the 
process data set [2, 5, 6]. In some cases, studied in the pub-
lished literature, for example, the first principal component 
has been the only component extracted [8, 10, 11, 19]. This 
does not occur in the majority of cases in today’s complex 
manufacturing processes we have [18]. In particular, it is 
doubtful whether the factor/level combination, determined 
by the first principal component only, is optimal or not [6, 
8, 18].

In response to these concerns, some researchers pro-
posed methods based on Weighted Principal Component 
Analysis (WPCA) [2, 20–25], based especially on Taguchi 
and Response Surface design.

The Eq.  (2) is based on Paiva et  al. [2]. approach, in 
which the WPCA index combines RSM and PCA and, 
works as following: the original responses, obtained 
through a central composite design (CCD-RSM), are 
replaced by the resulting significant principal component 
scores. Subsequently,  considering the eigenvalues of the 
correlation matrix as a set of weights, a new response index 
can be written as such:

(1)

PCk = Z
T
E =

















�

x11−x̄1√
s11

� �

x21−x̄2√
s22

�

· · ·
�

xp1−x̄p√
spp

�

�

x12−x̄1√
s11

� �

x22−x̄2√
s22

�

· · ·
�

xp2−x̄p√
spp

�

...
...

. . .
...

�

x1n−x̄1√
s11

� �

x2n−x̄2√
s22

�

· · ·
�

xpn−x̄p√
spp

�

















T

×











e11 e12 · · · e1p
e21 e22 · · · e2p
...

...
. . .

...

e1p e2p · · · epp











.
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where, �p are the obtained eigenvalues of significant prin-
cipal component and PCp are the significant principal com-
ponent scores that were extracted and stored from the origi-
nal responses.

The ordinary least-squares (OLS) algorithm can be 
applying to WPCA index for obtain the second-order poly-
nomial. With the RSM model established, the optimal point 
of the multiobjective problem can be found by locating the 
stationary point according to Eq. (3), only subjected to the 
constraint of the experimental region [2]. Other constraints 
may be added to the system according to the needs of the 
problem.

To solve the non-linear programming problem (NLP) 
described in the form of Eq.  (3), the GRG can be used. 
GRG is considered one of the most robust and most effi-
cient methods for constrained NLP [2].

The assumption of maximization described in Eq. (3) is 
established supposing that the desired optimization direc-
tion for each original response is positively correlated with 
the multivariate index WPCA. In this respect, Paiva el al. 
[2] have assumed which direction of optimization of the 
WPCA index can be established by analysing the correla-
tion between WPCA and each original response. If there 
is a positive correlation between a WPCA index and cer-
tain original response, then they will have the same opti-
mization direction. In this case, maximizing or minimizing 
WPCA will imply on the maximization or minimization 
of each original response variable. On the other hand, if 
the correlation is negative, the optimization senses will be 
inverse. For example, if WPCA index maintains a negative 
correlation with certain variables (whose goal is maximiza-
tion), then the maximization of the WPCA will lead to their 
minimization. Likewise, it could be argued that if the cor-
relation between the two output variables is negative, the 
maximization of the WPCA will imply on the minimiza-
tion of the other and vice versa. For this, the inspection of 
the eigenvectors reveals the relationship that exists between 
the ith WPCA index and the original responses. More 
details about the WPCA approach can be seen in [2]. Thus, 
a potential difficulty in optimizing a multivariate response 
as WPCA occurs due to conflicting minima and maxima in 
a group of variables that, for instance, must be simultane-
ously maximized.

When there is a positive correlation with some vari-
ables and negative correlation with other simultaneously, 

(2)WPCA =
r

∑

p=1

[

�p(PCp)
]

(3)

Maximize WPCA =
r

∑

p=1

[

�p(PCp)
]

s.t : g(x) = xTx ≤ ρ2
.

multiplying the original response by a negative constant will 
solve the problem. This multiplication should be done before 
proceeding to the analysis of the principal component. How-
ever, when the responses have different optimization objec-
tives, another likely alternative is to apply the Taguchi’s 
signal-to-noise ratio [7], since it is considered more robust, 
simple, and may be efficiently applied for continuous qual-
ity improvement and quality control of process not only end 
milling but also any other machining operations, where mul-
tiple objectives come under consideration [3, 7].

Taguchi uses SNR to measure the quality characteristic 
deviating from the desired value and these characteristics 
vary depending on the type of problem under study, which 
may be classified as ‘‘smaller-the-better’’, ‘‘bigger-the-
better’’, and ‘‘nominal-is-best” [38]. Their mathematical 
expressions are represented by the Eqs.  (4), (5), and (6), 
respectively, where y denotes the performance indicator, 
subscript i is the experiment number, and N is the number 
of replicates of the experiment i. After the transformation, 
SNR must always be maximized, which makes it possible 
to standardize the optimization objectives for the individual 
responses [6].

2.2 � The weighted principal component analysis 
and signal‑to‑noise ratio applied to the 
multiobjective optimization

Given the discussion above, this paper proposes a hybrid 
approach able to standardize the optimization objectives 
of the original responses, to reduce dimensions, and, at the 
same time, to eliminate the correlation between the multiple 
responses. This approach, called WPCA-SNR method, is 
based on Taguchi’s signal-to-noise ratio and Principal Com-
ponent Analysis weighted by their respective eigenvalues.

The SNR-WPCA proposes that before constñructing 
the objective function and before carrying out the Princi-
pal Component Analysis, the signal-to-noise ratio must be 
applied to the original responses. A four-step process was 
developed to better understand the proposal approach, as it 
follows:

(4)SNR = −10 log10

(

∑N
i=1 y

2
i

N

)

(5)SNR = −10 log10

(

∑N
i=1 1/y

2
i

N

)

(6)

SNR = 10 log10

[

(

ȳ

s

)2
]

, ȳ = y1 + y2+, · · · ,+yN

N
,

and s =
∑

N

i=1 (yi − ȳ)
2

N − 1
.
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Step A: Apply the Taguchi’s signal-to-noise ratio for 
roughness responses according to Eq.  (4) and for MRR 
according to Eq. (5). Then, establish the Response Surface 
models on the normalized responses.

Step B: Perform the Principal Component Analysis on 
the normalized responses by Taguchi’s signal-to-noise ratio 
using the correlation matrix. Store their respective scores, 
eigenvalues, and eigenvectors. Then, using the scores 
obtained, establish Response Surface models for the sig-
nificant principal components.

Step C: Based on Eq.  (2), develop the SNR-WPCA 
index. In this work, SNR-WPCA was developed as such 
Eq.  (7), where, SNRPCp are the principal component 
scores that were extracted from the signal-to-noise ratio 
responses. Then, establish the Response Surface models on 
SNR-WPCA index. This model is the new response of the 
optimization problem.

Step D: Based on Eq.  (3), promote the optimization 
of the dry end milling process according to Eq.  (8). In 
WPCA-SNR approach, the optimal points were identified 
using the GRG algorithm, available from Microsoft Excel’s 
Solver®, on the respective presented formulation. The set 
of constraints g(x) = xT x ≤ ρ2 represents the experimental 
region, but other constraints can be added if it is necessary.

In terms of design factors, this proposal establishes the 
empirical models for multiple responses of the dry end mill-
ing process, but can be applied to any manufacturing process.

3 � Experimental method

The multiobjective optimization of dry end milling process 
employing to WPCA-SNR approach can be described at 
three stages. In the first stage, the Response Surface Meth-
odology (RSM) was employed to determine the objective 
functions for the original responses. RSM combines statis-
tical experimental design principles and mathematical tech-
niques which are useful for the modelling and analysis of 
problems, in which responses of interest are not known and 
are influenced by several variables [4]. In the second stage, 
the correlation structure among the responses was ana-
lysed and the process was optimized by the WPCA method, 
thereby obtaining a primary optimal solution; it character-
ized the necessity of standardization the original response. 

(7)SNR-WPCA =
r

∑

p=1

[

�p(SNRPCp)
]

.

(8)

Maximize SNR-WPCA =
r

∑

p=1

[

�p(SNRPCp)
]

s.t : g(x) = x
T
x ≤ ρ2

.

Therefore, Taguchi’s signal-to-noise ratio was applied for 
the original responses, and then, the third stage was initi-
ated. In the third stage, the proposal SNR-WPCA approach 
was applied, identifying a new optimal solution based on 
Taguchi’s signal-to-noise ratio and Principal Component 
Analysis weighted by their respective eigenvalues. At the 
end, the results obtained by the WPCA method and SNR-
WPCA method applied on the dry end milling process were 
compared.

3.1 � Experimental procedure and data analysis

In this work, the end milling parameters defined as input 
variables were feed per tooth (fz), axial depth of cut (ap), 
Cutting speed (Vc), and radial depth of cut (ae). These 
parameters were designed according to a central compos-
ite design (CCD), created for four parameters at two lev-
els totalling 16 factorials 

(

2k = 24 = 16
)

, eight axial points 
(2k = 8), and six center points. The additional centre point 
can be used to check for curvature. Furthermore, multiply-
ing the centre points is strongly recommended, since they 
can improve the estimates of the quadratic effects and allow 
additional degrees of freedom for error. In coded units, 
the centre points present values 0 [4] (Table  4). To spec-
ify the parameter levels, previous studies and preliminary 
tests were considered. The parameter levels were fixed, as 
shown in Table 2. In the CCD matrix, a coded distance (ρ) 
of 2.0 was adopted for the centre points to the axial points. 
The experiments were conducted in a random order, but the 
data were arranged in standard order for easier viewing of 
the experimental designing. The software Minitab® was 
used to build the experimental matrix and to perform the 
statistical analysis from the experimental data.

The set of the outputs variables included average surface 
roughness (Ra), maximum surface roughness (Ry), root-
mean-square roughness (Rq), ten-point height (Rz), maxi-
mum peak to valley (Rt), and material removal rate (MRR). 
We selected five roughness’s responses, because although 
they are considered similar in evaluating the machined sur-
face roughness, these parameters have not the same individ-
ual optimal points. Furthermore, they are highly correlated 
objective functions and have conflicting objectives with the 
MRR. Overall, since roughness and MRR exhibit positive 

Table 2   Cutting parameters and respective levels

Cutting parameters Levels (uncoded and coded)

−2 −1 0 +1 +2

Feed per tooth (fz, mm/tooth) 0.05 0.10 0.15 0.20 0.25

Axial depth of cut (ap, mm) 0.375 0.750 1.125 1.500 1.875

Cutting speed (Vc, m/min) 275 300 325 350 375

Radial depth of cut (ae, mm) 13.5 15.0 16.5 18.0 19.5
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correlation and considering that these objective functions 
are conflicting, there is a trade-off, where the WPCA-SNR 
approach could satisfactorily solve the problem.

MRR (cm3/min) in end milling process was calculated 
as follows:

with Vf (table feed, mm/min), N (spindle speed, RPM), Z 
(number of effective teeth of the tool, Z = 3), and i (num-
ber of experiments). N can be calculated as N

i
= Vci×1000

π×DCap
, 

where DCap (cutting diameter at cutting depth, of the tool, 
DCap = 25 mm).

The experiments were conducted on an FADAL, verti-
cal machining center, model VMC 15, Maximum power of 
15  kW, and maximum rotation speed of 7500 RPM. The 
tool overhang was 60  mm. The tool used was a positive 
end mill, code R390-025A25-11M with a 25 mm diameter, 
entering angle of χr − 90◦, and a medium step with three 
inserts (Fig. 1a). Three rectangular inserts were used with 
edge lengths of 11 mm each, code R390-11T308M-PM GC 
1025 (Fig. 1b). The insert material used was cemented car-
bide ISO P10 coated with TiCN and TiN by the PVD pro-
cess. The coating hardness was around 3000 HV3 and the 
substrate hardness 1650 HV3 with a grain size smaller than 
one. The surface roughness of the machined workpiece 
was measured using a Mitutoyo portable roughness meter, 
model Surftest SJ 201, with a cut-off length of 0.25 mm. 
All the milling experiments were performed under dry 
conditions.

The workpiece material was AISI 1045 steel (Fig.  1c), 
with hardness of approximately 180 HB. The dimensions 
of the workpiece were rectangular blocks square sections 
of 100 × 100 mm and lengths of 300 mm. In the present 
days, AISI 1045 is widely used for all industrial applica-
tions requiring more wear resistance and strength. This 
material shows good machinability in normalized as well 
as the hot rolled condition. Based on the recommendations 

(9)MRRi =
Vfi × api × aei

1000
= fz × N × Z × ap × ae

1000
given by the machine manufacturers, operations, such as 
tapping, milling, broaching, drilling, turning, and sawing, 
etc, can be carried out on AISI 1045 steel using suitable 
feeds, tool type, and speeds. The chemical composition of 
this steel is given in Table 3.

Once all the responses had been measured, they were 
assembled to compose the experimental matrix presented 
in Table 4 and used as a data source for the modelling and 
optimization of the process.

Experimentally, two least-squares-based models can be 
obtained: coded and uncoded based parameters. Montgom-
ery [4] considers that the statistical analyses of the results 
are usually carried out using the coded variables. However, 
the same author says that it is often necessary to convert 
coded units into the original responses. For quantitative 
variables, uncoded variables can be achieved by the inverse 
of the following:

where Xi stands for the coded value of the ith variable, x1 
stands for the original value of the ith variable, x̄1 stands for 
the center point value of the original ith variable, and �xi 
stands for the difference of the original two values of the 
ith variable. The half value of the difference is called the 
step size [4].

The coded units approach is better than uncoded, 
because it provides resources to eliminate any spurious sta-
tistical results due to different measurement scales for the 
factors. In addition, uncoded units often lead to collinearity 
among the terms in the model. This inflates the variability 

(10)Xi =
xi − x̄i
1
2
�xi

Fig. 1   a End milling tool, b 
cutting inserts, c workpiece

Table 3   Chemical composition of AISI 1045 steel

Element Fe C Mn Pmax Smax

(%) 98.510–98.980 0.420–0.500 0.600–0.900 0.040 0.050



1670	 J Braz. Soc. Mech. Sci. Eng. (2017) 39:1663–1681

1 3

in the coefficients estimates and makes them difficult to 
interpret. For these reasons, it was employed the model 
based on the coded units [4, 6].

4 � Results and discussion

4.1 � Development of mathematical model

Considering the goal to analyse the relation among end 
milling input parameters and responses, response surface 
models for the six end milling characteristics were devel-
oped. According to RSM, a lower order polynomial is usu-
ally employed. However, if the experimental space is in 
a region of curvature, then the process is fine-tuned by a 

second-order polynomial, such as described by the follow-
ing [4]:

where ŷ(x) represents the responses variables Ra, Ry, Rq, 
Rz, Rt, and MRR, fz, ap, Vc, and ae are the cutting param-
eters, βij are coefficients to be estimated, and ε is the error 
observed in the response.

The values of the coefficients of the polynomials were 
estimated by Ordinary Least-Squares (OLS) algorithm. 

(11)

ŷ(x) = β0 + β1fz + β2ap + β3Vc + β4ae + β11f
2

z

+ β22a
2

p
+ β33V

2

c
+ β44a

2

e
+ β12fzap + β13fzVc

+ β14fzae + β23apVc + β24apae + β34Vcae + ε

Table 4   Experimental design–
central composite design matrix

Exp. No Cutting parameters Original responses

Coded units Uncoded units Min. Max.

fz ap Vc ae fz ap Vc ae Ra Ry Rz Rq Rt MRR

1 −1 −1 −1 −1 0.10 0.75 300 15.00 1.18 5.53 5.16 1.37 5.63 12.89

2 1 −1 −1 −1 0.20 0.75 300 15.00 1.98 9.71 8.86 2.34 10.04 25.78

3 −1 1 −1 −1 0.10 1.50 300 15.00 1.17 5.01 4.76 1.36 5.14 25.78

4 1 1 −1 −1 0.20 1.50 300 15.00 1.48 7.89 7.00 1.82 7.94 51.57

5 −1 −1 1 −1 0.10 0.75 350 15.00 1.15 4.75 4.44 1.31 4.76 15.04

6 1 −1 1 −1 0.20 0.75 350 15.00 2.08 9.27 8.74 2.43 9.48 30.08

7 −1 1 1 −1 0.10 1.50 350 15.00 1.10 5.06 4.62 1.25 5.16 30.08

8 1 1 1 −1 0.20 1.50 350 15.00 1.69 8.05 7.39 2.00 8.30 60.16

9 −1 −1 −1 1 0.10 0.75 300 18.00 1.04 5.78 4.78 1.21 5.85 15.47

10 1 −1 −1 1 0.20 0.75 300 18.00 1.67 8.03 7.65 2.06 8.17 30.94

11 −1 1 −1 1 0.10 1.50 300 18.00 1.16 5.22 4.95 1.34 5.38 30.94

12 1 1 −1 1 0.20 1.50 300 18.00 1.82 9.13 8.18 2.19 9.27 61.88

13 −1 −1 1 1 0.10 0.75 350 18.00 1.19 5.33 5.13 1.37 5.49 18.05

14 1 −1 1 1 0.20 0.75 350 18.00 1.99 8.86 8.32 2.35 8.88 36.10

15 −1 1 1 1 0.10 1.50 350 18.00 1.18 5.13 4.79 1.36 5.35 36.10

16 1 1 1 1 0.20 1.50 350 18.00 1.74 8.52 7.48 2.07 8.74 72.19

17 −2 0 0 0 0.05 1.12 325 16.50 0.37 2.68 2.00 0.45 2.73 11.52

18 2 0 0 0 0.25 1.12 325 16.50 1.86 9.12 8.71 2.26 9.28 57.61

19 0 −2 0 0 0.15 0.37 325 16.50 1.54 6.69 5.99 1.75 6.84 11.52

20 0 2 0 0 0.15 1.87 325 16.50 1.16 6.13 5.47 1.39 6.20 57.61

21 0 0 −2 0 0.15 1.12 275 16.50 1.55 7.18 6.54 1.80 7.34 29.25

22 0 0 2 0 0.15 1.12 375 16.50 1.61 7.25 6.83 1.87 7.52 39.88

23 0 0 0 −2 0.15 1.12 325 13.50 1.56 6.87 6.52 1.81 7.07 28.28

24 0 0 0 2 0.15 1.12 325 19.50 1.60 7.09 6.72 1.85 7.49 40.85

25 0 0 0 0 0.15 1.12 325 16.50 1.57 6.90 6.48 1.82 7.10 34.57

26 0 0 0 0 0.15 1.12 325 16.50 1.63 7.22 6.81 1.90 7.39 34.57

27 0 0 0 0 0.15 1.12 325 16.50 1.66 7.35 6.90 1.94 7.43 34.57

28 0 0 0 0 0.15 1.12 325 16.50 1.59 7.25 6.59 1.83 7.39 34.57

29 0 0 0 0 0.15 1.12 325 16.50 1.61 7.18 6.70 1.87 7.33 34.57

30 0 0 0 0 0.15 1.12 325 16.50 1.61 7.18 6.69 1.85 7.32 34.57
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Then, the ANOVA procedure was applied to check the ade-
quacies of the models as well as their adjustments and to 
remove non-significant terms. Table 5 presents the obtained 
coefficients for the final full quadratic models and the main 
results of the ANOVA.

Regarding the adequacy, all regressions presented lower 
error S values. Furthermore, all regression p value pre-
sented less than 5  % significance. These results indicate 
that all expressions are adequate. Another important aspect 
in the statistical model-building process is associated with 
the amount of explicability of the dependent variables 
(y) by the predictors (x). It can be noted that the models 
found in the present work are adequate, once all of them 
exhibit Adj.R2 above 85 % [17]. The results of the normal-
ity test for the residuals of the RSM models showed that 
the residuals are normal, since all Anderson–Darling coeffi-
cients (AD) were less than 1.000 (with p values higher than 
5  % of significance). The Variance Inflation Factor (VIF) 
was also assessed. VIF values close to one imply that the 
predictors are not correlated. On the other hand, VIF val-
ues greater than five suggest that the regression coefficients 
were poorly estimated. All models showed VIF values 
close to one, indicating that the predictors were not corre-
lated and were well estimated.

Table 5 also shows the calculated curvature p values for 
the responses. It indicates that the experimental space for 

the roughness responses falls within the curvature region (p 
values less than 5  % of significance). As MRR is not an 
experimental response, there is no guarantee that the MRR 
equation will present curvature.

Although some non-significant terms were found, their 
exclusion from the complete model did not imply in predic-
tion variance reduction of the error S and reduced Adj.R2.

Therefore, the ANOVA results have showed that the 
developed models are reliable and can be used in predict-
ing, controlling, and optimizing this dry end milling pro-
cess of the AISI 1045 steel.

The analysis of variance for Response surface mod-
els and the main effects of process parameters on mean 
response characteristic are presented in Fig. 2. The results 
have shown that feed per tooth is the most influential factor 
to explain the behaviour of roughness responses, followed 
by axial depth of cut, whereas cutting speed and radial 
depth of cut have no impact on the roughness. On the other 
hand, MRR has been strongly influenced by feed per tooth 
and axial depth of cut, while cutting speed and radial depth 
of cut have a slight impact on MRR. These same results 
can also be found in Brito et al. [34], Charnjeet et al. [35], 
Costa et al. [1, 7], and Lopes et al. [8].

In fact, the authors described in Table 1 for end milling 
process have also published similar results. In Ginta et al. 
[31], for example, Ra is also more affected by the feed, 

Table 5   Estimated coefficients 
for the final quadratic models 
and ANOVA results

Bold values represent the individually significant terms (p value <5 %)

Coefficient Ra Ry Rz Rq Rt MRR

Constant 1.61 7.18 6.69 1.87 7.33 34.57

fz 0.34 1.69 1.60 0.43 1.72 11.52

ap −0.07 −0.18 −0.21 −0.07 −0.18 11.52

Vc 0.03 −0.05 0.01 0.02 −0.04 2.66

ae 0.00 0.05 0.03 0.01 0.06 3.14

fz
2 −0.11 −0.27 −0.29 −0.11 −0.28 0.00

ap
2 −0.05 −0.14 −0.19 −0.06 −0.15 0.00

Vc
2 0.00 0.06 0.05 0.01 0.07 0.00

ae
2 0.00 0.00 0.03 0.01 0.04 0.00

fz × ap −0.07 −0.08 −0.20 −0.07 −0.10 3.84

fz × Vc 0.03 0.08 0.06 0.03 0.08 0.89

fz × ae 0.00 −0.09 −0.06 0.01 −0.13 1.05

ap × Vc −0.03 0.02 −0.05 −0.03 0.06 0.89

ap × ae 0.06 0.20 0.18 0.06 0.23 1.05

Vc × ae 0.01 0.04 0.05 0.02 0.05 0.24

Adj.R2 (%) 93.84 92.78 94.32 95.11 92.94 99.90

Standard error (S) 0.09 0.43 0.37 0.09 0.44 0.48

Regression p value 0.00 0.00 0.00 0.00 0.00 0.00

VIF <1.10 <1.10 <1.10 <1.10 <1.10 <1.10

Normality (AD) test 0.31 0.51 0.33 0.26 0.55 2.53

Normality (AD) p value 0.54 0.12 0.51 0.68 0.14 <5 %

Curvature p value 0.00 0.00 0.00 0.00 0.00 *
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followed by cutting speed and axial depth of cut. According 
to authors, this is related to the effect of vibration, built-up 
edge, and other phenomena that occur during machining. 
Thangarasu, Devaraj, and Sivasubramanian [32], on the 
other hand, have affirmed that Ra is more affected by the 
depth of cut and feed rate than that of the spindle speed, so 
that the depth of cut is the most critical factor for attaining 
the MRR while reducing the value of Ra. At the same time, 

in Chahal et  al. [33], Ra has been significantly influenced 
by table feed rate and step over followed by spindle speed 
and depth of cut. Coolant pressure has a slight impact on 
surface roughness. On the other hand, MRR has been sig-
nificantly influenced by depth of cut and step over followed 
by feed rate and spindle speed, whereas coolant pressure 
has no impact on MRR. Finally, in Kumar e Davis [36], the 
only significant factor found for the end milling operation 
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Fig. 2   Effects of process parameters on mean response characteristic
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of AISI Steel 410 was speed, whose effect on the surface 
roughness has to be considered. While none of the factors 
were found to be significant for the milling operation of 
Aluminum 6061.

Therefore, the results above-mentioned prove that feed 
per tooth, axial depth of cut, and cutting speed appear to 
have been the most important factors on the roughness and 
the MRR in the end milling process.

4.2 � Correlation analysis

Using correlation analysis, the existence of a strong, posi-
tive correlation, with statistical significance, between the 
roughness responses, and a moderate, positive correlation 
between roughness responses and MRR can be observed 
(Table 6).

Since the responses of the dry end milling process are 
multi-correlated, using PCA method to optimize is thus jus-
tified. In the following sections, these components are opti-
mized using the weighted approach of Principal Component, 
and weighted Principal Component with Taguchi’s signal-to-
noise ratio approach, to decide optimal factor levels.

4.3 � Optimization by the weighted principal component 
analysis method (WPCA)

The Principal Component Analysis was first performed to 
find the uncorrelated principal components needed to rep-
resent the original responses. Thus, using the correlation 

matrix, the principal components scores were extracted 
from the original responses and stored (Table 8) with their 
respective eigenvalues and eigenvectors (Table 7). The first 
and second principal components are responsible for of 
99 % of the variation structure of the six dry end milling 
responses (Table 7).

By Kaiser’s criteria, only PC1 could be use in the 
optimization. However, it can be noted that, while PC1 
represents the roughness responses, since the coeffi-
cients of these terms have the same signal and are not 
close to zero, PC2 represents the MRR response. In other 
words, there is a strong positive correlation between 
PC1 and the quality characteristics studied, and a strong 
positive correlation between PC2 and MRR. Thus, it is 
necessary to select both PC’s. Thus, most of the data 
structure can be captured in two underlying dimensions. 
The remaining principal components account for a very 
small proportion of the variability and are considered 
unimportant.

To performing PC1 and PC2 as a valid method, it is 
important to check for outliers, because they can signifi-
cantly influence your results. The observations’ squared 
Mahalanobis distance can be used for this type of situa-
tion. The squared Mahalanobis distances accounts for 
the distance between and a group and an observation to 
identify outliers in the multivariate space. A point above 
the line reference represents an unusual observation [39]. 
According to Groot, Postma, and Melssen [39], it is a 
more powerful multivariate method for detecting outliers 

Table 6   Correlation structure 
between the responses

Cells: Pearson correlation (P value)

Ra Ry Rz Rq Rt

Ry 0.956 (0.000)

Rz 0.976 (0.000) 0.990 (0.000)

Rq 0.996 (0.000) 0.972 (0.000) 0.990 (0.000)

Rt 0.955 (0.000) 0.999 (0.000) 0.990 (0.000) 0.969 (0.000)

MRR 0.481 (0.023) 0.557 (0.007) 0.512 (0.015) 0.508 (0.016) 0.561 (0.007)

Table 7   Principal component 
analysis: WPCA method Eigenvalue (�ij) 5.254 0.683 0.058 0.007 0.002 0.000

Proportion 0.875 0.114 0.010 0.001 0.000 0.000

Cumulative 0.875 0.989 0.999 1.000 1.000 1.000

Eigenvectors (eij) PC1 PC2 PC3 PC4 PC5 PC6

Ra 0.425 −0.212 0.601 −0.391 −0.298 0.415

Ry 0.433 −0.057 −0.493 −0.238 0.571 0.428

Rz 0.434 −0.105 −0.106 0.815 −0.266 0.233

Rq 0.430 −0.165 0.392 0.137 0.504 −0.601

Rt 0.433 −0.056 −0.462 −0.327 −0.510 −0.478

MRR 0.268 0.954 0.133 −0.007 −0.004 0.011
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than examining one variable at a time, because it considers 
the different scales between variables and the correlations 
among them.

Thus, an outlier identification plot was included to assess 
eventual observations that could influence the inflation 
of regression coefficients (Fig.  3). All points are located 
below the reference line. This implies that the multivariate 
approach is an adequate option for the end milling data and 
that only the first two principal components are necessary 
to form the WPCA index.

Considering the scores calculated in the PCA (Table 8) 
and modelling them according to RSM, Eqs. (12) and (13) 
were obtained. To OLS algorithm was employed to esti-
mate the coefficients.
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Fig. 3   Multivariate outlier’s detection for WPCA method

Table 8   Results for WPCA method and SNR-WPCA method

* Denotes an observation with a large standardized residual

WPCA method Signal-to-noise responses SNR-WPCA method

PC1 PC2 WPCA SNR/Ra SNR/Ry SNR/Rz SNR/Rq SNR/Rt SNR/MRR SNR-PC1 SNR-PC2 SNR-WPCA

1 −2.19 −0.82 −12.08 −1.44 −14.85 −14.25 −2.73 −15.01 22.21 3,08 −1,33 14,93

2 3.27 −1.43 16.18 −5.93 −19.74 −18.95 −7.38 −20.03 28.23 −3,17 −1,30 −17,40

3 −2.37 0.04 −12.44 −1.36 −14.00 −13.55 −2.67 −14.22 28.23 3,31 0,22 17,31

4 1.03 0.90 6.03 −3.41 −17.94 −16.90 −5.20 −18.00 34.25 −0,91 0,88 −4,04

5 −2.89 −0.54 −15.55 −1.21 −13.53 −12.95 −2.35 −13.55 23.55 4,14 −0,82 20,81

6 3.25 −1.22 16.24 −6.36 −19.34 −18.83 −7.71 −19.54 29.57 −3,20 −1,04 −17,36

7 −2.52 0.39 −12.94 −0.83 −14.08 −13.29 −1.94 −14.25 29.57 3,58 0,70 19,07

8 1.86 1.19 10.56 −4.56 −18.12 −17.37 −6.02 −18.38 35.59 −1,75 0,95 −8,34

9 −2.46 −0.51 −13.26 * * * * * 23.79 * * *

10 1.43 −0.62 7.06 4.45 18.90 17.67 6.28 18.24 29.81 −1,46 −0,49 −7,93

11 −2.15 0.34 −11.03 −1.29 −14.35 −13.89 −2.54 −14.62 29.81 3,00 0,60 15,99

12 3.00 1.02 16.43 −5.20 −19.21 −18.26 −6.81 −19.34 35.83 −2,84 0,77 −14,12

13 −2.19 −0.50 −11.85 −1.51 −14.53 −14.20 −2.73 −14.79 25.13 3,02 −0,61 15,17

14 2.78 −0.70 14.13 −5.98 −18.95 −18.40 −7.42 −18.97 31.15 −2,79 −0,53 −14,85

15 −2.09 0.65 −10.53 −1.44 −14.20 −13.61 −2.67 −14.57 31.15 2,96 0,92 16,03

16 2.46 1.83 14.16 −4.81 −18.61 −17.48 −6.32 −18.83 37.17 −2,24 1,25 −10,65

17 −6.52 0.35 −33.98 * * * * * 21.23 * * *

18 3.19 0.67 17.21 −5.39 −19.20 −18.80 −7.08 −19.35 35.21 −3,05 0,54 −15,38

19 −0.55 −1.40 −3.83 −3.75 −16.51 −15.55 −4.86 −16.70 21.23 0,88 −2,21 2,87

20 −1.03 1.85 −4.16 −1.29 −15.75 −14.76 −2.86 −15.85 35.21 1,74 1,80 10,38

21 0.24 −0.42 0.96 −3.81 −17.12 −16.31 −5.11 −17.31 29.32 −0,18 −0,31 −1,17

22 0.71 0.14 3.81 −4.14 −17.21 −16.69 −5.44 −17.52 32.02 −0,68 0,25 −3,33

23 0.08 −0.46 0.11 −3.86 −16.74 −16.28 −5.15 −16.99 29.03 −0,01 −0,38 −0,34

24 0.61 0.23 3.36 −4.08 −17.01 −16.55 −5.34 −17.49 32.22 −0,56 0,33 −2,65

25 0.22 −0.09 1.08 −3.92 −16.78 −16.23 −5.20 −17.03 30.77 −0,15 0,04 −0,75

26 0.62 −0.20 3.13 −4.24 −17.17 −16.66 −5.58 −17.37 30.77 −0,61 −0,07 −3,21

27 0.77 −0.24 3.87 −4.40 −17.33 −16.78 −5.76 −17.42 30.77 −0,77 −0,12 −4,08

28 0.45 −0.13 2.28 −4.03 −17.21 −16.38 −5.25 −17.37 30.77 −0,41 0,00 −2,12

29 0.52 −0.17 2.60 −4.15 −17.12 −16.52 −5.45 −17.30 30.77 −0,49 −0,04 −2,57

30 0.49 −0.16 2.44 −4.14 −17.12 −16.51 −5.34 −17.29 30.77 −0,46 −0,03 −2,40
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The WPCA values reported in Table 8, obtained accord-
ing to Eq. (2), turn into WPCA = �1(PC1)+ �2(PC2), and 
has considered the first eigenvalue as (�1 = 5.254) and 
second eigenvalue as (�2 = 0.683), according to Table  7. 
Applying the OLS algorithm, the multivariate objective 
function can be written as:

The ANOVA results for PC1, PC2, and WPCA expres-
sions presented lower error S values, and the regression p 
value represented less than 5 % of significance. The mod-
els presented Adj.R2 value above 85 %. These results indi-
cate that all expressions are adequate and the full quadratic 
models of PC1, PC2, and WPCA were considered. Figure 4 
represents the WPCA multivariate objective function as a 
function of the variables fz and ap, given that feed per tooth 
(fz) and axial depth of cut (ap) were the most significant for 
all expressions.

As previously mentioned, the direction of optimiza-
tion of the WPCA index can be established by analysing 
the correlation between WPCA and each original response. 
The inspection of the eigenvectors reveals the kind of rela-
tionship that exists between the ith WPCA index and the 
original responses.

Examining the eigenvectors (Table  7), it is possible to 
observe that although there is a reasonable explanation 
observed between PC1 and MRR response, roughness is 
mainly composed by the first principal component. On the 
other hand, MRR is mostly composed by PC2. Further-
more, the direction of optimization (or direction of correla-
tion) between PC1 and all the responses is positive. On the 
other hand, the direction of optimization (or direction of 
correlation) between roughness and PC2 is negative, while 
the direction of optimization is positive for PC2 and MRR.

(12)

PC1 = 0.510+ 2.390fz − 0.114ap + 0.086Vc + 0.100ae

− 0.473f 2z − 0.255a2p + 0.061V2
c + 0.029a2e

− 0.187fzap + 0.134fzVc − 0.052fzae − 0.044apVc

+ 0.319apae + 0.073Vcae

Adj− R
2 = 95.26 %

(13)

PC2 = −0.165+ 0.106fz + 0.801ap + 0.137Vc + 0.183ae

+ 0.149f 2z + 0.078a2p − 0.013V2
c − 0.008a2e

+ 0.321fzap + 0.017fzVc + 0.073fzae

+ 0.084apVc − 0.023apae − 0.005Vcae

Adj− R
2 = 97.38 %.

(14)

WPCA = 2.567+ 12.619fz − 0.0.054ap + 0.544Vc + 0.650ae

− 2.382f 2z − 1.2285a2p + 0.310V2
c ++0.149a2e

− 0.763fzap + 0.716fzVc − 0.223fzae

− 0.175apVc + 1.657apae + 0.381Vcae

Adj− R2 = 95.58 %.

Primarily, when PC1 is maximized, all the responses will 
also be maximized, and minimizing PC1 implies in mini-
mizing all responses. When PC2 is maximized, roughness 
will be minimized and MRR values will be maximized. 
On the other hand, minimizing PC2 both the roughness and 
MRR responses will be maximized. Analogously, maximiz-
ing WPCA will maximize all responses, while minimizing 
it will minimize all responses.

To improve the end milling process, the roughness 
responses must be minimized, while material removal 
rate must be maximized. Thus, the study of the eigenvec-
tors shows that it is impossible to minimize the roughness 
responses and maximize MRR simultaneously.

In this case, to comply with the objectives of the second 
part of this paper, two strategies will be proposed and com-
pared: (a) to maximize WPCA and (b) to minimize WPCA. 
Probably, these multivariate optimization approaches by 
the WPCA method can lead to MRR minimization, or 
roughness surface maximization.

In both cases, using the GRG algorithm to solve the 
system of Eq.  (3), the maximization and minimization of 
WPCA can be established according to Eqs. (15) and (16), 
respectively. The constraint of the experimental region 
x
T
x ≤ 22 was considered, since ρ for CCD with control 

factors k = 4 is 2. Table  9 exhibits the optimal solution 
found.

and,

In Table  9, Target and Nadir values of each origi-
nal response were determined by individual constraint 
minimization (for roughness responses) and individual 

(15)

Maximize WPCA = �1(PC1)+ �2(PC2)

s.t : g(x) = xTx ≤ 2
2

(16)

Minimize WPCA = �1(PC1)+ �2(PC2)

s.t : g(x) = xT x ≤ 2
2
.

vc 0
ae 0
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-40
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Fig. 4   WPCA surface plot as a function of ap and fz
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constraint maximization (for MRR response), such as 
ζyi = Min

x∈Ω

[

ŷj(x)
]

 and ζyi = Max
x∈Ω

[

ŷj(x)
]

, respectively. The 

target value corresponds to the best possible values, while 
Nadir value corresponds to the worst values. These values 
are considered as specification limits for the optimization 
problem.

As expected, the achieved optimum solutions by the 
WPCA method do not satisfy the end milling process 
improvement. It can be observed that when WPCA is maxi-
mized, the method tends to the MRR optimal values, while, 
at the same time, obtains high roughness values which are 
outside the specifications limits. On the other hand, when 
WPCA is minimized, the WPCA method tends to the 
roughness optimal values, in detriment of productivity.

4.4 � Optimization by the weighted principal component 
analysis combined with Taguchi’s signal‑to‑noise 
ratio method (SNR‑WPCA)

Although the WPCA method can be very useful to elimi-
nating correlated responses that will be optimized, they 
may conduct the results to inadequate optimum solutions 
if there are variables in the set with inverse directions of 
optimization. The results previously reported by the WPCA 
method showed that the maximization or minimization of 
the principal components favored some end milling char-
acteristics and not others. Therefore, the WPCA method 
was applied to a new optimization to improve these results 
through standardization of optimization objectives of the 
original responses. For this, the Taguchi’s signal-to-noise 
ratio (SNR) was applied before principal components anal-
ysis. In this part of the experiment, the steps previously 
described were developed.

4.4.1 � Step A. Taguchi’s signal‑to‑noise ratio and RSM 
models

The Taguchi’s signal-to-noise ratio was calculated accord-
ing to Eq. (4) for average surface roughness (Ra), maximum 
surface roughness (Ry), root-mean-square roughness (Rq), 
ten-point height (Rz), maximum peak to valley (Rt), and 

according to Eq. (5) for material removal rate (MRR). The 
calculated values for SNR/Ra, SNR/Ry SNR/Rz SNR/Rq 
SNR/Rt, and SNR/MRR are presented in Table  8. Then, 
the OLS algorithm was applied on normalized responses, 
and the results can be observed in Table 10. It can be noted 
that all expressions presented lower error S values and the 
regression p-value were less than 5 % of significance. The 
Adj.R2 value is above 85 %. All the residuals are normal. 
Thus, the ANOVA results show that the final full quadratic 
models are reliable and can be used for the optimization of 
this process.

4.4.2 � Step B. Principal component analysis for the 
Taguchi’s SNR responses and RSM models

Once the original responses were normalized by Taguchi’s 
signal-to-noise ratio, PCA was performed on the data, 
considering the correlation matrix. The principal com-
ponents scores were extracted and stored (Table  8) with 
their respective eigenvalues and eigenvectors (Table  11). 
PC1 and PC2 are responsible for the explanation of 99.1 % 
of the variation structure within the six SNR responses 
(Table  11). The multivariate outlier’s detection (squared 
Mahalanobis distances) showed no unusual points (Fig. 5). 
Furthermore, it can be noted that PC1 is mostly related to 
standardized roughness and that PC2 relate to SNR-MRR 
(Table 11). These analyses imply that both PC1 and PC2 are 
necessary to form the SNR-WPCA index. 

The OLS algorithm applied on PC1 and PC2 yielded 
the results that can be observed in Table 10. The ANOVA 
results show that the final full quadratic models are reliable 
and can be used for the optimization of this process.

4.4.3 � Step C. SNR‑WPCA index and RSM models

Finally, the SNR-WPCA multivariate objective function 
was developed considering the first and second princi-
pal component scores and their respective eigenvalues, 
(�1 = 5.178) and (�2 = 0.762) as weights, yielding the 
following:

(18)SNR-WPCA = �1(SNPC1)+ �2(SNPC2).

Table 9   Optimal solutions for 
the dry end milling process 
obtained with WPCA method

Optimal solution Parameters Quality Productivity

fz ap Vc ae Ra Ry Rz Rq Rt MRR

Targets (ζyj ) 0.15 1.13 325 16.5 0.47 2.71 2.32 0.55 2.72 77.38

Nadir value – – – – 1.62 8.47 7.48 1.96 8.60 10.91

Mean values – – – – 1.49 6.92 6.37 1.74 7.07 34.57

 Max WPCA 0.24 1.02 346 16.58 2.00 9.54 8.91 2.40 9.69 53.71

 Min WPCA 0.05 1.07 327 16.39 0.47 2.73 2.32 0.55 2.75 11.01

Units mm/tooth mm m/min mm μm μm μm μm μm cm3/min
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The SNR-WPCA values were stored in Table 8.
Considering the observations calculated in the SNR-

PCA formulation, the values of the coefficients were esti-
mated by the OLS algorithm, and the second-order math-
ematical model was developed as follows:

(19)

SNR-WPCA = −2.54− 10.217fz + 2.190ap + 0.542vc − 1.252ae

− 0.837fz2 + 2.751ap2 + 0.527vc2 + 0.714ae2

+ 0.185fz × ap − 1.908fz × vc + 1.528fz × ae

− 0.820ap × vc − 0.516ap × ae + 0.520vc × ae .

Then, the ANOVA procedure was applied to check 
for adequacies of the model as well as their adjustment. 
Table  10 presents the obtained coefficients for the final 
full quadratic model and the main results of the ANOVA. 
Since the regression p value presented less than 5 % of sig-
nificance and lower error S value was presented, it can be 
seen that the expression SNR-WPCA is adequate. Regard-
ing adjustments, the model presented Adj.R2 values above 
85 %, indicating a good adjustment. Furthermore, the cal-
culated curvature p values show that the experimental space 

Table 10   Estimated coefficients for the final quadratic models and ANOVA results

Bold values represent the individually significant terms (p value <5 %)

Coefficient Signal-to-noise ratio responses Principal component SNR-WPCA

SNR/Ra SNR/Ry SNR/Rz SNR/Rq SNR/Rt SNR/MRR SNR/PC1 SNR/PC2

Constant −4.147 −17.121 −16.512 −5.429 −17.296 30.772 −0.482 −0.038 −2.522

fz −1.891 −2.245 −2.129 −2.050 −2.221 3.171 −2.790 0.116 −10.191

ap 0.413 0.167 0.256 0.360 0.165 3.171 0.144 0.889 2.209

Vc −0.136 0.025 0.010 −0.084 0.020 0.670 −0.085 0.145 0.456

ae −0.043 −0.035 −0.066 −0.056 −0.071 0.794 −0.115 0.174 −1.249

fz
2 0.590 0.532 0.442 0.549 0.538 −0.595 0.682 0.071 −0.834

ap
2 0.384 0.212 0.314 0.361 0.226 −0.595 0.412 −0.049 2.744

Vc
2 0.022 −0.047 −0.022 0.008 −0.060 0.016 −0.022 −0.006 0.529

ae
2 0.021 0.026 −0.001 0.014 −0.015 0.005 0.013 −0.005 0.713

fz × ap 0.282 0.126 0.196 0.266 0.138 0.000 0.253 0.070 0.181

fz × Vc −0.176 −0.052 −0.100 −0.141 −0.069 −0.000 −0.133 −0.050 −1.909

fz × ae 0.013 0.053 0.097 −0.003 0.114 0.000 0.065 0.016 1.531

ap × Vc 0.116 0.013 0.044 0.118 −0.039 −0.000 0.066 0.021 −0.824

ap × ae −0.287 −0.261 −0.198 −0.253 −0.270 0.000 −0.316 −0.075 −0.511

Vc × ae −0.061 −0.134 −0.089 −0.081 −0.136 −0.000 −0.125 −0.019 0.523

Adj.R2 (%) 92.76 93.99 93. 89 94.79 93.54 98.96 95.18 96.49 87.87

Standard error (S) 0.443 0.445 0.440 0.392 0.460 0.435 0.499 0.163 2.689

Regression p value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

VIF <1.10 <1.10 <1.10 <1.10 <1.10 <1.10 <1.50 <1.50 <1.50

Normality (AD) test 0.274 0.237 0.210 0.235 0.154 1.257 0.297 0.547 0.485

Normality (AD) p value 0.635 0.762 0. 844 0.769 0.951 <0.005 0.565 0.146 0.215

Curvature p value 0.000 0.000 0.000 0.000 0.000 * 0.001 0.144 0.001

Table 11   Principal component 
analysis: SNR-WPCA method Eigenvalue (�ij) 5.178 0.762 0.050 0.007 0.002 0.000

Proportion 0.863 0.127 0.008 0.001 0.000 0.000

Cumulative 0.863 0.990 0.998 1.000 1.000 1.000

Eigenvectors (eij) SNR-PC1 SNR-PC2 SNR-PC3 SNR-PC4 SNR-PC5 SNR-PC6

SNR-Ra 0.427 0.217 0.638 −0.299 −0.364 0.377

SNR-Ry 0.437 0.041 −0.453 −0.309 0.510 0.497

SNR-Rz 0.437 0.078 −0.222 0.797 −0.283 0.194

SNR-Rq 0.433 0.162 0.381 0.185 0.576 −0.524

SNR-Rt 0.437 0.036 −0.412 −0.381 −0.441 −0.547

SNR-MRR −0.241 0.958 −0.156 −0.001 −0.003 −0.014
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for the SNR-WPCA multivariate objective response falls 
within the curvature region. The result of the normality test 
for the residuals demonstrates that the residuals are normal 
and uncorrelated for SNR-WPCA model (p value >5 % of 
significance). Even though some non-significant terms were 
found, their exclusion from the complete model increased 
the error S and reduced Adj.R2. A full second-order model 
was then considered to surpass this problem. Therefore, the 
ANOVA results showed that the developed model is reliable 
and can be used in optimizing the dry end milling process.

Figure 6 represents the SNR-WPCA multivariate objec-
tive function as a function of the parameters feed per tooth 
(fz), axial depth of cut (ap), cutting speed (Vc), and radial 
depth of cut (ae).

4.4.4 � Step D. SNR‑WPCA index and RSM models

Employing the GRG algorithm available from Micro-
soft Excel’s Solver® routine for the system of Eq. (8), the 
maximization of the set of pre-processed response can be 
established according to Eq. (20). The non-linear constraint 
x
T
x ≤ 22 was also considered.

The maximization of the SNR-WPCA was used due 
to the mathematical nature of the signal-to-noise ratio; it 
must be always maximized. In this case, it is not a prob-
lem. Examining the eigenvectors (Table 11), it is possible 
to observe that the direction of optimization (or direction 
of correlation) between the PC1 and all the roughness 
responses is positive, while the direction of optimization 
(or direction of correlation) between the PC1 and MRR is 
negative. On the other hand, the direction of optimization 
between PC2 and all the responses is negative.

Since the first principal component consists mostly 
by the roughness and that the PC2 consists mostly by 
the MRR, it can be find out that when PC1 and PC2 are 
maximized, both roughness and MRR will be maximized. 
Therefore, all the objectives of the SNR responses will be 
achieved.

The optimization results are presented in Table  12 and 
can be compared with the Targets (ζyi) and Nadir values of 
the original responses.

(20)

Maximize SNR-WPCA = �1(SNRPC1)+ �2(SNRPC2)

s.t : g(x) = x
T
x ≤ 2

2
.
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plot as a function of the end 
milling parameters
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According to the results present in Table  12, it can be 
observed that to maximize the MRR, while minimiz-
ing surface quality simultaneously, fz  =  0.08  mm/tooth, 
ap = 1.62 mm, Vc = 331 m/min, and ae = 15.49 mm are 
the values that attained the desired quality conditions using 
the SNR-WPCA method for dry end milling process.

Similar results were also obtained by Costa et  al. [1]. 
The authors analysed the optimal parameters in a multi-
objective optimization problem, in end milling process, to 
find at the same time, the maximum volume of removed 
material, and minimum surface roughness. In this article, 
fz =  0.09 mm/tooth, ap =  1.73 mm, Vc =  333.78 m/min, 
and ae =  16.20  mm have been considered as the optimal 
cutting parameters to obtain values of 0.91, 4.34, 3.95, 
1.06, and 4.44 μm (Ra, Ry, Rz, Rq, Rt, respectively), while a 
value of 33.88 cm3/min has been obtained for MRR.

There are some physical explanations of the AISI 1045 
end milling process that can justify the results found from 
this study. For example, the lower feed per tooth (fz) mini-
mizes the roughness of the part, because it promotes a geo-
metric effect of the inserts on the tips of peaks of the milled 
surface texture irregularities. The depth of cut (ap) obtained, 
near the level (+1) of DOE design, allows the mill to work 
with the main cutting edge and not just the nose radius 
(r = 0.8 mm). This makes it easier to shear the workpiece 
material and prevents the formation of a lateral flow on the 
chip, which could harm the finish and increase the rough-
ness [40]. The larger the depth of cut the greater the produc-
tivity. The radial depth of cut (ae) obtained, near the level 
(−1) of DOE design, enables the mill to work with its cen-
tre within the workpiece, with a ratio ae/Dc of around 62 %. 
This ratio of radial depth of cut with cutting diameter (Dc) 
is considered optimal in terms of tool-workpiece engage-
ment for asymmetrical down cut end mill, which causes 
it less prone to the vibration process [40]. The smaller the 
vibration the lower the surface roughness. The cutting speed 
(Vc) obtained per optimization method, near to level (0) of 
DOE design, enables the mill to work on a medium rotation. 
This makes it less likely that a vibration is brought to the 
rotation system of the machine tool and workpiece, since 
the machine used in the tests has longer than 10 years.

Thangarasu, Devaraj, and Sivasubramanian [32], Chahal 
et al. [33] and Singh et al. [35] have put forward the same 

arguments, as the ones referred to above when roughness 
and MRR have been analysed in the end milling process. 
Ginta et al. [31] have also affirmed that an increase in cut-
ting speed, axial depth of cut, and feed per tooth leads to 
increase in the surface roughness.

Furthermore, all optimized responses were established 
within the specification limits and relatively close to their 
Utopia point, which suggests that this approach gives a bet-
ter solution than the WPCA method.

The numerical results indicate that the solutions found 
by WPCA-SNR approach were characterized as more 
appropriate optimal point in relation to one obtained with 
the WPCA method. Thus, the SNR-WPCA method showed 
itself to be a good technique to the optimization of the AISI 
1045 dry end milling process.

5 � Confirmation experiments

To verify the reproducibility of the results, a series of 
three confirmation experiments were run with the opti-
mal combination of the dry end milling parameters, i.e., 
fz = 0.08 mm/tooth, ap = 1.62 mm, Vc = 331 m/min, and 
ae = 15.49 mm. Table 13 presents these results and shows 
that most of the responses presented real values close to 
the predicted ones. It can be observed here that the SNR-
WPCA method successfully conducted the process to a 
compatible result with the expected objectives.

6 � Conclusion

This paper presents an approach, called weighted prin-
cipal component analysis, combined with Taguchi’s 

Table 12   Optimal solutions 
for the dry end milling process 
obtained with the SNR-WPCA 
method

Optimal solution Parameters Quality Productivity

fz ap Vc ae Ra Ry Rz Rq Rt MRR

Targets (ζyj ) 0.15 1.13 325 16.5 0.47 2.71 2.32 0.55 2.72 77.38

Nadir value – – – – 1.62 8.47 7.48 1.96 8.60 10.91

Mean values – – – – 1.49 6.92 6.37 1.74 7.07 34.57

Max WPCA-SNR 0.08 1.62 331 15.49 0.82 3.84 3.56 0.96 3.89 26.59

Units mm/tooth mm m/min mm μm μm μm μm μm cm3/min

Table 13   Optimal solutions for the dry end milling process obtained 
with the SNR-WPCA method

Experiments Ra Ry Rz Rq Rt

1 0.89 3.92 3.49 1.01 3.99

2 0.87 4.49 3.95 1.04 4.26

3 0.85 4.31 3,87 1.01 4.24
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signal-to-noise ratio (SNR-WPCA). SNR-WPCA was 
developed to optimize multiple correlated responses pre-
senting different objectives optimization. Although capa-
ble of considering the correlation between the responses, 
the weighted principal component analysis (WPCA) can 
conduct the results to inadequate optimum solutions when 
the multiple responses present conflicting objectives of 
optimization. We proposed here a standardization of the 
optimization objectives of the original responses, by Tagu-
chi’s signal-to-noise, before principal component analysis. 
Response Surface Methodology, applied to model the dry 
end milling characteristics, developed statistically signifi-
cant mathematical models.

The numerical results indicate that the solution found 
by SNR-WPCA approach was characterized as a more 
appropriate optimal point in relation to one obtained 
with the WPCA. Considering the SNR-WPCA method, 
fz  =  0.08  mm/tooth, ap  =  1.62  mm, Vc  =  331  m/min, 
and ae =  15.49 mm are the optimal parameters for mini-
mize roughness, and maximize material removal rate, 
simultaneously.

On the other hand, the results reported by the WPCA 
method showed that the maximization or minimization 
of this function favors some characteristics and not oth-
ers. I.e., when WPCA is maximized, the optimized MRR 
is established within the specification limits and relatively 
close to his target. However, this approach presents high 
roughness values. The opposite is also true. When WPCA 
is minimized, the optimized roughness responses are estab-
lished very close to their targets and within the specifica-
tion limits.

Therefore, the SNR-WPCA method showed itself capa-
ble to surpass the drawbacks of the WPCA method. The 
SNR-WPCA method showed itself to be a good tech-
nique to the optimization of the AISI 1045 dry end mill-
ing process when the multiple quality characteristics meas-
ured are highly correlated and with different optimization 
objectives.

The models’ capability of predicting the results was 
verified by the confirmation experiments; low errors were 
observed between the theoretical and the real values.

Finally, the results are particularly useful for scientists 
and engineers to determine which parameters of the end 
milling process without cutting fluids are able to achieve, at 
the same time, the maximum rate of removed material, and 
minimum surface roughness.
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