
Vol.:(0123456789)

Acta Geodaetica et Geophysica (2020) 55:101–117
https://doi.org/10.1007/s40328-019-00283-3

1 3

ORIGINAL STUDY

Desert seismic random noise reduction framework based 
on improved PSO–SVM

Mo Li1 · Yue Li1  · Ning Wu1 · Yanan Tian1 · Teng Wang1

Received: 19 August 2019 / Accepted: 27 December 2019 / Published online: 31 January 2020 
© Akadémiai Kiadó 2020

Abstract
As one of the major regions of carbonate rock oil–gas exploration in western China, 
Tazhong area of the Tarim Basin has severe environment and complex ground surface con-
ditions, hence the signal to noise ratio (SNR) of the field seismic data is extremely low. To 
improve the SNR of desert seismic data is a crucial step in the following work. However, 
the random noise in desert seismic characterizes by non-stationary, non-gaussian, non-lin-
ear and low frequency, which are very different from the random Gaussian noise. In addi-
tion, the effective signals of desert seismic generally share the same frequency band with 
strong random noise. These all make some traditional denoising methods cannot suppress 
it well. Therefore, a new noise suppression framework based on improved PSO–SVM is 
proposed in this paper. First, we extract the correlation of noisy desert seismic data to form 
feature vector. Subsequently, the model of improved PSO–SVM was built to classify the 
extracted feature, thereby identifying the position of the seismic events. Finally, second-
order TGV filter was applied for obtaining denoised results. We perform tests on synthetic 
and field desert seismic record and the denoising results show that the proposed method 
can effectively preserve effective signals and eliminate random noise.

Keywords Desert random noise attenuation · Correlation · Particle swarm optimization 
(PSO) · Support vector machine (SVM) · Second order total generalized variation (Second-
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1 Introduction

Tazhong area of Tarim Basin in western China is one of the main areas for carbonate 
oil–gas exploration. Since this area is covered by desert with harsh environment and 
complex surface conditions, the SNR of the field record is extremely low. With the con-
tinuous development of seismic exploration technology, the requirements for the quality 
of seismic data are becoming higher and higher. To improve the SNR of desert seismic 
data has become an important aspect of the processing work. Different from mountain 
land, forest belt and other regions, the sand layer in the desert region is loose. This leads 
to the desert seismic noise possesses strong energy. Additionally, the loose sand will 
absorb most of high-frequency noise. This results in the consequence that desert seismic 
noise mainly characterizes by low-frequency. In sum, the waveform of random noise in 
desert areas is similar to effective signals, and it characterizes by low-frequency, narrow 
frequency-band, the frequency-band overlap between random noise and effective sig-
nals, etc. These all make the desert noise more difficult to be suppressed.

Thus far, various effective denoising methods have been developed in different appli-
cation fields, and the more mature methods include adaptive filtering (Ristau and Moon 
2001; Jeng et al. 2009), empirical modal decomposition (Bekara and Baan 2009), sin-
gular value decomposition (SVD) (Deng et  al. 2008), polynomial fitting (Yuan and 
Wang 2013), wavelet transform (WT) (Hongying et al. 2013; Tian et al. 2015), Shearlet 
transform (Zhang et  al. 2015), f-k filtering (Naghizadeh 2012), time–frequency peak 
filtering (Elboth et al. 2010), etc. Meanwhile, these methods have not only been limited 
to the simple and direct application, but also expanded to some improved algorithms 
or algorithms combined with other methods to achieve the desired denoising. Though 
these methods have achieved better practical applications, each method for denoising is 
mainly for suppression of random Gaussian noise. Due to the characteristics of desert 
seismic random noise, the existing various signal processing technologies cannot cope 
with complex and low-quality desert seismic data at this stage. Therefore, it is very 
urgent to find a new method which can effectively suppress the desert seismic random 
noise.

With the advancement of science and technology, machine learning (ML) has been 
applied in many fields, such as image processing, industrial fault diagnosis, speech signal 
processing and so on (Jung et al. 2010, 2011; Omran et al. 2004; Archana and Elangovan 
2014). ML has been also widely used in the field of seismic signal processing. Noureddine 
et al. (2008) proposed a method of feedback connection artificial neural network to reduce 
the noise of seismic data. Juan and Francois (2011) proposed a method of machine learn-
ing for seismic phase classification. Bui Quang et al. (2015) used hidden Markov model to 
classify the seismic event. Dan et al. (2016) utilized fuzzy C-means clustering algorithm 
to pick first arrival time point of micro-seismic data. The advantage of ML is that the pre-
diction can be realized under the circumstance that the prediction relationship cannot be 
described by a specific analytical expression. Though the specific analytical expressions 
cannot be used to describe the relationship between input and output, machine learning 
algorithm can establish the nonlinear relationship between input and output, which makes 
the machine learning algorithm be used to establish the nonlinear prediction model. In 
recent years, neural network, deep learning and other new machine learning methods have 
also provided effective solutions to practical problems. However, almost all of these meth-
ods require a large number of training samples, and there may be a larger “false alarm rate” 
and “missing alarm rate” when there are a small number of samples.
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Support vector machine (SVM) (Vapnik 1999) is a machine learning method based 
on statistical theory, which is suitable for obtaining the optimal solution under limited 
samples, and the data acquired in our experiment performed happens to be the case of 
small-volume samples. Its basic idea is to map the low-dimensional input spatial data to 
the high-dimensional characteristic space through using kernel function, and then convert 
the low-dimensional linear inseparable problems into linearly separable ones in the high-
dimensional space.

Denoising is a process to separate out effective signal from noise. In fact, it is also a 
course of identification and classification. How to accurately classify is the vital for denois-
ing. In this paper, the excellent classification performance of SVM was exploited to iden-
tify the events submerged in strong noise. It is generally known that the performance of 
SVM is largely dependent on its parameters such as the penalty parameter C and the kernel 
function parameters g. As a result, an effective and intelligent method should be employed 
to obtain the optimal parameters of SVM. Particle swarm optimization (PSO) was first put 
forward by Kennedy and Eberhart (1995), Vashishtha (2016). It is a global optimization 
technique inspired by social behavior of bird flocking or fish schooling. In this paper, we 
try to use an improved PSO to find the optimal parameters for the SVM model. After iden-
tifying the desert seismic events, the second-order total generalized variation (TGV) filter 
(Knoll et al. 2011) was used for denoising to get the ideal result. Such denoising processing 
serves as a seeking energy minimization processing in TGV model, which draws upon the 
better ability of high order derivative for distinction noise and effective signal. In a word, 
our method first extracts the correlations of noisy desert seismic data to form feature vec-
tors. In addition, we have established an improved PSO–SVM model, which is the optimal 
signal and noise recognition model. Next, the second-order TGV filter, which keeps the 
signals better, was employed to obtain denoised results. Finally, the proposed method was 
proven valid and feasible by both synthetic data experiments and field data experiments.

2  Theory and method

2.1  Seismic random noise of desert

In the desert zone of the Tarim basin, it is almost flat and there is little vegetation. The 
desert noise is divided into three categories according to the reason that the noise gener-
ates: natural noise, near-field cultural noise and far-field cultural noise, respectively. The 
natural noise is generated mainly by the friction between the wind and the ground; the 
near-field noise is mainly caused by machines and human footsteps around geophones; the 
far-field noise sources are mainly man-made physical processes far from the receiver. The 
characteristics of the desert seismic random noise are non-stationary, non-linear, low-fre-
quency, which are totally different from the white Gaussian noise. Additionally, the effec-
tive signal and the strong random noise of the desert seismic data are overlapped in fre-
quency domain (for details, see Li and Li 2016; Zhong et al. 2019).

In order to more intuitively present the characterization of desert noise, we take actual 
desert noise record as an example. Figure 1a shows the time-domain waveform of the record, 
which is composed of 3000 sampling points. Figure  1b shows the power spectrum, which 
is obtained by the PWELCH method. It can be seen that the power spectrum of the data is 
consistent, and its frequency-band range is approximately 0–40  Hz. Figure  1c shows the 
amplitude distribution. It can be found the amplitude centralize around in (− 3, 3). The other 
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statistical characteristics are listed in Table 1. The mean is close to 0. The variance is small, 
which indicates the dispersion degree is low. The skewness is more than 0, which means the 
probability density curve is more to the right than the normal distribution. The kurtosis is less 
than 3, which means the probability density curve is lower than the normal distribution.

2.2  Feature extraction of desert seismic signal

It is difficult to classify noisy data directly because the frequency and amplitude of the desert 
seismic random noise are similar to effective signals. Effective feature extraction of noisy 
desert seismic data is the key to classification. In our research, the correlation ⇀� is extracted 
as the feature of desert seismic signal. The correlation is a statistical indicator reflecting the 
degree of linear correlation between variables. It was defined as:

where cov(�1, �2) is the covariance of �1 and �2 ; var[�1] and var[�2] are the variances of �1 
and �2 respectively; �1 and �2 are the variables. Here, suppose fo(i) = {fo(1), fo(2),… , fo(n)} 
is a desert seismic signal with n data points, we selected each consecutive 3 data points as 
each variable � . Using Eq. (1), the correlation � can be calculated to form the feature vector 
⇀

Qp , as shown in the following expression:

In order to more observably analyze the feature of desert seismic signal, we generate a set 
of synthetic data as shown in Fig. 2. Its SNR is − 7.63 dB and dominant frequency of effec-
tive signals is 30 Hz. It could be observed from Fig. 2 that the random noise in desert seismic 
signal was mainly at low frequency, and they have a large difference and there were no rules. 

(1)�
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Fig. 1  a Field noise record in the desert of Tarim, b power spectrum, c amplitude distribution

Table 1  Statistical characteristic Mean Variance Skewness Kurtosis RMS

0.0014 0.9271 0.0522 2.6959 0.9629
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We selected the 5th, 19th, 20th, 34th and 47th trace (the blue lines in Fig. 2) with larger dif-
ferences for correlation calculation, as shown in Fig. 3. The blue lines are the noisy signals, 
and the red lines are the corresponding correlation value. It can be seen that the distribution of 
the correlation value of effective signal and noise was different, especially, the first sub-wave 
of the 19th and 20th was destroyed by the strong noise, and the position of effective signals 
couldn’t be distinguished visually. Hence, it demonstrated that correlation could be used as the 
feature vector of seismic signal identification. 

2.3  Support vector machine (SVM)

SVM has a very excellent generalization performance because it could independently find 
the support vectors to constructing a hyperplane for classification according VC dimension 
theory and the principle of structural risk minimization. In addition, it avoids the network 
structure selection, over-learning, under-learning and other problems of artificial neural 
network and other theories. The basic idea of SVM algorithm is to map input data in low-
dimensional space to high-dimensional feature space through nonlinear mapping, so as to 
make it linearly separable, and solve the optimal discriminant function in high-dimensional 
space and determine the classification boundary. Considering a two-class problem, the 
training sample mo can be expressed as follows:

where xi represents the input feature vector of desert seismic signal; yi is either 0 or + 1, 
which is denoted as effective desert seismic signal or random noise. SVM classifies the 
samples by using the optimal classification hyper-plane � xi + b = 0 , and the two samples 
closest to the optimal classification hyper-plane are called support vector. The sum of the 
distance between the support vector and the optimal hyper-plane is 2

‖‖‖ �
‖‖‖
 , and according to 

the principle of structural risk minimization, the sum of the distance should be maximized. 
Therefore, the problem of solving the optimal hyperplane is transformed into the following 
optimization problem:

(3)mo = {(xi, yi)|xi ∈ Rn, yi ∈ {0,+1}, i = 1, 2, 3… l}
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Fig. 2  Synthetic noisy desert seismic signals
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where � is the normal vector of the optimal classified hyper-plane; b ∈ � is the classifica-
tion threshold.

For most cases of training sample set are linearly indivisible, SVM introduces non-neg-
ative slack variable �i and penalty factor C. After conducting nonlinear mapping through 
kernel function, the above objective function was changed into:
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Fig. 3  Feature extraction. (Color figure online)



107Acta Geodaetica et Geophysica (2020) 55:101–117 

1 3

Lagrange multiplier method was adopted to solve the above minimum problem, and 
Lagrange function was established as follows:

where �i is Lagrange multiplier and �i > 0.
Seek the partial derivatives of � and b in Formula (6) and set them to zero, respec-

tively. Then substitute the results into Formula (6) to obtain the dual problem of the 
original problem:

Solve the above dual problem, obtain the optimal Lagrange multiplier �∗
i
 , and further 

acquire the discriminant function:

where x is the test sample.
Define K

(
xi, x

)
= (�(xi))

T�(x) as the kernel function, and the most widely used ker-
nel function is the Gaussian radial basis function (RBF):

where g is the width of kernel function. It could be seen from the above derivation process 
that the value of penalty factor C and kernel function width g was the main factor affect-
ing the recognition performance of SVM. In the actual classification, parameter C was 
reflected in the fact that, the generalization ability of SVM classifier would weaken when 
the value of C increased, and the decrease of C would make the classifier become underfit-
ting. The parameter g reflected the dispersion situation that the original data was mapped 
to the high-dimensional space. If g was too large, the projection of the kernel function in 
the high-dimensional space would become smaller, which reduced the classifier’s ability to 
classify linearly indivisible data. However, if g was too small, the projected area of kernel 
function in the high-dimension space would easily increase, which reduced the generaliza-
tion ability of the classifier. Therefore, in order to improve the recognition accuracy, the 
value of the optimal penalty factor C and kernel function width g should be determined. 
In this paper, C and g were regarded as the optimization objects, and the identification 
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accuracy was taken as the fitness function, and the improved particle swarm optimization 
algorithm was used to seek the optimal C and g.

2.4  Improved particle swarm optimization (PSO)

Particle swarm optimization (PSO) algorithm is a new swarm intelligence algorithm, 
in which particles find the global optimal solution by changing their speed and position 
according to the optimal position of individuals and swarms, and evaluate the performance 
of particles through a pre-defined fitness function. Assuming that the particle swarm whose 
population size is m searches in a n-dimensional space, if the optimal position of the indi-
vidual particle so far is Pbest , and the optimal position of the swarm is Gbest.

The flying speed Vi and position Pi of particles can be adjusted according to the follow-
ing formula:

where Pi is the current position of the particles; t is the iterations; � is inertial weight coef-
ficient; Constant c1 and c2 are learning factors; r1 and r2 are random numbers uniformly 
distributed within the range of [0,1]; Flight constant  H0 is generally 1.6. After setting the 
initial value of the particles, the optimal particle position could be found by the mutual 
iteration of formula (10) and formula (11) until the maximum iterations.

PSO is a popular parameter optimization tool, but its searching precision cannot meet 
our needs. Therefore, we adjust the inertia weight coefficient of particles to enhance the 
global search performance of PSO algorithm. Generally, the larger the inertia weight value 
was, the stronger the algorithm’s global search ability would be; otherwise, the algorithm’s 
local search ability would be stronger. The ideal PSO algorithm is that it has stronger 
global search ability at the early stage but stronger local search ability at the later stage. 
Therefore, the value of η of PSO algorithm in this paper could be adjusted by using the fol-
lowing linear strategy:

(10)Vi(t + 1) = � × Vi(t) + c1 × r1 × (Pbest − Pi) + c2 × r2 × (Gbest − Pi)

(11)Pi(t + 1) = Pi(t) + HO

(
1 − t∕tmax

)
Vi(t + 1)

(12)η(t) = ηmax − (ηmax − ηmin) ⋅
t

tmax

Fig. 4  The clustering result of the 47th trace
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The improved particle swarm optimization algorithm was used to optimize the SVM 
algorithm, and whether the sample classification results were consistent with the actual 
classifications was regarded as the fitness function of the PSO. Assuming that Frec was 
the classification results of the training set, Fact was the actual classification, and l was the 
training set sample size, then the fitness function of particles could be defined as:

The fitness value of particles indicated the similarity between data objects in each clas-
sification. The higher the fitness value was, the more accurate the classification results 
would be.

To illustrate the clustering performance of the PSO–SVM method, we select the 47th trace 
synthetic data of the Fig. 2 as an example. As shown in Fig. 4, there are noise-free data, noisy 
signal, SVM clustering result and PSO–SVM clustering result, respectively. We can see that 
the PSO–SVM method has the more accurate clustering performance than the SVM method. 
In addition, we also calculate the clustering accuracy rate adopting the average of running 200 
times. The results are shown in Table 2. We can see that the detection accuracy rate of the 
PSO–SVM method is always higher than the SVM method under the different SNR. In order 
to intuitively observe the detection accuracy rate, we plot the line chart of the Table 2 as seen 
in Fig. 5. It is can be seen that in the different SNRs, the green line chart is always above the 
red line chart. These all prove that the PSO–SVM method has the better accuracy.

2.5  Second‑order total generalized variation (TGV) denoising model

Total variation (TV) model, as a classical filter, explains the de-noising process from a novel 
perspective, which converts the de-noising problem into the energy minimization problem. 
Though TV model have better de-noising effects, its results can not only preserve the mar-
ginal information of signals but also generate a “staircase effect”. To address this defect of TV 

(13)F =
1

l

l∑

i=1

(Frec(i) = Fact(i))

Table 2  The clustering accuracy rate

Method 0 dB (%) − 4 dB (%) − 6 dB (%) − 8 dB (%) − 10 dB (%)

SVM 99 96 90.3 76 64
PSO–SVM 100 99.3 97.1 88 83

Fig. 5  The line chart of accuracy
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model, Bredies et al. proposed a new mathematical model: generalized total variation (TGV). 
As a high-order variation model, TGV can approximate free-order piecewise polynomial 
functions, which effectively overcame the defect that TV model is easy to generate staircase 
effect. Meanwhile, TGV itself also has many excellent properties, for example, it is rotation-
invariant, convex, lower semi-continuous and so on. Second-order TGV model is adopted in 
this paper. Assuming that the desert seismic noisy record could be expressed as:

where fo(i, j) is the desert seismic signal containing noise; f (i, j) is the pure desert seismic 
signal; n(i, j) is the desert random noise; i = 1…N is the sampling point; and j = 1…D is 
the channel order. Therefore, the random noise suppression model of desert seismic based 
on second-order TGV is as follows:

where TGV2
�
(f ) = min

�
�1‖∇f − �‖1 + �0‖�(�)‖1 is the second-order TGV regular terms; 

the second item is the data fidelity term; � is the regularization parameter; ∇f  is the gradi-
ent of desert seismic signal; � is a random variable, and Ω is the data size.

2.6  Process of denoising

Combining the above-mentioned contents, the specific steps of low-frequency desert seis-
mic random noise suppression framework based on the improved PSO–SVM are summa-
rized as follows:

1. Construct training sample set. According to Eq. (1), calculate the correlation � of noisy 
desert seismic data to construct its feature vector 

⇀

Qp . Afterwards, set the labels accord-
ing to the differences of the effective signals and random noise feature.

2. Train the improved PSO–SVM model. Put the feature vector 
⇀

Qp and the corresponding 
training labels into SVM, and then use the improved PSO to optimize SVM parameters.

3. Calculate the feature vectors of the test sample set, and then employ the improved PSO–
SVM model for classification to get the contained effective signal points and without 
the effective signal points.

4. By means of the second-order TGV filter, we obtained the denoised results.

3  Application to desert seismic data

3.1  Testing on synthetic data

In order to test the feasibility and effectiveness of the proposed method, we present a syn-
thetic data set shown in Fig. 6a. This synthetic record composed of six reflection events 
with the dominant frequencies of 25 Hz, 22 Hz, 20 Hz, 18 Hz. The sampling number is 
500, and the horizontal distance between adjoin channels is 50  m. Figure 6b is the real 
desert noise, which is collected in the Tarim desert region. This desert noise is added to the 
pure synthetic seismic record and we get a synthetic noisy record with SNR of − 7.58 dB 

(14)fo(i, j) = f (i, j) + n(i, j)

(15)min
Ω

TGV�(f ) +
�

2 ∫Ω

(f − f0)dx
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shown in Fig. 6c. We can see that the events are almost submerged by the strong noise. In 
this experiment, we conduct the wavelet denoised method, shearlet denoised method, f-x 
method, TGV denoised model and proposed denoising method on the noisy record. The 
denoised results are shown in Fig. 6d–h, respectively.

From the Fig.  6d, we can see that the wavelet method is poor to suppress the desert 
seismic random noise. For the shearlet method, it can suppress the noise better than the 
wavelet, that is because the multi-direction of the shearlet. However, there is still much 
random noise in Fig. 6e. Visually, though Fig. 6f, g have a little better result, it is still not 
very ideal. Figure 6h shows the result of the proposed method. We can see that the denois-
ing effect is very obvious. It proves that the proposed method can accurately confirm the 
position of effective desert seismic signal, and effectively denoise the random noise on the 
Ricker wavelets. For further analysis, we also map the F-K spectrum of noise-free signal, 
desert noise, noisy record, and denoising records as shown in Fig. 7a–h, respectively. Fig-
ure 7a shows the frequency of the noise-free is dominated in 0–40 Hz. Figure 7b shows the 
frequency of the noise is dominated in 0–30 Hz. It indicates that there is overlap between 
the noise-free signal and the noise in the frequency domain. We can see that Fig. 7h is very 
similar to Fig. 7a, which means the proposed method can effectively identify the effective 
signal from the complex records and suppress the random noise.

In order to better observe the denoised results, we extract the 30th trace from denoised 
results to compare with the pure signal. Figure 8a–e shows the comparison of the ampli-
tudes of the signal waveform in time domain. Notice that the denoised signal of the 
proposed method is closer to the noise-free signal and the amplitude value of noise is 
minimum.

In addition, the signal-to-noise ratio (SNR) is used as a measure of five denoising algo-
rithms’ performance, which is defined as:

As shown in Table 3, we make a comparison among these methods under different noise 
level conditions in SNR. The data are collected from an average of ten runs. Examining 
the results in Table 3, we can clearly see that the proposed algorithm always outperforms 
the other four methods. In order to more intuitively observe, we plot the line chart of the 
Table 3 as seen in Fig. 9. It is can be seen that in the different SNRs, the green line chart is 
always above others line chart.

3.2  Analysis of real desert seismic data

The proposed method is finally tested with the desert seismic data in a certain area of 
China (see Fig. 10a) to further investigate the feasibility. We can see that the effective sig-
nals are submerged by strong noise. The SNR of this data is very low. We apply the wave-
let denoised method, shearlet denoised method, f-x method, TGV method and proposed 
denoising method to this desert seismic data. The denoised results are shown in Fig. 10b–f 
respectively. From Fig. 10b–d, we cannot observe clear event, especially in green and blue 
rectangles. This is because both effective desert seismic signals and random noise are 
attenuated. As seen in Fig. 10e, TGV method can remove most random, but some weak 
desert seismic signals are not effectively recovered. Notice green and blue rectangles, 

(16)SNR = 101 log

∑
i,j

���f (î, j)
���
2

∑
i,j

���f0 − f̂
���
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Table 3  SNRs of different methods

Noisy signal SNR (dB) Wavelet shearlet TGV f-x proposed method

− 1.7221 6.6387 7.0346 7.852 8.0156 12.1914
− 4.2209 2.7408 3.9956 4.9761 7.0365 10.3885
− 6.1591 − 1.8473 0.1384 3.0981 5.5696 7.2385
− 8.0617 − 4.3265 − 3.2907 − 1.1053 3.5697 6.5764
− 10.2645 − 5.6437 − 4.7634 − 2.0356 2.0367 4.5402

Fig. 9  The line chart of selected 
method for various input SNR
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Fig. 10  Comparison of results of real desert seismic data a real desert seismic data, b result of wavelet, c 
result of shearlet, d result of f-x, e result of TGV, f result of proposed method
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although the events are emerged, but they are not continuous. Figure 10f shows the result 
of the proposed method. We can see clear and distinguishable events. In conclusion, the 
experiment verifies the effectiveness of the proposed method.

4  Conclusion

In this paper, a novel algorithm for desert seismic random noise reduction was proposed 
based on improved PSO–SVM. SVM is a supervised learning method in accordance with 
the statistical learning theory and the principle of structural risk minimization, exhibiting 
huge advantages in solving small sample, nonlinear and high dimensional pattern recogni-
tion problems. First, the correlation was extracted as the feature vector. Subsequently, the 
improved PSO was employed to optimize the SVM parameters. Finally, second-order TGV 
was applied for obtaining optimal denoising results. Compared with traditional methods, 
this proposed denoising framework can accurately detect the effective signals and finally 
achieve excellent de-noising effects. At last, both synthetic experiment results and real data 
results indicated that the new method could effectively remove the random noise from the 
desert seismic signals.
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