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Abstract
In this article, we generated a new operational matrix of integration using Clique polyno-
mials of complete graphs and also introducing a new numerical technique to solve non-
linear Klein–Gordon equation. These equations describe a variety of physical phenomena 
such as ferroelectric and ferromagnetic domain walls, and DNA dynamics. We obtain an 
approximate solution for the nonlinear Klein–Gordon equation using the present method 
by transforming a system of nonlinear algebraic equations. The proposed scheme is applied 
to some examples and compared with another method in the literature that demonstrates 
the effectiveness of this method.

Keywords  Operational matrix · Partial differential equations · Collocation method · Clique 
polynomials

Mathematics Subject Classification  35-XX · 65M70 · 05Cxx

1  Introduction

It is well known that most of the equations arise in the field of mathematics, science, phys-
ics, ecology, and engineering are described by partial differential equations (PDEs) and 
many nonlinear phenomena in solid-state physics, electrostatics, plasma physics, chemical 
kinetics, and fluid dynamics can also be modeled through PDEs. One example of such a 
PDE is the nonlinear Klein–Gordon equation which arises in relativistic quantum mechan-
ics and field theory.

Consider the Klein–Gordon equation is of the form:

(1.1)
𝜕2y

𝜕t2
+ 𝛼

𝜕2y

𝜕x2
+ f (y) = g(x, t), ∀x ∈ [a, b], t > 0.
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With the initial condition,

Boundary conditions,

where, � be the constant, f (y) be the nonlinearity term, y(x, t) represents the wave displace-
ment at x and t . h(x) be the wave kinks. The solutions such as nonlinear Klein–Gordon 
equation are important in many real-life applications. Here are the many mathematicians 
studied the numerical solution of Klein–Gordon equation they are as follows: Tension 
spline approach [12], Approximate Solution Using Sobolev Gradients [14], Legendre 
wavelets methods [19], Numerical solution of the nonlinear Klein/Gordon equation [13], 
Spline collocation approach [9], Homotopy-perturbation method [1], Polynomial wavelets 
[11], Radial basis [2], Decomposition method [4] and Differential transform method [8], 
etc.

Wavelet theory is a recently emerging field and has tremendous applications in image 
processing, applied mathematics, physics, computer science, and other branches of sci-
ence. Wavelet is a small wave that oscillates in the small domain and vanishes elsewhere, 
also, we treat this as a function generated by a small function called mother wavelet. Many 
researchers developed numerical methods using wavelets as follows, Laguerre wavelets 
collocation method [17], CAS wavelets analytic solution [18], Hermite wavelets opera-
tional matrix method [16], Theoretical study on continuous polynomial wavelet [15], Haar 
wavelet collocation method [10], Two-dimensional Legendre wavelets [6], etc.

In this article, we have developed a new operational matrix of integration using clique 
polynomials of the complete graph and applied to solve nonlinear Klein–Gordon equation 
defined in Eq.  (1.1) by transforming PDE to system of nonlinear algebraic equations via 
properties of clique polynomials that arise in graph theory.

The article is organized as follows, In Sect. 2, defining the clique polynomials and func-
tion approximation. Section  3, formulation of a generalized operational matrix of inte-
gration by clique polynomials. In Sect.  4, we discussed the clique polynomial method. 
Section 5, numerical problems are included to demonstrate the usefulness of the present 
scheme. In the last section, the conclusion is drawn.

2 � Clique polynomials and function approximation

Graph theory is one of the gifted subjects in applied mathematics. A graph G is contained 
with a nonempty finite set of n vertices called the vertex set V(G) , along with a prescribed 
set of m unordered pairs of members of V(G) called edge set E(G) . These unordered pairs 
are joined by a line called an edge. Whenever two vertices share a common edge, then 
those two edges are coined to be adjacent. If all the vertices and edges present in a graph G′ 
are from another graph G then G′ is said to be a subgraph of G . A graph in which all pair of 
vertices are adjacent is called a complete graph and Kn is the notion for the complete graph 
on n vertices. A complete subgraph with k vertices of a graph G is called as k-clique of G . 
For graph-theoretic definitions, symbols, and related works we refer [3, 5]. Hoede et al. [7] 
defined clique polynomial of a graph G , denoted by C(G; x) , is defined by,

y(x, 0) = h(x)

y(0, t) = i(t), y(�, t) = j(t)
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where ak is the number of distinct k-cliques in G of size k, with a0 = 1 . The clique polyno-
mial of a complete graph Kn with n vertices is given by,

In particular,

Function approximation
Let f (x) be the square-integrable function in the R then such function approximate by 
clique polynomials as follows:

where, AT =
[
a0, a1,… , an

]
 and C(x) =

[
C
(
K0, x

)
,C

(
K1, x

)
,C

(
K2, x

)
,C

(
K3, x

)
,… ,C

(
Kn, x

)]T
,

Similarly, if the is f  is a function of two variables, that is f = f (x, t) then its approxi-
mation is,

where,

K =
[
aij
]
 be an n × n matrix where i = j = 1, 2, 3,… , n

3 � Operational matrix of integration (OMI)

Consider the first six basis of clique polynomials,

C(G; x) =

n∑
k=0

akx
k

C
(
Kn; x

)
= (1 + x)n =

(
n

0

)
+

(
n

1

)
x +

(
n

1

)
x2 +…+ +

(
n

1

)
xn.

C
(
K0; x

)
= 1,

C
(
K1; x

)
= 1 + x,

C
(
K2; x

)
= 1 + 2x + x2.

f (x) ≈

n∑
i=0

anC
(
Ki; x

)
,

f (x) ≈ ATC(x),

f (x, t) ≈ C(t)TKC(x),

C(t)T =
[
C
(
K0, t

)
,C

(
K1, t

)
,C

(
K2, t

)
,C

(
K3, t

)
,… ,C

(
Kn, t

)]
,

C(x) =
[
C
(
K0, x

)
,C

(
K1, x

)
,C

(
K2, x

)
,C

(
K3, x

)
,… ,C

(
Kn, x

)]T
,

C
(
K0; x

)
= 1,
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where C6(x) =
[
C
(
K0; x

)
,C

(
K1; x

)
,C

(
K2; x

)
,C

(
K3; x

)
,C

(
K4; x

)
,C

(
K5; x

)]T
. Integrating 

above basis elements concerning to x from 0 to x and express in matrix form, we get

Thus,

where,

C
(
K1; x

)
= 1 + x,

C
(
K2; x

)
= 1 + 2x + x2,

C
(
K3; x

)
= 1 + 3x + 3x2 + x3,

C
(
K4; x

)
= 1 + 4x + 6x2 + 4x3 + x4,

C
(
K5; x

)
= 1 + 5x + 10x210x3 + 5x4 + x5,

x

∫
0

C
(
K0; x

)
dx = x =

[
−1 1 0 0 0 0

]
C6(x),

x

∫
0

C
(
K1; x

)
dx = x +

x2

2
=

[
−

1

2
0

1

2
0 0 0

]
C6(x),

x

∫
0

C
(
K2; x

)
dx = x + x2 +

x3

3
=

[
−

1

3
0 0

1

3
0 0

]
C6(x),

x

∫
0

C
(
K3; x

)
dx = x +

3x2

2
+ x3 +

x4

4
=

[
−

1

4
0 0 0

1

4
0

]
C6(x),

x

∫
0

C
(
K4; x

)
dx = x + 2x2 + 2x3 + x4 +

x5

5
=

[
−

1

5
0 0 0 0

1

5

]
C6(x),

x

∫
0

C
(
K5; x

)
dx = x +

5x2

2
+

10x3

3
+

5x4

2
+ x5 +

x6

6
=

[
−

1

6
0 0 0 0 0

]
C6(x) +

1

6
C
(
K6; x

)
.

x

∫
0

C6(x)dx = P6×6C6(x) + C̄6(x),
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Applying double integration on six basis, we have

Thus,

where,

P6×6 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−1 1 0 0 0 0

−
1

2
0

1

2
0 0 0

−
1

3
0 0

1

3
0 0

−
1

4
0 0 0

1

4
0

−
1

5
0 0 0 0

1

5

−
1

6
0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

and C̄6(x) =

⎡
⎢⎢⎢⎢⎢⎢⎣

0

0

0

0

0
1

6
C
�
K6; x

�

⎤
⎥⎥⎥⎥⎥⎥⎦

.

x

∫
0

x

∫
0

C
(
K0; x

)
dxdx =

x2

2
=

[
1

2
−1

1

2
0 0 0

]
C6(x),

x

∫
0

x

∫
0

C
(
K1; x

)
dxdx =

x2

2
+

x3

6
=

[
1

3
−

1

2
0

1

6
0 0

]
C6(x),

x

∫
0

x

∫
0

C
(
K2; x

)
dxdx =

x2

2
+

x3

3
+

x4

12
=

[
1

4
−

1

3
0 0

1

12
0

]
C6(x),

x

∫
0

x

∫
0

C
(
K3; x

)
dxdx =

x2

2
+

x3

2
+

x4

4
+

x5

20
=

[
1

5
−

1

4
0 0 0

1

20

]
C6(x),

x

∫
0

x

∫
0

C
(
K4; x

)
dxdx =

x2

2
+

2x3

3
+

x4

2
+

x5

5
+

x6

30
=

[
1

6
−

1

5
0 0 0 0

]
C6(x) +

1

30
C
(
K6; x

)
,

x

∫
0

x

∫
0

C
(
K5; x

)
dxdx =

x2

2
+

5x3

6
+

5x4

6
+

x5

2
+

x6

6
+

x6

42
=

[
1

7
−

1

6
0 0 0 0

]
C6(x) +

1

42
C
(
K7; x

)
,

x

∫
0

x

∫
0

C6(x)dx = P�

6×6
C6(x) + C̄�

6
(x),
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Now, consider the first seven basis functions are as follows,

where, C7(x) =
[
C
(
K0; x

)
,C

(
K1; x

)
,C

(
K2; x

)
,C

(
K3; x

)
,C

(
K4; x

)
,C

(
K5; x

)
,C

(
K6; x

)]T
. 

Integrating above basis elements concerning x from 0 to x and represent in matrix form, 
we get

P
�

6×6
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1

2
−1

1

2
0 0 0

1

3
−

1

2
0

1

6
0 0

1

4
−

1

3
0 0

1

12
0

1

5
−

1

4
0 0 0

1

20

1

6
−

1

5
0 0 0 0

1

7
−

1

6
0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

and C̄
�

6
(x) =

⎡
⎢⎢⎢⎢⎢⎢⎣

0

0

0

0
1

30
C
�
K6; x

�
1

42
C
�
K7; x

�

⎤
⎥⎥⎥⎥⎥⎥⎦

.

C
(
K0; x

)
= 1,

C
(
K1; x

)
= 1 + x,

C
(
K2; x

)
= 1 + 2x + x2,

C
(
K3; x

)
= 1 + 3x + 3x2 + x3,

C
(
K4; x

)
= 1 + 4x + 6x2 + 4x3 + x4,

C
(
K5; x

)
= 1 + 5x + 10x2 + 10x3 + 5x4 + x5

C
(
K6; x

)
= 1 + 6x + 15x2 + 20x3 + 15x4 + 6x5 + x6

x

∫
0

C
(
K0; x

)
dx = x =

[
−1 1 0 0 0 0 0

]
C7(x),

x

∫
0

C
(
K1; x

)
dx = x +

x2

2
=

[
−

1

2
0

1

2
0 0 0 0

]
C7(x),

x

∫
0

C
(
K2; x

)
dx = x + x2 +

x3

3
=

[
−

1

3
0 0

1

3
0 0 0

]
C7(x),
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Thus, 
x∫
0

C7(x)dx = P7×7C7(x) + C̄7(x),where,

Applying double integration on seven basis functions, we have

x

∫
0

C
(
K3; x

)
dx = x +

3x2

2
+ x3 +

x4

4
=

[
−

1

4
0 0 0

1

4
0 0

]
C7(x),

x

∫
0

C
(
K4; x

)
dx = x + 2x2 + 2x3 + x4 +

x5

5
=

[
−

1

5
0 0 0 0

1

5
0

]
C7(x),

x

∫
0

C
(
K5; x

)
dx = x +

5x2

2
+

10x3

3
+

5x4

2
+ x5 +

x6

6
=

[
−

1

6
0 0 0 0 0

1

6

]
C7(x),

x

∫
0

C
(
K6; x

)
dx = x + 3x2 + 5x3 + 5x4 + 3x5 + x6 +

x7

7
=

[
−

1

7
0 0 0 0 0 0

]
C7(x) +

1

7
C
(
K7; x

)
,

P7×7 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−1 1 0 0 0 0 0

−
1

2
0

1

2
0 0 0 0

−
1

3
0 0

1

3
0 0 0

−
1

4
0 0 0

1

4
0 0

−
1

5
0 0 0 0

1

5
0

−
1

6
0 0 0 0 0

1

6

−
1

7
0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

and C̄7(x) =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0

0

0

0

0

0
1

7
C
�
K7; x

�

⎤⎥⎥⎥⎥⎥⎥⎥⎦

x

∫
0

x

∫
0

C
(
K0; x

)
dxdx =

x2

2
=

[
1

2
−1

1

2
0 0 0 0

]
C7(x),

x

∫
0

x

∫
0

C
(
K1; x

)
dxdx =

x2

2
+

x3

6
=

[
1

3
−

1

2
0

1

6
0 0 0

]
C7(x),

+
x3

3
+

x4

12
=

[
1

4
−

1

3
0 0

1

12
0 0

]
C7(x),

x

∫
0

x

∫
0

C
(
K3; x

)
dxdx =

x2

2
+

x3

2
+

x4

4
+

x5

20
=

[
1

5
−

1

4
0 0 0

1

20
0

]
C7(x),
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Thus,

where,

Similarly, for the n basis functions we have generalized the operational matrix of inte-
gration as follows:

where,

x

∫
0

x

∫
0

C
(
K4; x

)
dxdx =

x2

2
+

2x3

3
+

x4

2
+

x5

5
+

x6

30
=

[
1

6
−

1

5
0 0 0 0

1

30

]
C7(x),

x

∫
0

x

∫
0

C
(
K5; x

)
dxdx =

x
2

2
+

5x3

6
+

5x4

6
+

x
5

2
+

x
6

6
+

x
6

42
=

[
1

7
−

1

6
0 0 0 0 0

]
C7(x) +

1

42
C
(
K7; x

)
,

x

∫
0

x

∫
0

C
(
K6; x

)
dxdx =

x
2

2
+ x

3 +
5x4

4
+ x

5 +
x
6

2
+

x
7

7
+

x
8

56
=

[
1

8
−

1

7
0 0 0 0 0

]
C7(x) +

1

56
C
(
K8; x

)
.

x

∫
0

x

∫
0

C7(x)dx = P�

7×7
C7(x) + C̄�

7
(x),

P
�

7×7
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1

2
−1

1

2
0 0 0 0

1

3
−

1

2
0

1

6
0 0 0

1

4
−

1

3
0 0

1

12
0 0

1

5
−

1

4
0 0 0

1

20
0

1

6
−

1

5
0 0 0 0

1

30

1

7
−

1

6
0 0 0 0 0

1

8
−

1

7
0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

and C̄
�

7
(x) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

0

0

0

0
1

42
C
�
K7; x

�
1

56
C
�
K8; x

�

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

x

∫
0

C(x)dx = Pn×nC(x) + C̄(x),

Pn×n =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

−
1

(n−(n−1))

1

(n−(n−1))
0 0 ⋯ 0

−
1

(n−(n−2))
0

1

(n−(n−2))
0 ⋯ 0

−
1

(n−(n−3))
0 0

1

(n−(n−3))
⋯ 0

⋮ ⋮ ⋮ ⋮ ⋱ 0

−
1

(n−1)
0 0 0 ⋯

1

(n−1)

−
1

n
0 0 0 ⋯ 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
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For double integration with n basis functions the generalized operational matrix of inte-
gration as follows:

where,

4 � Description of the proposed method

In this section, clique polynomials of complete graphs with the collocation method are used to 
solve the nonlinear Klein–Gordon equation defined in Eq. (1.1) with different initial-boundary 
conditions.

Assume that,

where,

C(x) =

⎡
⎢⎢⎢⎢⎢⎣

C
�
K0; x

�
C
�
K1; x

�
C
�
K2; x

�
⋮

C
�
Kn−1; x

�

⎤
⎥⎥⎥⎥⎥⎦

and C̄(x) =

⎡⎢⎢⎢⎢⎢⎢⎣

0

0

0

⋮

0
1

n
C
�
Kn; x

�

⎤⎥⎥⎥⎥⎥⎥⎦

.

x

∫
0

x

∫
0

C(x)dxdx = P�

n×n
C(x) + C̄�(x),

P�

n×n
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1

(n−(n−2))
−

1

(n−(n−1))

1

(n−(n−2))(n−(n−1))
0 … 0

1

(n−(n−3))
−

1

(n−(n−2))
0

1

(n−(n−3))(n−(n−2))
… 0

1

(n−(n−4))
−

1

(n−(n−3))
0 0 … 0

⋮ ⋮ ⋮ ⋮ ⋱ 0
1

(n−1)
−

1

(n−2)
0 0 …

1

(n−1)(n−2)
1

n
−

1

(n−1)
0 0 … 0

1

(n+1)
−

1

n
0 0 … 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

C(x) =

⎡⎢⎢⎢⎢⎢⎣

C
�
K0; x

�
C
�
K1; x

�
C
�
K2; x

�
⋮

C
�
Kn−1; x

�

⎤⎥⎥⎥⎥⎥⎦

and C̄�(x) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

0

0

⋮

0
1

n(n−1)
C
�
Kn; x

�
1

(n+1)n
C
�
Kn+1; x

�

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(4.1)
�3y(x, t)

�x2�t
= C(t)TKC(x),
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K =
[
aij
]
 be an n × n matrix where i = j = 1, 2, 3,… , n.

Now, integrate Eq. (4.1) concerning t from 0 to t , we get

Integrating Eq. (4.2) concerning x from 0 to x,

Integrating Eq. (4.3) concerning x from 0 to x,

Put x = � in the above equation,

Substitute Eq. (4.5) in (4.4) we get,

C(t)T =
[
C
(
K0, t

)
,C

(
K1, t

)
,C

(
K2, t

)
,C

(
K3, t

)
,… ,C

(
Kn, t

)]
,

C(x) =
[
C
(
K0, x

)
,C

(
K1, x

)
,C

(
K2, x

)
,C

(
K3, x

)
,… ,C

(
Kn, x

)]T

(4.2)

𝜕2y(x, t)

𝜕x2
=

𝜕2y(x, 0)

𝜕x2
+

t

∫
0

C(t)TKC(x)dt,

𝜕2y(x, t)

𝜕x2
=

𝜕2y(x, 0)

𝜕x2
+
[
Pn×nC(t) + C̄(t)

]T
KC(x),

(4.3)

𝜕y(x, t)

𝜕x
=

𝜕y(0, t)

𝜕x
+

𝜕y(x, 0)

𝜕x
−

𝜕y(0, 0)

𝜕x
+

x

∫
0

[
Pn×nC(t) + C̄(t)

]T
KC(x)dx,

𝜕y(x, t)

𝜕x
=

𝜕y(0, t)

𝜕x
+

𝜕y(x, 0)

𝜕x
−

𝜕y(0, 0)

𝜕x
+
[
Pn×nC(t) + C̄(t)

]T
K
[
Pn×nC(x) + C̄(x)

]
,

(4.4)

y(x, t) = y(0, t) + y(x, 0) − y(0, 0) + x

[
𝜕y(0, t)

𝜕x
−

𝜕y(0, 0)

𝜕x

]

+

x

∫
0

[[
Pn×nC(t) + C̄(t)

]T
K
[
Pn×nC(x) + C̄(x)

]]
dx,

y(x, t) = y(0, t) + y(x, 0) − y(0, 0) + x

[
𝜕y(0, t)

𝜕x
−

𝜕y(0, 0)

𝜕x

]

+
[
Pn×nC(t) + C̄(t)

]T
K
[
P�

n×n
C(x) + C̄�(x)

]
,

y(𝛽, t) = y(0, t) + y(𝛽, 0) − y(0, 0) + 𝛽

[
𝜕y(0, t)

𝜕x
−

𝜕y(0, 0)

𝜕x

]

+
[
Pn×nC(t) + C̄(t)

]T
K
[
P�

n×n
C(x) + C̄�(x)

]|x=𝛽 ,

(4.5)

[
𝜕y(0, t)

𝜕x
−

𝜕y(0, 0)

𝜕x

]
=

1

𝛽

[
y(𝛽, t) − y(0, t) − y(𝛽, 0) + y(0, 0)

]

−
[
Pn×nC(t) + C̄(t)

]T
K
[
P�

n×n
C(x) + C̄�(x)

]|x=𝛽 ,
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Differentiating Eq. (4.6) twice concerning t  , we get

Substitute Eqs. (4.8) (4.6), and (4.2) in Eq. (1.1) we get,

(4.6)

y(x, t) = y(0, t) + y(x, 0) − y(0, 0) + x

[
1

𝛽

[
y(𝛽, t) − y(0, t) − y(𝛽, 0) + y(0, 0)

]

−
[
Pn×nC(t) + C̄(t)

]T
K
[
P�

n×n
C(x) + C̄�(x)

]|x=𝛽 .
][
Pn×nC(t) + C̄(t)

]T
K
[
P�

n×n
C(x) + C̄�(x)

]

(4.7)

𝜕y(x, t)

𝜕t
=

𝜕y(0, t)

𝜕t
+ x

d

dt

[
1

𝛽

[
y(𝛽, t) − y(0, t)

]
−
[
Pn×nC(t) + C̄(t)

]T
K
[
P�

n×n
C(x) + C̄�(x)

]|x=𝛽 .
]

+
d

dt

[
Pn×nC(t) + C̄(t)

]T
K
[
P�

n×n
C(x) + C̄�(x)

]
,

(4.8)

𝜕2y(x, t)

𝜕t2
=

𝜕2y(0, t)

𝜕t2
+ x

d2

dt2

[
1

𝛽

[
y(𝛽, t) − y(0, t)

]
−
[
Pn×nC(t) + C̄(t)

]T
K
[
P�

n×n
C(x) + C̄�(x)

]|x=𝛽 .
]

+
d2

dt2

[
Pn×nC(t) + C̄(t)

]T
K
[
P�

n×n
C(x) + C̄�(x)

]
,

Fig. 1   Time-space graph of solution at different values of n for Example 1
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Fig. 2   Numerical comparison of solution at different values of x with Exact solution for Example 1

Fig. 3   Numerical comparison of solution at different values of t  with Exact solution for Example 1
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Table 1   Error comparison of 
solutions for Example 1

T Method I in [12]
its CPU time is 
14.49 s

Method II in [12]
its CPU time is 
15.01 s

Present 
method
its CPU time 
is 11.32 s

L∞-error
 1 3.98e−6

1.51e−6
2.14e−6
1.86e−6
5.08e−6

3.97e−6 1.42e−8
 2 1.51e−6 5.07e−8
 3 2.14e−6 3.19e−8
 4 1.86e−6 9.32e−8
 5 5.08e−6 3.83e−8
L2-error
 1 2.71e−5

8.97e−6
1.49e−5
1.05e−5
3.36e−5

2.71e−5 6.65e−7
 2 8.97e−6 4.54e−7
 3 1.49e−5 4.11e−7
 4 1.05e−5 8.33e−7
 5 3.36e−5 9.43e−8

RMS-error
 1 2.69e−6

8.93e−6
1.48e−6
1.05e−6
3.34e−6

2.69e−6 1.45e−7
 2 8.93e−7 5.08e−8
 3 1.48e−6 5.10e−8
 4 1.05e−6 2.45e−7
 5 3.34e−6 5.98e−7

Fig. 4   Time-space graph of solution at n = 10 for Example 2
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Collocate the above equation by the following collocation points 
xi = ti =

2i−1

2n2
, i = 1, 2,… , n2 , then solve this system of nonlinear equations by suitable 

solvers yields clique polynomial coefficients. On substituting these coefficients in Eq. (4.6) 
we get numerical solution of Eq. (1.1).

5 � Numerical applications

Example 1  Consider the Klein–Gordon equation [12] 

with the initial condition,

boundary conditions,

[
𝜕2y(0, t)

𝜕t2
+ x

d2

dt2

[
1

𝛽

[
y(𝛽, t) − y(0, t)

]
−
[
Pn×nC(t) + C̄(t)

]T
K
[
P�

n×n
C(x) + C̄�(x)

]|x=𝛽 .
]

+
d2

dt2

[
Pn×nC(t) + C̄(t)

]T
K
[
P�

n×n
C(x) + C̄�(x)

]]

+ f

(
y(0, t) + y(x, 0) − y(0, 0) + x

[
1

𝛽

[
y(𝛽, t) − y(0, t) − y(𝛽, 0) + y(0, 0)

]

−
[
Pn×nC(t) + C̄(t)

]T
K
[
P�

n×n
C(x) + C̄�(x)

]|x=𝛽
]

+
[
Pn×nC(t) + C̄(t)

]T
K
[
P�

n×n
C(x) + C̄�(x)

])

+ 𝛼

[
𝜕2y(x, 0)

𝜕x2
+
[
Pn×nC(t) + C̄(t)

]T
KC(x)

]
= g(x, t),

𝜕2y

𝜕t2
−

𝜕2y

𝜕x2
+

𝜋2

4
y + y2 = x2sin2

[
𝜋t

2

]
= 0, ∀x ∈ (−1, 1), t > 0.

y(x, 0) = 0,

Table 2   Numerical comparison of solutions for Example 2 at n = 10 and t = 0.1 with other methods

X Method in [4] Method I in [12] Method in [8] Method II in [12] Method in [20] Present method

0.0 0.99499 0.99500 0.99500 0.99500 0.99500 0.99500
0.1 1.09329 1.09329 1.09333 1.09329 1.09329 1.09330
0.2 1.19050 1.19050 1.19060 1.19050 1.19050 1.19050
0.3 1.28566 1.28567 1.28582 1.28567 1.28566 1.28567
0.4 1.37784 1.37784 1.37807 1.37784 1.37784 1.37784
0.5 1.46611 1.46612 1.46642 1.46612 1.46611 1.46611
0.6 1.54962 1.54962 1.55000 1.54962 1.54962 1.54961
0.7 1.62752 1.62753 1.62799 1.62753 1.62753 1.62753
0.8 1.69908 1.69904 1.69964 1.69908 1.69908 1.69905
0.9 1.76357 1.76369 1.76424 1.76366 1.76357 1.76365
1.0 1.82038 1.82056 1.82120 1.82056 1.82038 1.82055
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The exact solution is y(x, t) = xsin
[
�t

2

]
. On solving this equation by clique polynomial 

method. Figure 1 represents a time–space graph of the solution at different values of n (size of 
the matrix) and it reveals that accuracy in the solution directly proportional to n. Figs. 2 and 3 
shows a graphical comparison of exact and numerical solution at different values of t and x . 

y(−1, t) = −sin
[
�t

2

]
, y(1, t) = sin

[
�t

2

]
.

Fig. 5   Time-space graph of solution at different values of n for Example 3 case I at a = 0.1, b = 1, c = 0.3

Table 3   Error by present method 
for Example 3 case I

t L∞-error L2-error RMS-error

1 2.25e−6 3.03e−7 4.68e−8
2 5.65e−6 9.00e−7 6.52e−7
3 3.97e−6 7.56e−7 1.76e−7
4 3.17e−6 1.13e−7 2.63e−7
5 5.00e−6 8.46e−6 8.55e−7
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Table 1 shows the comparison of L∞-error, L2-error, and RMS-error of the proposed method 
with other techniques in the literature.

Fig. 6   Numerical comparison of solution at different values of t  with Exact solution for Example 3 case I

Fig. 7   Numerical comparison of solution at different values of x with Exact solution for Example 3 case I
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Example 2  Consider the nonlinear Klein–Gordon equation [12] 

With the initial condition,

Boundary conditions,

𝜕2y

𝜕t2
−

𝜕2y

𝜕x2
+ y2 = 0, ∀x ∈ (0, 1), t > 0.

y(x, 0) = 1 + sin(x)

Fig. 8   Time-space graph of solution at different values of n for Example 3 case II at 
a = 0.3, b = 1, c = 0.25

Table 4   Error comparison of 
solutions by Present Method for 
Example 3 case II

t L∞-error L2-error RMS-error

1 1.84e−6 4.19e−7 2.98e−8
2 3.92e−6 1.23e−7 8.02e−7
3 2.91e−6 2.90e−7 9.01e−7
4 1.10e−6 2.46e−7 1.32e−7
5 4.10e−7 5.33e−7 9.50e−8
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Fig. 9   Numerical comparison of solution at different values of t  with Exact solution for Example 3 case II

Fig. 10   Numerical comparison of solution at different values of x with Exact solution for Example 3 case II
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Fig. 11   Time-space graph of solution at different values of n for Example 4

Table 5   Error comparison of 
solutions for Example 4

t Method in [11] Method I [19] Present method

L∞-error
 1 6.38e−5 9.45e−5 1.34e−7

3.21e−7
1.89e−7
5.23e−7

 2 1.19e−4 9.79e−5
 3 1.52e−4 3.98r-3
 4 2.20e−4 1.29e−2
 5 3.40e−4 3.72e−2 4.98e−7
L2-error
 1 1.47e−4 1.79e−4 4.32e−6

1.87e−6
8.23e−6
8.65e−6

 2 3.55e−4 2.06e−3
 3 3.91e−4 7.91e−3
 4 4.34e−4 2.44e−2
 5 4.49e−4 6.99e−2 5.09e−5

RMS-error
 1 4.90e−5 3.66e−5 5.23e−7

3.62e−7
6.83e−7
1.00e−6

 2 1.18e−4 4.22e−4
 3 1.30e−4 1.61e−4
 4 1.44e−4 4.98e−3
 5 2.16e−4 1.42e−2 2.79e−5
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This problem has no exact solution . On solving this equation by clique polynomial 
method. Figure 4 represents a time–space graph of the solution by the present technique 
at n = 10 . Table  2 shows the comparison of the proposed method solution with other 
techniques in the literature. We solved this problem by Matlab 2017 with CPU time is 
15.74 s.

Example 3  Consider the nonlinear Klein–Gordon equation [12] 

The case I: kick wave solution, 
with the initial condition,

Boundary conditions,

The exact kick wave solution is y(x, t) =
√

a

b
tanh

[√
a

2(c2−a2)
(x − ct)

]
. On solving this 

equation by clique polynomial method. Figure 5 represents a time- space graph of the solution 
at different values of n and its error. Table 3 shows the L∞-error, L2-error, and RMS-error of 
the proposed method. Figures 6 and 7 show a graphical comparison of exact and numerical 
solutions at different values of t and x . We solved this problem by Matlab 2017 with CPU 
time is 10.86 s.

Case II: Soliton wave solution,
with the initial condition,

Boundary conditions,

The exact soliton wave solution is y(x, t) =
√

2a

b
sech

[√
a

(a2−c2)
(x − ct)

]
. On solving this 

equation by clique polynomial method. Figure 8 represents a time- space graph of the solu-
tion at different values of n and its error. Table  4 shows the L∞-error, L2-error, and 

y(0, t) = 1 −
t2

2
, y(1, t) =

221

120
−

305

144
t2 +

103

144
t4.

𝜕2y

𝜕t2
− a2

𝜕2y

𝜕x2
+ ay − by3 = 0,∀x ∈ (−1, 1), t > 0.

y(x, 0) =

�
a

b
tanh

⎡⎢⎢⎣

�
a

2
�
c2 − a2

�x
⎤⎥⎥⎦

y(−1, t) =

�
a

b
tanh

⎡⎢⎢⎣

�
a

2
�
c2 − a2

� (−1 − ct)

⎤⎥⎥⎦
, y(1, t) =

�
a

b
tanh

⎡⎢⎢⎣

�
a

2
�
c2 − a2

� (1 − ct)

⎤⎥⎥⎦
.

y(x, 0) =

�
2a

b
sech

⎡⎢⎢⎣

�
a�

a2 − c2
�x

⎤⎥⎥⎦

y(−1, t) =

�
2a

b
sech

⎡⎢⎢⎣

�
a�

a2 − c2
� (−1 − ct)

⎤⎥⎥⎦
, y(1, t) =

�
2a

b
sech

⎡⎢⎢⎣

�
a�

a2 − c2
� (1 − ct)

⎤⎥⎥⎦
.
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RMS-error of the proposed method. Figures 6 and 7 show a graphical comparison of exact 
and numerical solutions at different values of t and x . We solved this problem by Matlab 
2017 with CPU time is 13.04 s (Figs. 9, 10).

Example 4  Consider the nonlinear Klein–Gordon equation [12] 

With the initial condition,

Boundary conditions,

The exact solution is y(x, t) = x2cosh(x + t). On solving this equation by the proposed 
method. Figure 11 represents the time- space graph of the solution at different values of 
n and its error. Table 5 shows the comparison of L∞-error, L2-error, and RMS-error of the 
proposed method with other techniques in the literature. We solved this problem by Matlab 
2017 with CPU time is 18.16 s.

6 � Conclusion

In this article, we constructed an operational matrix of integration using clique polynomi-
als and generated a new method (clique polynomial method) for the special type of one-
dimensional Partial differential equation such as Klein–Gordon equation. We solved four 
nonlinear equations and discussed the accuracy of the proposed scheme in Tables 1, 2, 3 
by comparing L∞-error, L2-error, and RMS-error with the other methods in the literature. 
These computational results show that our proposed algorithm is effective and accurate in 
comparison with existing methods. Table 1 says that proposed method consumes less CPU 
time than Method I and Method in the literature.

Acknowledgements  The author wish to express his thanks to Karnatak University and Bangalore Univer-
sity for the necessary support.

Availability of data and materials  All data generated or analyzed during this study are included.

Compliance with ethical standards 

Conflict of interest  The author declare that he has no competing interests.

References

	 1.	 Chowdhury, M.S.H., Hashim, I.: Application of Homotopy-perturbation method to Klein–Gordon 
and sine-Gordon equations. Chaos Solitons Fract. 39, 1928–1935 (2009)

	 2.	 Dehghan, M., Shokri, A.: Numerical solution of the nonlinear Klein–Gordon equation using radial 
basis functions. J. Comput. Appl. Math. 230, 400–410 (2009)

𝜕2y

𝜕t2
−

𝜕2y

𝜕x2
+ y + y3 =

(
x2 − 2

)
cosh (x + t) − 4xsinh(x + t) + x6cosh3(x + t),∀x ∈ (−1, 1), t > 0.

y(x, 0) = x2cosh(x)

y(−1, t) = x2cosh(−1 + t), y(1, t) = x2cosh(1 + t).



456	 S. Kumbinarasaiah 

1 3

	 3.	 Diudea, M.V., Gutman, I., Lorentz, J.: Molecular Topology. Nova Science, Hauppauge (1999)
	 4.	 El-Sayed, S.M.: The decomposition method for studying the Klein–Gordon equation. Chaos Soli-

tons Fract. 18(5), 1025–1030 (2003)
	 5.	 Harary, F.: Graph Theory. Addison-Wesley, Oxford (1969)
	 6.	 Heydari, M.H., Hooshmandasl, M.R., Maalek Ghaini, F.M., Fereidouni, F.: Two-dimensional Leg-

endre wavelets for solving fractional Poisson equation with Dirichlet boundary conditions. Eng. 
Anal. Bound. Elem. 37, 1331–1338 (2013)

	 7.	 Hoede, C., Li, X.: Clique polynomials and independent set polynomials of graphs. Discrete Math. 
125, 219–228 (1994)

	 8.	 Kanth, A.R., Aruna, K.: Differential transform method for solving the linear nonlinear Klein–Gor-
don equation. Comput. Phys. Commun. 180, 708–711 (2009)

	 9.	 Khuri, S.A., Sayfy, A.: A spline collocation approach for the numerical solution of a generalized 
nonlinear Klein–Gordon equation. Appl. Math. Comput. 216, 1047–1056 (2010)

	10.	 Mohammadi, A., Aghazadeh, M., Rezapour, S.: Haar wavelet collocation method for solving sin-
gular and nonlinear fractional time-dependent Emden–Fowler equations with initial and boundary 
conditions. Math. Sci. 13, 255–265 (2019)

	11.	 Rashidinia, J., Jokar, M.: Numerical solution of nonlinear Klein–Gordon equation using polyno-
mial wavelets. In: Advances in Intelligent Systems and Computing, pp. 199–214 (2016)

	12.	 Rashidinia, J., Mohammadi, R.: Tension spline approach for the numerical solution of nonlinear 
Klein–Gordon equation. Comput. Phys. Commun. 181, 78–91 (2010)

	13.	 Rashidinia, J., Ghasemia, M., Jalilian, R.: Numerical solution of the nonlinear Klein/Gordon equa-
tion. J. Comput. Appl. Math. 233, 1866–1878 (2010)

	14.	 Raza, N., Rashid Butt, A., Javid, A.: Approximate solution of nonlinear Klein–Gordon equation 
using Sobolev gradients. Hindawi Publ. Corpor. J. Funct. Sp. 2016, 1391594 (2016). https​://doi.
org/10.1155/2016/13915​94

	15.	 Shiralashetti, S.C., Kumbinarasaiah, S.: Theoretical study on continuous polynomial wavelet bases 
through wavelet series collocation method for nonlinear lane-Emden type equations. Appl. Math. 
Comput. 315, 591–602 (2017)

	16.	 Shiralashetti, S.C., Kumbinarasaiah, S.: Hermite wavelets operational matrix of integration for the 
numerical solution of nonlinear singular initial value problems. Alexandria Eng. J. 57(4), 2591–2600 
(2018)

	17.	 Shiralashetti, S.C., Kumbinarasaiah, S.: Laguerre wavelets collocation method for the numerical solu-
tion of the Benjamina Bona Mohany equations. J. Taibah Univ. Sci. 13(1), 9–15 (2019)

	18.	 Shiralashetti, S.C., Kumbinarasaiah, S.: CAS wavelets analytic solution and Genocchi polynomials 
numerical solutions for the integral and integrodifferential equations. J. Interdiscip. Math. 22(3), 201–
218 (2019)

	19.	 Yin, F., Tian, T., Song, J., Zhu, M.: Spectral methods using Legendre wavelets for nonlinear Klein/
Sine-Gordon equations. J. Comput. Appl. Math. 275, 321–334 (2015)

	20.	 Yusufoglu, E.: The variational iteration method for studying the Klein–Gordon equation. Appl. Math. 
Lett. 21, 669–674 (2008)

Publisher’s Note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

https://doi.org/10.1155/2016/1391594
https://doi.org/10.1155/2016/1391594

	A new approach for the numerical solution for nonlinear Klein–Gordon equation
	Abstract
	1 Introduction
	2 Clique polynomials and function approximation
	3 Operational matrix of integration (OMI)
	4 Description of the proposed method
	5 Numerical applications
	6 Conclusion
	Acknowledgements 
	References




