
Ann. Math. Québec (2017) 41:67–96
DOI 10.1007/s40316-016-0062-x

Refined analytic torsion as analytic function on the
representation variety and applications

Maxim Braverman1 · Boris Vertman2

Received: 21 May 2015 / Accepted: 26 March 2016 / Published online: 13 April 2016
© Fondation Carl-Herz and Springer International Publishing Switzerland 2016

Abstract We prove that refined analytic torsion on a manifold with boundary is a weakly
holomorphic section of the determinant line bundle over the representation variety. As a fun-
damental application we establish a gluing formula for refined analytic torsion on connected
components of the complex representation space which contain a unitary point. Finally we
provide a new proof of Brüning-Ma gluing formula for the Ray–Singer torsion associated to
a non-Hermitian connection. Our proof is quite different from the one given by Brüning and
Ma and uses a temporal gauge transformation.
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Résumé On démontre que la torsion analytique fine sur une variété à bord est une section
faiblement holomorphe du fibré déterminant au-dessus de la variété des reprsentations. Ce
résultat nous permet d’établir une formule de recollement pour la torsion analytique fine
sur les composantes connexes de l’espace des représentations complexes contenant un point
unitaire. Finalement, nous donnons une nouvelle preuve de la formule de recollement de
Brüning-Ma pour la torsion de Ray–Singer associée á une connexion non-hermitienne. Notre
preuve est très diffrente de celle de Brüning et Ma et utilise une transformation de jauge
temporelle.
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1 Introduction and statement of the main results

The Ray–Singer conjecture has been formulated in the seminal paper of Ray and Singer [38]
and proved independently by Cheeger [17] and Müller [35] for unitary representations. Its
importance stems from the fact that as in the Atiyah–Singer index theorem, it equates analytic
with combinatorial quantities, the analytic Ray–Singer and the combinatorial Reidemeister
torsions.

By construction, both the analytic Ray–Singer and the combinatorial Reidemeister tor-
sions provide canonical norms on the determinant line of cohomology. There have been
various approaches to obtain a canonical construction of analytic and Reidemeister torsions
as elements instead of norms of the determinant line of the cohomology. These constructions
seek to refine the notion of analytic and Reidemeister torsion norms on that determinant line,
which basically corresponds to fixing a complex phase in the family of complex vectors of
length one.

In case of the Reidemeister torsion this has been done by Farber and Turaev [18,19].
Refinement of analytic torsion has been studied by the first author jointly with Kappeler in
[5,7], as well as by Burghelea and Haller in [15,16]. Both notions have subsequently been
compared by the first author jointly with Kappeler in [6]. An extension of refined analytic
torsion to manifolds with boundary has been undertaken by the second author [44] and Lee
and Huang [30] in two different independent constructions. Recently, Lee and Huang also
compared the two notions of refined analytic torsion on manifolds with boundary in [32].

The fundamental property of the refined analytic and Farber-Turaev torsions is that they
define weakly holomorphic functions on the complex representation space (see [24, p. 148]
for definition of a weakly holomorphic function). In particular, its restriction to the regular
part of the representation space is holomorphic. The main purpose of the present discussion
is an extension of this result to the refined analytic torsion on manifolds with boundary,
introduced by the second author in [44]. As a consequence we establish the gluing property
of refined analytic torsion on connected components of the representation variety that contain
a unitary point.

The gluing formula for refined analytic torsion may be used to prove a gluing result for
the Ray–Singer torsion norm for certain non-unitary representations path-connected to a
unitary element. However we chose to devote the final two sections of the present paper to
an alternative proof of the gluing property for the Ray Singer analytic torsion for non-unitary
representations, which is stronger since we do not single out connected components without
unitary elements.

The Ray–Singer theorem has been extended to unimodular representations byMüller [36].
In case of a general non-unitary representation, the quotient of the analytic and Reidemeister
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torsion norms admits additional correction terms which have been studied by Bismut and
Zhang in [2]. In a separate discussion [9], the authors employ analyticity of refined analytic
torsion to provide an alternative derivation of the Bismut-Zhang correction terms for the
connected components of unitary points in the representation variety.

Both the analytic and combinatorial Reidemeister torsions make sense on compact man-
ifolds with boundary after posing relative or absolute boundary conditions. The gluing
property of the analytic torsion, which is foremost a spectral invariant, is striking and has
been proved by Lück [34], Vishik [46] and generalized by Lesch [33], under the assumption
of product metric structures and unitary representations.

The anomaly of analytic torsion on a compact manifold with boundary with a non-unitary
representation and general metric structures near the boundary, has been studied by Brüning
and Ma in [11]. Recently, Brüning and Ma established in a follow-up paper [12] the gluing
formula for analytic torsion in case of a non-unitary representation, generalizing previous
results in [34,46]. We present an alternative proof of a result by Brüning-Ma [12] by a
temporal gauge transformation argument.

2 Refined analytic torsion on manifolds with boundary

This section reviews the construction by the second author [44].

2.1 The flat vector bundle induced by a representation

Let (Mm, g) be a compact oriented odd-dimensional Riemannian manifold with boundary
∂M . Consider a complex representation α of the fundamental group π1 = π1(M) on C

n . Let
(Eα,∇α, hE

α ) be the induced flat complex vector bundle over M with monodromy equal to
α and no canonical choice of hE

α in case α is not unitary.
The flat covariant derivative ∇α acts on sections �(Eα) and extends by Leibniz rule to

a twisted differential on Eα-valued differential forms �∗
0(M, Eα), where the lower index

refers to compact support in the open interior of M . This defines the twisted de Rham
complex (�∗

0(M, Eα),∇α). The metrics (g, hE
α ) induce an L2-inner product on �∗

0(M, Eα).
We denote the L2−completion of �∗

0(M, Eα) by L2∗(M, Eα).
Throughout this section the representation α is fixed and we omit the lower index α in the

notation of (Eα,∇α, hE
α ) in most of the discussion.

Next we introduce the notion of the dual covariant derivative ∇′. It is defined by requiring
for all u, v ∈ �(E) and X ∈ �(T M)

dhE (u, v)[X ] = hE (∇Xu, v) + hE (u,∇′
Xv). (2.1)

In the special case that α is unitary, the dual ∇′ and the original covariant derivative ∇
coincide. As before, the dual ∇′ gives rise to a twisted de Rham complex (�∗

0(M, E),∇′).

2.2 Hilbert complexes

For any differential operator P acting on �∗
0(M, E), we denote by Pmin its minimal graph-

closed extension in L2∗(M, E). The maximal closed extension is defined by Pmax :=
(Pt

min)
∗. By Brüning and Lesch [10, Lemma 3.1], the extensions define Hilbert complexes

(Dmin,∇min), where Dmin := D(∇min), and (Dmax,∇max), where Dmax := D(∇max). The
Laplace operators, associated to these Hilbert complexes are respectively defined as
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�rel := ∇∗
min∇min + ∇min∇∗

min,

�abs := ∇∗
max∇max + ∇max∇∗

max.

Similar definitions hold for the dual connection ∇′ and for the Laplace operators �′
rel and�′

abs of the Hilbert complexes (D′
min,∇′

min) and (D′
max,∇′

max) respectively. The difference
(∇ − ∇′) is a bounded endomorphism valued operator and hence the equality of domains

Dmin = D′
min, Dmax = D′

max. (2.2)

The following theorem, compare [44, Theorem 3.2], summarizes the classical de Rham
theoremonmanifoldswith boundary, cf. [38, Remark after Proposition 4.2] and [10, Theorem
4.1]; strong ellipticity of the corresponding Laplace operators follows from [22, Lemma
1.11.1].

Theorem 2.1 The Hilbert complexes (Dmin,∇min) and (Dmax,∇max) are Fredholm and the
associated Laplacians�rel and�abs are strongly elliptic. The cohomologies H∗(M, ∂M, E)

and H∗(M, E) of the Fredholm complexes (Dmin,∇min) and (Dmax,∇max), respectively, can
be computed from the following smooth subcomplexes,

(�∗
min(M, E),∇), �∗

min(M, E) := {ω ∈ �∗(M, E)|ι∗(ω) = 0},
(�∗

max(M, E),∇), �∗
max(M, E) := �∗(M, E),

respectively, where ι : ∂M ↪→ M denotes the natural inclusion of the boundary. Corre-
sponding statement holds also for the complexes associated to the dual connection ∇′.

2.3 The chirality operator

The Riemannian metric g and a fixed orientation on M define the Hodge star operator ∗ and
the chirality operator (r := (m + 1)/2)

� := ir (−1)
k(k+1)

2 ∗: �k(M, E) → �m−k(M, E). (2.3)

This operator extends to a self-adjoint involution on L2∗(M, E). The following properties of
� are essential for the construction below, cf. [44].

Lemma 2.2 The self-adjoint involution � on L2∗(M, E) maps D(∇min) to D(∇′∗
max), and

D(∇max) to D(∇′∗
min). With � restricted to appropriate domains, we have

�∇min� = ∇′∗
max, �∇max� = ∇′∗

min.

Definition 2.3 We introduce the doubled Hilbert complexes

(˜D, D) := (Dmin,∇min) ⊕ (Dmax,∇max),

(˜D′, D
′) := (D′

min,∇′
min) ⊕ (D′

max,∇′
max).

Similar to (2.2), we have the equality of domains

D(D) = D(D′), D(D∗) = D(D′∗).

The self-adjoint involution � gives rise to the “chirality operator”

G :=
(

0 �

� 0

)

on L2∗(M, E) ⊕ L2∗(M, E). (2.4)

An immediate consequence of Lemma 2.2 is the following
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Proposition 2.4 The chirality operator G acts as

G|D(D) : D(D) → D(D∗), G|D(D∗) : D(D∗) → D(D).

Moreover we have the relation GD = D
′∗

G.

2.4 The odd signature operator

We now apply the concepts of [7] to our new setup and define the odd-signature operator of
the Hilbert complex (˜D, D) by

B := GD + DG, D(B) = D(D) ∩ D(D∗). (2.5)

By [44] the odd signature operator B is strongly elliptic with discrete spectrum and an
Agmon angle θ ∈ (−π, 0).

2.5 Spectral decomposition

Consider for any λ ≥ 0 the spectral projection of B2 onto eigenspaces with eigenvalues of
absolute value in the interval [0, λ]:

�B2,[0,λ] := i

2π

∫

γ (λ)

(B2 − x)−1dx,

with γ (λ) being a closed counterclockwise circle around the origin surrounding eigenvalues
of absolute value in [0, λ]. By the analytic Fredholm theorem, the range of the projection lies
in D(B2) and the projection commutes with B2. Moreover, �B2,[0,λ] is of finite rank and the
decomposition

L2∗(M, E ⊕ E) = Image�B2,[0,λ] ⊕ Image (1 − �B2,[0,λ]), (2.6)

is a direct sum decomposition into closed subspaces of the Hilbert space L2∗(M, E ⊕ E).
Note that if α is unitary and hence B2 is self-adjoint, the projection �B2,[0,λ] is orthogonal.
(2.6) induces a decomposition of ˜D

˜D = ˜D[0,λ] ⊕ ˜D(λ,∞).

Since D commutes with B,B2 and hence also with �B2,[0,λ], we obtain a decomposition of
(˜D, D) into subcomplexes

(˜D, D) = (˜D[0,λ], D[0,λ]) ⊕ (˜D(λ,∞), D(λ,∞))

where DI := D|
˜DI for I = [0, λ] or (λ,∞).

(2.7)

The chirality operator G commutes with B,B2 and respects the decomposition (2.7) so that

G = G[0,λ] ⊕ G(λ,∞), B = B[0,λ] ⊕ B(λ,∞). (2.8)

Proposition 2.5 [44, Corollary 3.14 and 3.15]. The operator B(λ,∞), λ ≥ 0 is bijective. The
complex (˜D(λ,∞), D(λ,∞)) is acyclic and

H∗(˜D[0,λ], D[0,λ]) ∼= H∗(˜D, D).
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72 M. Braverman, B. Vertman

2.6 The refined torsion element

Recall the notion of a determinant lines of a finite dimensional complex (C∗, ∂∗) and of its
cohomology. Set

DetC∗ =
⊗

k

det (Ck)(−1)k ,

Det H∗(C∗, ∂∗) =
⊗

k

det Hk(C∗, ∂∗)(−1)k ,

where for a vector space V we denote by det V its top exterior power and the (−1) upper
index denotes the dual vector space. We follow [5, Section 1.1] and define the canonical
isomorphism

φ : DetC∗ → DetH∗(C∗, ∂∗)

and the refined torsion element of the complex (˜D[0,λ], D[0,λ])

ρ[0,λ] := φ
(

c0 ⊗ (c1)
−1 ⊗ · · · ⊗ (cr )

(−1)r ⊗ (G[0,λ]cr )(−1)r+1⊗
· · · ⊗ (G[0,λ]c1) ⊗ (G[0,λ]c0)(−1) ) ∈ Det(H∗(˜D[0,λ], D[0,λ])), (2.9)

where ck ∈ ˜D[0,λ] are arbitrary elements of the determinant lines, we denote the extension
of G[0,λ] to a mapping on determinant lines by the same letter, and for any v ∈ det ˜D[0,λ] the
dual v−1 ∈ det(˜D[0,λ])−1 ≡ det(˜D[0,λ])∗ is the unique element such that v−1(v) = 1.

By Proposition 2.5 we can view ρ[0,λ] canonically as an element of Det(H∗(˜D, D)), which
we do henceforth.

2.7 The graded determinant

The fundamental part of the construction is the graded determinant. The operatorB(λ,∞), λ ≥
0 is bijective by Proposition 2.5 and hence by injectivity [put I = (λ,∞) to simplify the
notation]

ker(DIGI) ∩ ker(GIDI) = {0}. (2.10)

Moreover the complex (˜DI , DI) is acyclic by Proposition 2.5 and due to GI being an
involution on Im(1 − �B2,[0,λ]) we have

ker(DIGI) = GIker(DI) = GI Im(DI) = Im(GIDI),

ker(GIDI) = ker(DI) = Im(DI) = Im(DIGI).
(2.11)

We have Im(GIDI) + Im(DIGI) = Im(BI) and by surjectivity of BI we obtain from
the last three relations above

Im(1 − �B2,[0,λ]) = ker(DIGI) ⊕ ker(GIDI). (2.12)

Note that B leaves ker(DG) and ker(GD) invariant. Hence, we put

B+,(λ,∞)
even := B(λ,∞) � ˜Deven ∩ ker(DG),

B−,(λ,∞)
even := B(λ,∞) � ˜Deven ∩ ker(GD).

We arrive at a direct sum decomposition

B(λ,∞)
even = B+,(λ,∞)

even ⊕ B−,(λ,∞)
even .
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By [44], there exists an Agmon angle θ ∈ (−π, 0) for B, which is clearly an Agmon angle
for the restrictions above, as well. For strongly elliptic boundary value problems (D, B) of
order ω on M with an Agmon angle θ ∈ (−π, 0), the associated zeta-function is defined by

ζθ (s, DB) :=
∑

λ∈Spec(DB )\{0}
m(λ) · λ−s

θ , Re(s) >
dim M

ω
,

where λ−s
θ := exp(−s · logθ λ) and m(λ) denotes the multiplicity of the eigenvalue λ. The

zeta function is holomorphic for Re(s) > dim M/ω and admits a meromorphic extension to
C with s = 0 being a regular point. Consequently, the graded zeta-function

ζgr,θ (s,B(λ,∞)
even ) := ζθ (s,B+,(λ,∞)

even ) − ζθ (s,−B−,(λ,∞)
even ), Re(s) � 0,

is regular at s = 0 and we may introduce the following

Definition 2.6 Let θ ∈ (−π, 0) be an Agmon angle forB(λ,∞). Then the graded determinant
associated to B(λ,∞) and its Agmon angle θ is defined as follows:

Det′gr,θ (B(λ,∞)
even ) := exp

(

− d

ds

∣

∣

∣

∣

s=0
ζgr,θ

(

s,B(λ,∞)
even

)

)

.

2.8 Refined analytic torsion

Proposition 2.7 [7,44]. The element

ρ(∇, g) := Det′gr,θ (B(λ,∞)
even ) · ρ[0,λ] ∈ Det(H∗(˜D, D))

is independent of the choice of λ ≥ 0 and choice of Agmon angle θ ∈ (−π, 0) for the
odd-signature operator B(λ,∞).

The construction of ρ(∇, g) is in fact independent of the choice of a Hermitian metric
hE . Indeed, a variation of hE does not change the odd-signature operator B as a differential
operator and different Hermitian metrics give rise to equivalent L2-norms over compact
manifolds. Hence D(B) is indeed independent of the particular choice of hE . Independence
of the choice of a Hermitian metric hE is essential, since for non-unitary flat vector bundles
there is no canonical choice of hE and a Hermitian metric is fixed arbitrarily.

The refined analytic torsion is then obtained by studying the dependence of ρ(∇, g) on
the Riemannian metric. We cite the final result from [44].

Theorem 2.8 Let (M, g) be an odd-dimensional oriented compact Riemannian manifold
with boundary. Let (E,∇, hE ) be a flat complex vector bundle over M. Consider the trivial
vector bundle M × C with a trivial connection d and let B := B(d) denote the associated
odd-signature operator. η(B) denotes the eta invariant of the even part Beven. Put

̂ξ(d, g) := 1

2

m
∑

k=0

(−1)k · k · ζ2θ (s = 0, B2 � ˜Dk).

Then the refined analytic torsion of (M, E,∇)

ρan(∇) := ρ(∇, g) · exp [

iπ rk(E)(η(B) +̂ξ(d, g))
]

(2.13)

is modulo sign independent of the choice of g in the interior of M.
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3 Holomorphic structure on the determinant line bundle

In the next step we interpret ρ(α) as an analytic section of the determinant line bundle over
the representation space. This requires a separate discussion of the analyticity for the refined
torsion element and the graded determinant. The present section studies analyticity of the
refined torsion element, while the next deals with analyticity of the graded determinant.

3.1 The determinant line bundle

The spaceR := Rep(π1(M), C
n) of complex n-dimensional representations of π1 = π1(M)

has a natural structure of a complex analytic space, cf., for example, [7, §13.6] . For each
α ∈ Rep(π1(M), C

n) we denote by Eα the flat vector bundle over M whose monodromy is
equal to α. Then the disjoint union

Det :=
⊔

α∈R
Det

(

H•(M, Eα)
) ⊗ Det

(

H•(M, ∂M, Eα)
)

(3.1)

has a natural structure of a holomorphic line bundle over R, called the determinant line
bundle. In this section we describe this structure, using a CW-decomposition of M . Then, we
show that the refined analytic torsion is a nowhere vanishing holomorphic section of Det .
We continue in the notation fixed in Sect. 2.

3.2 The combinatorial cochain complex

Fix a CW-decomposition K = {e1, . . . , eN } of M . Let ˜K denote the universal cover of K .
Then the fundamental group π1(M) acts on C•(˜K , C) from the right and C

n is a left module
over the group ring C[π1] via the representation α. Then the cochain complex C•(K , α) is
defined as

C•(K , α) := C•(˜K , C) ⊗C[π1] C
n . (3.2)

For each cell e j , fix a lift ẽ j , a cell of the CW-decomposition of ˜M , such that π(̃e j ) = e j .
By definition, the pull-back of the bundle Eα to ˜M is the trivial bundle ˜M × C

n → ˜M .
Hence, the choice of the cells ẽ1, . . . , ẽN identifies the cochain complex C•(K , α) of the
CW-complex K with coefficients in Eα with the complex

0 → C
n·k0 ∂0(α)−−−−→ C

n·k1 ∂1(α)−−−−→ · · · ∂m−1(α)−−−−→ C
n·km → 0, (3.3)

where k j ∈ Z≥0 ( j = 0, . . . ,m = dim M) is equal to the number of j-dimensional cells
of K and the differentials ∂ j (α) are (nk j × nk j−1)-matrices depending analytically on α ∈
Rep(π1(M), C

n).
The cohomology of the complex (3.3) is canonically isomorphic to H•(M, Eα). Let

φC•(K ,α) : Det
(

C•(K , α)
) −→ Det

(

H•(M, Eα)
)

(3.4)

denote the canonical isomorphism, cf. formula (2.13) of [5] .

3.3 A non-zero element of Det
(
H•(M, Eα)

)

The standard bases of C
n·k j ( j = 0, . . . ,m) define an element c ∈ Det

(

C•(K , α)
)

, and,
hence, an isomorphism ψα : C −→ Det

(

C•(K , α)
)

with ψα(z) = z · c. Then for each
α ∈ Rep(π1(M), C

n) we define

σ(α) = φC•(K ,α)

(

ψα(1)
) ∈ Det

(

H•(M, Eα)
)

, (3.5)
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a non-zero element of Det
(

H•(M, Eα)
)

. Of course, this element depends on the choice of
the lifts ẽ1, . . . , ẽN .

3.4 A non-zero element of Det
(
H•(M, ∂M, Eα)

)

Let now K ′ denote theCW-decomposition of ∂M induced by K . Then K ′ ⊂ K and the choice
of the lifts ẽi made above identify the cochain complex C•(K ′, α) of the CW-complex K ′
with coefficients in Eα with the complex

0 → C
n·l0 ∂0(α)−−−−→ C

n·l1 ∂1(α)−−−−→ · · · ∂m−1(α)−−−−→ C
n·lm−1 → 0, (3.6)

As above, the standard bases of C
n·l j ( j = 1, . . . ,m − 1) defines a canonical element of

Det(C•(K ′, α)) and an isomorphism ψ ′
α from C onto Det

(

C•(K , α)
)

. Thus we define

σ ′(α) = φC•(K ′,α)

(

ψ ′
α(1)

) ∈ Det
(

H•(∂M, Eα)
)

, (3.7)

where α′ is the restriction of the representation α to π1(∂M) and E ′
α is the restriction of Eα

to ∂M . Consider the quotient complex

C•(K , K ′, α) := C•(K , α)/C•(K ′, α).

Using (3.3) and (3.6) we can identify Det
(

C•(K , K ′, α)
)

with C thus constructing a map

ψ ′′
α : C −→ Det

(

C•(K , K ′, α)
)

. (3.8)

The cohomology of the complex C•(K , K ′, α) is canonically isomorphic to the
relative cohomology H•(M, ∂M, Eα). For each α we define a non-zero element of
Det

(

H•(M, ∂M, Eα)
)

by the formula

σ ′′(α) = φC•(K ,K ′,α)

(

ψ ′′
α(1)

) ∈ Det
(

H•(M, ∂M, Eα)
)

, (3.9)

3.5 The holomorphic structure on Det

Recall that the elements σ(α) and σ ′′(α) are defined in (3.5) and (3.9). Consider the map

τ : α �→ σ(α) ⊗ σ ′′(α)

∈ Det
(

H•(M, Eα)
) ⊗ Det

(

H•(M, ∂M, Eα)
)

,
(3.10)

where α ∈ Rep(π1(M), C
n), is a nowhere vanishing section of the determinant line bundle

Det over Rep(π1(M), C
n).

Definition 3.1 We say that a section s(α) of Det is holomorphic if there exists a holomorphic
function f (α) on Rep(π1(M), C

n), such that s(α) = f (α) · τ(α).

This defines a holomorphic structure on Det , which is independent of the choice of the
lifts ẽ1, . . . , ẽN of e1, . . . , eN , since for a different choice of lifts the section τ(α) will be
multiplied by a constant. In the next subsection we show that this holomorphic structure is
also independent of the CW-decomposition K of M .

3.6 The Farber–Turaev torsion

The choice of the lifts ẽ1, . . . , ẽN of e1, . . . , eN determines an Euler structure ε on M , while
the ordering of the cells e1, . . . , eN determines a cohomological orientation o, cf. [43, § 20].
Moreover, every Euler structure and every cohomological orientation can be obtained in this
way. The Farber-Turaev torsion ρε,o(α), corresponding to the pair (ε, o), is, by definition,
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[21, § 6], equal to the element σ(α) defined in (3.5). Since the Farber-Turaev torsion is
independent of the choice of the CW-decomposition of M , cf. [21,42], we conclude that the
element σ(α) is also independent of the CW-decomposition, but only depends on the Euler
structure and the cohomological orientation.

The lifts ẽ j and the ordering of the cells also defines an Euler structure ε′ and a cohomo-
logical orientation o′ of ∂M . The element σ ′(α) defined in (3.7) is equal to the Farber-Turaev
torsion ρε′,o′(α′) where α′ is the restriction of the representation α to π1(∂M). Let

μ : Det
(

C•(K ′, α)
) ⊗ Det

(

C•(K , K ′, α)
) −→ Det

(

C•(K , α)
)

(3.11)

denote the fusion isomorphism, cf. [5, § 2.6]. Using this isomorphism we define the map

ν : Det
(

H•(∂M, Eα)
) ⊗ Det

(

H•(M, ∂M, Eα)
) −→ Det

(

H•(M, Eα)
)

,

ν := φC•(K ,α) ◦ μ ◦ (

φ−1
C•(K ′,α)

⊗ φ−1
C•(K ,K ′,α)

)

. (3.12)

It follows from the construction that the elements σ(α), σ ′(α) and σ ′′(α) defined in (3.11),
(3.5), (3.7), and (3.9) satisfy the equality

ν
(

σ ′(α) ⊗ σ ′′(α)
) = ± σ(α), (3.13)

where the sign depends only on the dimensions of the spaces C•(M, α) and C•(∂M, α) but
not on the representation α. Since σ(α) and σ ′(α) are independent of the CW-decomposition,
it follows that σ ′′(α) is independent of CW-decompositon up to a sign. In fact σ ′′(α) can be
considered as the definition of the relative Farber–Turaev torsion. It follows that the section
τ(α) defined in (3.10) is also an independent of the CW-decomposition up to a sign. Hence
so is the holomorphic structure defined in Definition 3.1.

3.7 The acyclic case

Let Rep0(π1(M), C
n) ⊂ Rep(π1(M), C

n) denote the set of representations such that
H•(M, Eα) = 0, H•(∂M, Eα′) = 0, and H•(M, ∂M, Eα) = 0. Then the determinant
lines Det(H•(M, Eα)), Det(H•(M, ∂M, Eα′)), and Det(H•(M, ∂M.Eα)) are canonically
isomorphic to C. Hence, the Farber-Turaev torsions ρε,o(α) and ρε′,o′(α) can be viewed as a
complex-valued functions on Rep0(π1(M), C

n). It is easy to see, cf. [14, Theorem 4.3], that
these functions are holomorphic on Rep0(π1(M), C

n). Moreover, they are rational functions
on Rep(π1(M), C

n), all whose poles are in

Rep(π1(M), C
n)\Rep0(π1(M), C

n).

In particular, the holomorphic structure on Det , which we defined above, coincides, when
restricted to Rep0(π1(M), C

n), with the natural holomorphic structure obtained from the
canonical isomorphism

Det |Rep0(π1(M),Cn) � Rep0(π1(M), C
n) × C.

4 The graded determinant as a holomorphic function

Fix α0 ∈ Rep(π1(M), C
n). Fix a number λ ≥ 0 which is not in the spectrum of the square

B2
α0

of the odd signature operator Bα0 = B(∇α0 , g). Then there is a neighborhood Uλ ⊂
Rep(π1(M), C

n) ofα0 such that λ is not an eigenvalue ofB2
α for allα ∈ Uλ. Denote byB(λ,∞)

α

the restriction of Bα to the spectral subspace of B2
α corresponding to the spectral set (λ,∞).
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Then B(λ,∞)
α is an invertible operator. Let θ ∈ (−π/2, 0) be an Agmon angle for B(0,λ)

α0 and

assume that there are no eigenvalues ofB(λ,∞)
α0 in the solid angles L(−π/2,λ] and L(π/2,λ+π/2].

Then there exists a neighborhood Uλ,θ ⊂ Uλ of α0 such that θ is also an Agmon angle for
B(λ,∞)

α for all α ∈ Uλ,θ . In this section we prove that the graded determinant Det′gr,θ (B(λ,∞)
α,even)

is a holomorphic function on Uλ,θ . Our main result in this section is the following

Theorem 4.1 Let O ⊂ C be a connected open neighborhood of 0. Let

γ : O → Uλ,θ ⊂ Rep(π1(M), C
n)

be a holomorphic curve such that γ (0) = α0. Then the function

z �→ Det′gr,θ
(B(λ,∞)

γ (z),even

)

(4.1)

is holomorphic in a neighborhood of 0.

An immediate consequence is the following

Corollary 4.2 Suppose V ⊂ Uλ,θ is an open subset such that all points α ∈ V are regular
points of the complex algebraic set Rep(π1(M), C

n). Then the map

Det : V −→ C, Det : α �→ Det(α) := Det′gr,θ (B(λ,∞)
α,even).

is holomorphic.

Proof By Hartogs’ theorem (cf., for example, [27, Th. 2.2.8]), a function on a smooth alge-
braic variety is holomorphic if its restriction to each holomorphic curve is holomorphic.
Hence, the corollary follows immediately from Theorem 4.1. ��

The rest of this section is occupied with the proof of Theorem 4.1.

4.1 A germ of connections

Let us introduce some additional notations. Let E be a vector bundle over M and let C(E)

denote the affine space of (not necessarily flat) connections on E . We endow C(E) with the
the Fréchet topology on C(E) introduced in Section 13.1 of [7] .

Fix a base point x∗ ∈ M and let Ex∗ denote the fiber of E over x∗. We will identify Ex∗
with C

n and π1(M, x∗) with π1(M).
For ∇ ∈ C(E) and a closed path φ : [0, 1] → M with φ(0) = φ(1) = x∗, we denote

by Mon∇(φ) ∈ End Ex∗ � Matn×n(C) the monodromy of ∇ along φ. Note that, if ∇ is
flat then Mon∇(φ) depends only on the class [φ] of φ in π1(M). Hence, if ∇ is flat, then
the map φ �→ Mon∇(φ) defines an element of Rep(π1(M), C

n), called the monodromy
representation of ∇.

Suppose now that O ⊂ C is a connected open neighborhood of 0. For simplicity we also
assume that O is convex. Let

γ : O → Rep(π1(M), C
n)

be a holomorphic curve with γ (0) = α0. The operator Bγ (z) is constructed using a flat con-
nection ∇γ (z) whose monodromy is equal to γ (z). Unfortunately, there is no a canonical

choice of such connection. Though the graded determinant Det′gr,θ
(B(λ,∞)

γ (z),even

)

is indepen-
dent of this choice, to study the dependence of this determinant on z ∈ O we need to choose
a family of connections ∇γ (z). The main difficulty in the proof of Theorem 4.1 is that it is
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not clear whether there exists a holomorphic family ∇γ (z) with Mon∇γ (z) = γ (z). We shall
now explain how to circumvent this difficulty.

By Proposition 4.5 of [23], all the bundles Eγ (z), z ∈ O, are isomorphic to each other.
Moreover, we have the following lemma.

Lemma 4.3 There exists a vector bundle E → M and a real differentiable family of flat
connections ∇γ (z), z ∈ O, on E, such that the monodromy representation of ∇γ (z) is equal
to γ (z) for all z ∈ O.

Proof By Lemma 3.3 of [1] there exists a smooth vector bundle

Ẽ → M × O
and a smooth connection ∇̃ on Ẽ , whose restriction ∇̃z to

Ẽ
∣

∣

M×{z} → M × {z}
is flat for each z ∈ O, and such that the monodromy of ∇̃z is equal to γ (z).

Set E := Ẽ
∣

∣

M×{0} and let

�z : E → Ẽ
∣

∣

M×{z}
denote the parallel transport along the intervals

{

(m, t z) : m ∈ M, t ∈ [0, 1] } ⊂ M × O.

Then

∇γ (z) := �−1
z ◦ ∇̃z ◦ �z, z ∈ O,

is a smooth family of connections on E , and the monodromy of ∇γ (z) is equal to γ (z). ��
Furthermore, Lemma B.6 of [7] shows that the family ∇γ (z) can be chosen so that there

exists a one-form ω ∈ �1(M,End E) such that

∇γ (z) = ∇α0 + z · ω + o(z), (4.2)

where o(z) is understood in the sense of the Fréchet topology on C(E) introduced in Sec-
tion 13.1 of [7], and always refers to the behavior as z → 0.

Remark 4.4 Lemma 4.3 asserts that the family ∇γ (z) can be chosen to be real differentiable
at every point z ∈ O. We don’t know whether it can be chosen to be complex differentiable
on the whole set O. However, the Eq. (4.2) implies that it can be chosen to be complex
differentiable at 0.

4.2 The family of projections

Let Flat(E) ⊂ C(E) denote the set of flat connections on E and consider a curve ∇(z) ∈
Flat(E), z ∈ O, of connections such that Mon∇(0) = α0. We will assume that it is complex
differentiable at 0 in the sense that

∇(z) = ∇α0 + z · ω + o(z), z → 0, (4.3)

where ω ∈ �1(M,End E). We denote by

D(z) := ∇(z)min ⊕ ∇(z)max
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and by B(z) the corresponding odd signature operator the sense of Sect. 2. Let P(z) =
�B2(z),(λ,∞) denote the spectral projection of the operator B(z)2 onto the subspace ˜D(λ,∞)

spanned by eigenforms of B(z)2 with eigenvalues in (λ,∞).
From (2.12) we conclude that the space L2∗(M, E ⊕ E) of L2-differential forms is a direct

sum

L2∗(M, E ⊕ E) = Im
(

I − P(z)
) ⊕ Im

(

P(z)D(z)
) ⊕ Im

(

P(z)GD(z)
)

.

Consider the corresponding orthogonal projections

P+(z) : L2∗(M, E ⊕ E) −→ Im
(

P(z)D(z)
)

,

P−(z) : L2∗(M, E ⊕ E) −→ Im
(

P(z)GD(z)
)

. (4.4)

Then

Im P(z) = Im P+(z) ⊕ Im P−(z).

Lemma 4.5 There exist bounded operators A± on L2∗(M, E ⊕ E) with

P±(z) = P±(0) + z
(

P±(0)A±
(

Id−P±(0)
)

+ (

Id−P±(0)
)

A±P±(0)
)

+ o(z).
(4.5)

Proof For small enough z ∈ O the operators P±(z) depend smoothly on z, there exist
bounded operators A± and A such that

P±(z) = P±(0) + z A± + o(z),
P(z) = P(0) + z A + o(z).

(4.6)

Using the decomposition

A = P±(0)AP±(0) + (

Id−P±(0)
)

AP±(0)

+ P±(0)A
(

Id−P±(0)
) + (

Id−P±(0)
)

A
(

Id−P±(0)
)

(4.7)

and the equality P±(z)2 = P±(z) we obtain

P±(z) = P±(z)2 = P±(0) + 2z P±(0)AP±(0)

+ z
(

Id−P±(0)
)

AP±(0) + z P±(0)A
(

Id−P±(0)
) + o(z). (4.8)

Comparing (4.6) and (4.8) and using (4.7) we conclude that

P±(0)AP±(0) = (

Id−P±(0)
)

A
(

Id−P±(0)
) = 0.

The equality (4.5) follows now from (4.6) and (4.7). ��
4.3 The partial derivatives of the graded determinant

In terms of the projections P±(z) introduced in the previous section the odd signature operator
B(λ,∞) can be written in the form

B(λ,∞)(z) = (

D(z)G + GD(z)
)

P(z)

= D(z)GP+(z) + GD(z)P−(z). (4.9)
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Hence, we may write

Det′gr,θ
(B(λ,∞)

even (z)
) = Det′θ

(

D(z)GP+(z) � L2
even(M, E ⊕ E)

)

Det′θ
( − GD(z)P−(z) � L2

even(M, E ⊕ E)
)

Consider a curve κ : (−1, 1) → O such that κ(0) = α0. To simplify the notation, set

D+(z) := D(z)GP+(z) � L2
even(M, E ⊕ E),

D−(z) := −GD(z)P−(z) � L2
even(M, E ⊕ E),

(4.10)

and also

D
′ := d

dt
D(κ(t))

∣

∣

t=0, P ′± := d

dt
P±(κ(t))

∣

∣

t=0, D′± = d

dt
D±

(

κ(t)
)∣

∣

t=0. (4.11)

With this notation we have

Det′gr,θ
(B(λ,∞)

even (z)
) = Det′θ

(

D+(z)
)

Det′θ
(

D−(z)
) . (4.12)

We consider the function

F(z) = Det′θ
(

D(z)GP+(α0) � L2
even(M, E ⊕ E)

)

Det′θ
( − GD(z)P−(α0) � L2

even(M, E ⊕ E)
) . (4.13)

Notice that the right hand side of (4.13) is similar to the right hand side of (4.12) but P±(z)
is replaced by P±(0) = P±(α0). In particular,

F(0) = Det′gr,θ
(B(λ,∞)

even (0)
)

.

Lemma 4.6 Then for any curve κ : (−1, 1) → O with κ(0) = α0 we have

d

dt

∣

∣

∣

t=0
logDet′gr,θ

(B(λ,∞)
even (κ(t))

) = d

dt

∣

∣

∣

t=0
log F

(

κ(t)
)

. (4.14)

Proof Using Lemma 4.5 and the equality

D(α0)G P+(α0) = P+(α0) D(α0)G, (4.15)

we obtain

D′+ = D
′
GP+(α0) + P+(α0) D(α0)G A+

(

Id−P+(α0)
)

+ (

Id−P+(α0)
)

D(α0)G A+P+(α0). (4.16)

By the variation formula for the logarithm of the determinant, cf., for example, Section 3.7
of [13], we have

d

dt

∣

∣

∣

t=0
logDet′θ D+(κ(t)) = Tr D−s−1+ (α0)D

′+
∣

∣

∣

s=0

= Tr D−s−1+ (α0)D
′
GP+(0)

∣

∣

∣

s=0
+ Tr D−s−1+ (α0)Dα0GP ′+

∣

∣

∣

s=0
. (4.17)

Using (4.5) and the fact that the operators D+(0) andDα0G commutewith P+(0)we conclude
that

Tr D−s−1+ (0)Dα0GP ′+ = Tr
(

Id−P+(0)
)

D−s−1+ (0)Dα0GA+P+(0)

+ Tr P+(0)D−s−1+ (0)Dα0GA+
(

Id−P+(0)
) = 0. (4.18)
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Combining (4.17) and (4.18) we conclude that

d
dt

∣

∣

∣

t=0
logDet′θ D+(κ(t)) = Tr D−s−1+ (α0)D

′
GP+(0)

∣

∣

∣

s=0

= d
dt

∣

∣

∣

t=0
Det′θ

(

D(κ(t))GP+(α0) � L2
even(M, E ⊕ E)

)

.
(4.19)

Similarly,

d
dt

∣

∣

∣

t=0
logDet′θ D−(κ(t))

= d
dt

∣

∣

∣

t=0
logDet′θ

( − GD(κ(t))P−(α0) � L2
even(M, E ⊕ E)

)

.
(4.20)

From (4.12), (4.13), (4.19) and (4.20) we obtain (4.14). ��

Proposition 4.7 Let ∇(z) (z ∈ O) be a family of flat connections such that as z → 0

∇(z) = ∇α0 + z · ω + o(z). (4.21)

Then the function
z �→ f (z) := Det′gr,θ

(B(λ,∞)
even (∇γ (z), g)

)

(4.22)

is complex differentiable at zero. In other words, there exists a complex number A such that

Det′gr,θ
(B(λ,∞)

even (∇γ (z), g)
) = Det′gr,θ

(B(λ,∞)
even (∇γ (0), g)

) + A · z + o(z). (4.23)

Proof By (4.14) it is enough to show that

F(z) = F(0) + A · z + o(z). (4.24)

Set z = x + iy. Using the variation formula for the logarithm of the determinant as in the
proof of Lemma 4.9, one easily sees that

i
∂

∂x
log F(z) = ∂

∂y
log F(z),

which is equivalent to (4.24). ��
4.4 Proof of Theorem 4.1

It follows from Proposition 4.7 that the function

z �→ Det′gr,θ
(B(λ,∞)

even (∇γ (z), g)
)

,

is complex differentiable at 0.
Let a ∈ O be such that γ (a) ∈ Uλ,θ . By making a change of variables ζ = z − 0

we conclude that this function is also complex differentiable at a. Hence, this function is
holomorphic in γ −1(Uλ,θ ). ��

5 Refined analytic torsion as a holomorphic section

In this section we show that the refined analytic torsion ρan is a non-vanishing holomorphic
section of Det . More precisely, our main result is the following
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5.1 Weakly holomorphic section

Recall from [24, p. 148] that a continuous function on a singular space X is called weakly
holomorphic if its restriction to the set of regular points of X is holomorphic. Such functions
have many properties of analytic functions on X . In particular, they are all meromorphic .
We refer to [24], [25, §1e] for the properties of the weakly holomorphic functions.

We say that a section s(α) of Det is weakly holomorphic if there exists a weakly holo-
morphic function f (α) on Rep(π1(M), C

n), such that s(α) = f (α) · τ(α).

Theorem 5.1 The refined analytic torsion ρan is a weakly holomorphic section of the deter-
minant bundleDet. In particular, the restriction of ρan to the setRep0(π1(M), C

n) of acyclic
representations, viewed as a complex-valued function via the canonical isomorphism

Det |Rep0(π1(M),Cn) � Rep0(π1(M), C
n) × C,

is a weakly holomorphic function on Rep0(π1(M), C
n).

5.2 Reduction to a finite dimensional complex

Let α0 ∈ Rep(π1(M), C
n). Fix a Riemannian metric g on M and a number λ ≥ 0 such that

there are no eigenvalues of B(∇α0 , g)
2 with absolute value equal to λ. Let θ be an Agmon

angle for B(∇α0 , g)
2 and let Uλ,α ⊂ Rep(π1(M), C

n) be as in Sect. 4. By Corollary 4.2 the
function α �→ Detgr,θ (B(λ,∞)

even (∇α, g)) is weakly holomorphic on Uλ,θ . It follows now from
the definition of the refined analytic torsion that to proveTheorem5.1 it is enough to show that

α �→ ρ[0,λ] ≡ ρG[0,λ](∇α, g)

is a weakly holomorphic section of Rep(π1(M), C
n). By the definition of the holomorphic

structure on the bundle Det , cf. Definition 3.1, this means that the function

α �→ ρG[0,λ](∇α, g)

τ (α)
,

is continuous at α0 and is holomorphic at α0 if α0 is a regular point of Rep(π1(M), C
n).

Here, τ(α) is defined in (3.10).
If α0 is a regular point of Rep(π1(M), C

n), then by Hartog’s theorem, [27, Th. 2.2.8], it
is enough to show that for every holomorphic curve γ : O → Uλ,θ , where O is a connected
open neighborhood of 0 in C, the function

f (z) := ρG[0,λ](∇γ (z), g)

τ (γ (z))
(5.1)

is complex differentiable at 0, i.e., there exists a ∈ C, such that as z → 0

f (z) = f (0) + z · a + o(z).

5.3 Choice of a basis

We use the notation introduced in Sect. 4.1. In particular we have a vector bundle E , a
holomorphic curve γ : O → Rep(π1(M), C

n), and a continuous family of flat connection
∇γ (z) (z ∈ O) on E such that for each z ∈ O the monodromy of ∇γ (z) is equal to γ (z). If α0

is a regular point of Rep(π1(M), C
n) then we also assume that

∇γ (z) = ∇γ (0) + z · ω + o(z). (5.2)

where o(z) is understood in the sense of the Fréchet topology.
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Let �[0,λ](z) (z ∈ O) denote the spectral projection of the operator B(∇γ (z), g)2, cor-
responding to the set of eigenvalues of B(∇γ (z), g)2, whose absolute value is ≤ λ. Then it
follows from the definition of Uλ that �[0,λ](z) depends continuously on z. Moreover, in
case when α0 is a regular point of Rep(π1(M), C

n), �[0,λ](z) is complex differentiable in z.
Hence, in this case there exists a bounded operator R on L2∗(M, E ⊕ E) such that

�[0,λ](z) = �[0,λ](0) + z R + o(z). (5.3)

We denote by �•(z) the image of �[0,λ](z). Recall that we denote the dimension of M by
m = 2r − 1. For each j = 0, . . . , r − 1, fix a basis

w j = {w1
j , . . . , w

l j
j }

of � j (0) and setwm− j := {Gw1
j , . . . , Gw

l j
j }. To simplify the notationwewill writewm− j =

Gw j . Then w j is a basis for � j (0) for all j = 0, . . . ,m.
For each z ∈ O, j = 0, . . . ,m, set

w j (z) = {

w1
j (z), . . . , w

l j
j (z)

} := {

�[0,λ](z)w1
j , . . . , �[0,λ](z)w

l j
j

}

.

Since �[0,λ](z) depends continuously on z, there exists a neighborhood O′ ⊂ O of 0, such
thatw j (z) is a basis of� j (z) for all z ∈ O′, j = 0, . . . ,m. Further, since�[0,λ](z) commutes
with G, we obtain

wm− j (z) = Gw j (z). (5.4)

Clearly, w j (0) = w j for all j = 0, . . . ,m.
For each z ∈ O′, the space �•(z) is a subcomplex of

(

L2∗(M, E ⊕ E), Dγ (z)
)

. Moreover,
the embedding�•(z) ↪→ L2∗(M, E⊕E) is a quasi-isomorphism. It follows fromTheorem2.1
that the cohomology of this compels is canonically isomorphic to

H•(M, Eγ (z)) ⊕ H•(M, ∂M, Eγ (z)).

Let

φ�•(z) : Det
(

�•(z)
) −→ Det

(

H•(M, Eγ (z)) ⊕ H•(M, ∂M, Eγ (z))
)

denote the canonical isomorphism, cf. Section 2.4 of [5]. For z ∈ O′, letw(z) ∈ Det
(

�•(z)
)

be the element determined by the basis w1(z), . . . ,wm(z) of �•(z). More precisely, we
introduce

w j (z) = w1
j (z) ∧ · · · ∧ w

l j
j (z) ∈ Det

(

� j (z)
)

,

and set

w(z) := w0(z) ⊗ w1(z)
−1 ⊗ · · · ⊗ wm(z)−1.

Then, according to Definition 4.3 of [5], it follows from (5.4) that, for all z ∈ O′, the refined
torsion of the complex �•(z) is equal to φ�•(z)(w(z)), i.e.,

ρ
G[0,λ]

(∇γ (z)) = φ�•(z)(w(z)). (5.5)
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5.4 Reduction to a family of differentials

Using the basis w j (z) we define the isomorphism

ψ j (z) : C
l j −→ �

j
[0,λ](z)

by the formula

ψ j (z)(x1, . . . , xl j ) :=
l j

∑

k=1

xk wk
j (z) =

l j
∑

k=1

xk �[0,λ](z)wk
j . (5.6)

We conclude that for each z ∈ O′, the complex
(

�•(z), Dγ (z)
)

is isomorphic to the complex

(W •, d(z)) : 0 → C
l0 d0(z)−−−−→ C

l1 d1(z)−−−−→ · · · dl−1(z)−−−−→ C
lm → 0, (5.7)

where
d j (z) := ψ j+1(z)

−1 ◦ Dγ (z) ◦ ψ j (z), j = 0, . . . ,m. (5.8)

It follows from (5.3) and (5.6) that d j (z) is continuous family of differentials. Moreover,
when α0 is a regular point of Rep(π1(M), C

n) it is complex differentiable at 0, i.e., there
exists a (l j+1 × l j )-matrix A such that

d j (z) = d j (0) + z A + o(z).

Let ψ(z) := ⊕d
j=0 ψ j (z). Since G

(

� j (z)
) = �m− j (z) ( j = 0, . . . ,m), we conclude that

l j = lm− j . From (5.4) we obtain that

̂� := ψ−1(z) ◦ G ◦ ψ(z) (5.9)

is independent of z ∈ O′ and

̂� : (x1, . . . , xl j ) �→ (x1, . . . , xl j ), j = 0, . . . ,m. (5.10)

It follows from (5.8) and (5.9) that

ρ
̂�
(z) = ρ

G[0,λ]
(∇γ (z)), (5.11)

where ρ
̂�
(z) denotes the refined torsion of the finite dimensional complex (W •, d(z)) corre-

sponding to the chirality operator ̂�.
Let φW •(z) : Det(W •) → Det

(

H•(d(z))
)

denote the denote the canonical isomorphism
of Section 2.4 of [5]. The standard bases of C

l j ( j = 0, . . . ,m) define an element w̃ ∈
Det(W •). From (5.10) and the definition of ρG(z) we conclude that

ρ
G
(z) = φW •(z)(w̃). (5.12)

5.5 The acyclic case

To illustrate the main idea of the proof let us first consider the case, when both H•(M, Eα0)

and H•(M, ∂M, Eα0) are trivial. Then there exists a neighborhood O′′ ⊂ O′ of 0 such that
H•(M, Eγ (z)) = H•(M, ∂M, Eγ (z)) = 0 for all z ∈ O′′. Thus the torsion (5.12) is a complex
valued function on O′′. To finish the proof of Theorem 5.1 in this case it remains to show
that this function is continuous and, in case when α0 is a regular point of Rep(π1(M), C

n),
is complex differentiable at 0. In view of (5.8), this follows from the following
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Lemma 5.2 Let

(C•, ∂(z)) : 0 → C
n·k0 ∂0(z)−−−−→ C

n·k1 ∂1(z)−−−−→ · · ·
· · · ∂m−1(z)−−−−→ C

n·km → 0,

be a family of acyclic complexes defined for all z in an open setO ⊂ C. For any c ∈ Det(C•)
the function z �→ φ(C•,∂(z))(c) is continuous if the differentials ∂ j (z) are continuous, and is
complex differentiable at 0 if ∂ j (z) are complex differentiable at 0.

Proof It is enough to prove the lemma for one particular choice of c. To make such a choice

let us fix for each j = 0, . . . ,m a complement of Im(∂ j−1(0)) in C j and a basis v1j , . . . , v
l j
j

of this complement. Since the complex C• is acyclic, for all j = 0, . . . ,m, the vectors

∂ j−1(0) v1j−1 , . . . , ∂ j−1(0) v
l j−1
j−1, v1j , . . . , v

l j
j (5.13)

form a basis of C j . Let c ∈ Det(C•) be the element defined by these bases. Then, for all z
close enough to 0 and for all j = 0, . . . ,m,

∂ j−1(z) v1j−1 , . . . , ∂ j−1(z) v
l j−1
j−1, v1j , . . . , v

l j
j (5.14)

is also a basis of C j . Let A j (z) ( j = 0, . . . ,m) denote the non-degenerate matrix transform-
ing the basis (5.14) to the basis (5.13). Then, by the definition of the isomorphism φ(C•,∂(z)),
cf. §2.4 of [5] ,

φ(C•,∂(z))(c) = (−1)N (C•)
m

∏

j=0

Det(A(z))(−1) j , (5.15)

where N (C•) is the integer defined in formula (2.15) of [5] which is independent of z.
Clearly, the matrix valued functions A j (z) and, hence, their determinants are continuous if
the differentials ∂ j (z) are continuous, and are complex differentiable at 0 if ∂ j (z) are complex
differentiable at 0. Thus, so is the function z �→ φ(C•,∂(z))(c). ��
5.6 Sketch of the proof of Theorem 5.1 in the non-acyclic case

We now turn to the proof of Theorem 5.1 in the general case. In this subsection we sketch
the main ideas of the proof. It is enough to show that the function

f (z) :=
ρ
G[0,λ]

(∇γ (z), g)

τ (γ (z))
(5.16)

continuous and, if α0 is a regular point of Rep(π1(M), C
n), is complex differentiable at 0.

Here τ is the map (3.10). To see this we consider the de Rham integration maps

Jmax
z : �•

max(M, Eγ (z)) −→ C•(K , γ (z)),
Jmin
z : �•

min(M, Eγ (z)) −→ C•(K , K ′, γ (z)).
(5.17)

where the cochain complexes C•(K , γ (z)) and C•(K , K ′, γ (z)) are defined in Sect. 3.
The de Rham integration map of E-valued differential forms is defined using a trivializa-

tion of E over each cell e j , and, hence, it depends on the flat connection ∇γ (z), cf. below.
More precisely, in the neighborhood of any cell e of K , a differential form f ∈ �•(M, Eγ (z))

can be written in the form f = ∑n
j=1 f j ⊗ v j , where f j ∈ �•(M) is a complex-valued
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differential form and v j is a ∇γ (z)-flat section of Eγ (z) for j = 1, . . . , n. The de Rham
integration map is then defined by

Jmax
z f (e) :=

n
∑

j=1

(∫

e
f j

)

v j .

If f ∈ �•
min(M, Eγ (z)) then Jmax

z f is a well-defined element of the relative cochain complex
C•(K , K ′, γ (z)) and we denote the corresponding map by Jmin

z . Both maps descend to
isomorphisms on cohomology [38, § 4]. We write

�•
d(M, Eα) := �•

min(M, Eα) ⊕ �•
max(M, Eα),

C•
d(K , α) := C•(K , K ′, α) ⊕ C•(K , α).

(5.18)

Hence we obtain a quasi-isomorphism

Jz := Jmax
z ⊕ Jmin

z : �•
d(M, Eγ (z)) → C•

d (K , γ (z)). (5.19)

The trivialization Te(z) : E |e → C
n × e induced by the connection ∇γ (z) is continuous.

Moreover, if α0 is a regular point of Rep(π1(M), C
n), it is complex differentiable at z = 0

by (4.3). Hence so is the de Rham integration map Jz .
We then consider the restriction Jz |�•(z) of Jz to the finite dimensional complex �•(z)

and study the cone complex Cone•(Jz |�•(z)) of the map Jz . This is a finite dimensional
acyclic complex with a fixed basis, obtained from the bases of �•(z), defined in Sect. 5.3,
and C•

d(K , γ (z)). The torsion of this complex is equal to f (z). An application of Lemma
5.2 to this complex proves Theorem 5.1.

In the definition of the integration map Jz we have to take into account the fact that the
vector bundles Eγ (z) and E = Eγ (0) are isomorphic but not equal. The integration map Jz ,
cf. Sect. 5.7, is a map from�•

d(M, Eγ (z)) to the cochain complex C•
d (K , γ (z)), which is not

equal to the complex C•
d (K , γ (0)). Fix an Euler structure on M . It defines an isomorphism

between the complexes C•
d (K , γ (0)) and C•

d (K , γ (z)) which depends on z. The study of
this isomorphism, which is conducted in Sect. 5.8, is important for the understanding of
the properties of Jz . In particular, it is used to show that in a certain sense Jz is complex
differentiable at 0, which implies that the cone complex Cone•(Jz) satisfies the conditions
of Lemma 5.2.

5.7 The cochain complex of the bundle E

Fix a CW-decomposition K = {e1, . . . , eN } of M . For each j = 1, . . . , N choose a point
x j ∈ e j and let Ex j denote thefiber of E over x j . Then the cochain complex (C•

d(K , γ (z)), ∂•)
may be naturally identified with the complex (C•

d (K , E), ∂ ′•(z)) where the z-dependence is
now fully encoded in the differentials. We use the prime in the notation of the differentials
∂ ′
j in order to distinguish them from the differentials of the cochain complex C•

d (K , γ (z)).
The differentials ∂ ′

j (z) are continuous. Moreover, if α0 is a regular point if Rep(π1(M), C
n)

then it follows from (5.2) that ∂ ′
j (z) are complex differentiable at 0, i.e., there exist linear

maps a j : C j
d (K , E) −→ C j+1

d (K , E), s.t.

∂ ′
j (z) = ∂ ′

j (0) + z · a j + o(z), j = 1, . . . ,m − 1.

123



Refined analytic torsion as analytic function on the representation . . . 87

5.8 Relationship with the complex C•
d (K, γ (z))

Recall that for each z ∈ O′ the monodromy representation of ∇γ (z) is equal to γ (z). Let
π : ˜M → M denote the universal cover of M and let ˜E = π∗E denote the pull-back of the
bundle E to ˜M . Recall that in Sect. 4.1 we fixed a point x∗ ∈ M . Let x̃∗ ∈ ˜M be a lift of x∗
to ˜M and fix a basis of the fiber ˜Ex̃∗ of ˜E over x∗. Then, for each z ∈ O′, the flat connection
∇γ (z) identifies ˜E with the product ˜M × C

n .
Recall from Sect. 3.6 that the choice of the Euler structure ε also fixes the lifts ẽ j ( j =

1, . . . , N ) of the cell e j fixed in Sect. 3.6. Let x̃ j ∈ ẽ j be the lift of x j ∈ e j . Then the
trivialization of ˜E defines a continuous in z family of isomorphisms

Sz, j : Ex j � ˜Ex̃ j → C
n, j = 1, . . . , N , z ∈ O′.

The isomorphisms Sz, j depend on the trivialization of ˜E , i.e., on the connection ∇γ (z). The
direct sum Sz = ⊕

j Sz, j defines an isomorphism Sz : C•
d(K , E) → C•

d(K , γ (z)). If α0 is
a regular point of Rep(π1(M), C

n), it follows from (4.3) that Sz is complex differentiable at
0, i.e. for some linear map s

Sz = S0 + z · s + o(z).

Finally, we consider the morphism of complexes

Iz := S−1
z ◦ Jz ◦ ψ(z) : W • → C• := C•

d(K , E), z ∈ O′. (5.20)

This map is complex differentiable at z = 0 and induces an isomorphism of cohomology.

5.9 The cone complex

The cone complex Cone•(Iz) of the map Iz is given by the sequence of vector spaces

Cone j (Iz) := W j ⊕ C j−1
d

(

K , E) � C
l j ⊕ C

n·k j−1 ,

j = 0, . . . ,m, with differentials

∂̂ j (z) =
(

c@ cd j (z) 0
Iz, j ∂ ′(γ (z))

)

,

where Iz, j denotes the restriction of Iz toW j . This is a family of acyclic complexes with dif-
ferentials ∂̂ j (z), which are continuous. If α0 is a regular point of Rep(π1(M), C

n) then ∂̂ j (z)
are also complex differentiable at 0. The standard bases of C

l j ⊕ C
n·k j−1 define an element

c ∈ Det(Cone•(Iz)) which is independent of z ∈ O′. Using the canonical isomorphism of
Section 2.4 of [5], we hence obtain for each z ∈ O′ the number φCone•(Iz)(c) ∈ C\{0}. From
the discussion in Sect. 5.6 it follows that this number is equal to the ratio (5.1). Hence, to
finish the proof of the Theorem 5.1 it remains to show that the function z �→ φCone•(Iz)(c)
is continuous and is complex differentiable at 0 if α0 is a regular point of Rep(π1(M), C

n).
This follows immediately from Lemma 5.2.

6 Gluing formula for refined analytic torsion

Let (M, g) be a closed oriented Riemannianmanifold and (N , gN ) a separating hypersurface,
such that M = M1 ∪N M2. The metric g restricts to Riemannian metrics on the two compact
components M1 and M2. Assume that g is product in an open tubular neighborhood of N .
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6.1 The transmission complex �•(M1#M2, E)

A given representation α ∈ Rep(π1(M), C
n) induces a connection ∇α on a vector bundle

E ≡ Eα , which restricts towell-defined connections onM1,2.We denote byρi := ρ(∇α, Mi )

the refined analytic torsions on Mi , i = 1, 2 and by ρ = ρ(∇α, M) for the refined analytic
torsion on M , cf. (2.13). Let ι j : N ↪→ Mj denote the obvious inclusions, j = 1, 2.

We define the transmission subcomplex of �•(M1, Eα) ⊕ �•(M2, Eα) by specifying
transmission boundary conditions

�•(M1#M2, E) := {(ω1, ω2) ∈ �•(M1, Eα) ⊕ �•(M2, Eα) | ι∗1ω1 = ι∗2ω2},
∇α(ω1, ω2) := (∇αω1,∇αω2).

This defines a complex with eigenforms of the corresponding Laplacian given by the eigen-
forms of the Hodge-Laplacian on (�•(M, Eα),∇α), cf. [45, Theorem 5.2]. In particular their
de Rham cohomologies coincide.

6.2 The fusion map

The splitting M = M1 ∪N M2 now gives rise to short exact sequences of the associated
complexes

0 → �•
min(M1, E)

α1−→ �•(M1#M2, E)
β2−→ �•

max(M2, E) → 0,

0 → �•
min(M2, E)

α2−→ �•(M1#M2, E)
β1−→ �•

max(M1, E) → 0,
(6.1)

where α1(ω) = (ω, 0), α2(ω) = (0, ω) and β j (ω1, ω2) = ω j , j = 1, 2. The corresponding
long exact sequences in cohomology yield canonical isomorphisms, cf. [45]

�1(α) : Det(H•(M1, N , E)) ⊗ Det(H•(M2, E)) → Det(H•(M, E)),

�2(α) : Det(H•(M2, N , E)) ⊗ Det(H•(M1, E)) → Det(H•(M, E)).

The fusion isomorphisms, cf. [5, (2.18)] provide canonical identifications

μ1 : Det(H•(M1, N , E)) ⊗ Det(H•(M1, E)) → Det(H•(˜D1, D1)),

μ2 : Det(H•(M2, N , E)) ⊗ Det(H•(M2, E)) → Det(H•(˜D2, D2)),

μ : Det(H•(M, E)) ⊗ Det(H•(M, E)) → Det(H•(˜D, D)),

where the Hilbert complexes (˜D j , D j ) are defined in Definition 2.3, with the lower index j
referring to the underlying manifold Mj , j = 1, 2. The Hilbert complex (˜D, D) is defined
over M . We put

� ≡ �(α) = μ ◦ (�1(α) ⊗ �2(α)) ◦ (μ−1
1 ⊗ μ−1

2 ) :
Det(H•(˜D1, D1)) ⊗ Det(H•(˜D2, D2)) → Det(H•(˜D, D)).

If α ∈ Rep(π1(M), C
n) is unitary, [45, Theorem 10.6] asserts

�(ρ1 ⊗ ρ2) = K · ρ, (6.2)

where
K ≡ K (α) = σ 2χ(N )eπ i(η(Bα,M)−η(Bα,M1)−η(Bα,M2)). (6.3)

Here χ(N ) stands for the Euler characteristic of (N , Eα � N ) and the η-invariants η(Bα, M),
η(Bα, M1) and η(Bα, M2) are defined in terms of the even parts of the corresponding odd
signature operators. The sign σ is determined by formula (8.4) of [45]. Note that the sign
depends on the dimensions of various cohomology spaces and is related to the sign convention
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used in defining the fusion isomorphismof determinant lines, see [5, §2] for a detail discussion
of the sign conventions. Note also that the Euler characteristic χ(N ) depends only on the
rank n of the representation α but not on the particular choice of α ∈ Rep(π1(M), C

n).
The η-invariants η(Bα, M), η(Bα, M1) and η(Bα, M2) are not necessarily continuous

functions of α: they have integer jumps when some eigenvalues of the odd signature operator
cross zero. Hence, K 2(α) is a continuous function of α. Moreover, below we show that K 2

extends to a weakly holomorphic function on the space Rep(π1(M), C
n) of representations.

6.3 The gluing formula for some non-unitary representations

Themain result of this section is the following extension of (6.2) to some class of non-unitary
representations.

Theorem 6.1 Let (M, g) be a closed oriented Riemannian manifold of odd dimension, and
N a separating hypersurface such that M = M1 ∪N M2, and g is product in an open tubular
neighborhood of N. Assume that C ⊂ Rep(π1(M), C

n) is a connected component andα0 ⊂ C
is a unitary representation which is a regular point of the complex analytic set C. For any
representation α ∈ Rep(π1(M), C

n) denote by ρ(α) and ρ j (α) the refined analytic torsions
on M and Mj , j = 1, 2. Then for any α ∈ C we have

�(ρ1(α) ⊗ ρ2(α)) = ± K (α) · ρ(α).

The rest of this section is occupied with the proof of Theorem 6.1, which is based on an
analytic continuation technique, cf. [9, § 6.4]. First we need the following proposition.

Proposition 6.2 K (α)2 is a weakly holomorphic function on the complex analytic space
Rep(π1(M), C

n).

Proof We need to show that exp
(

2iπη(Bα, Mi )), (i = 1, 2) and exp
(

2iπη(Bα, M)
)

are
weekly holomorphic functions of α.

Denote by Bα, j ( j = 1, 2) the odd signature operator of the complex (˜D j , D j ) and by Bα

the odd signature operator of the comples (˜D, D). With this notation we have

η(Bα, Mj ) = η(Bα, j ), η(Bα, M) = η(Bα).

Fix α0 ∈ Rep(π1(M), C
n) and a number λ > 0 such that the spectra of the operators Bα0

andBα0, j ( j = 1, 2) do not intersect the circle {z ∈ C : |z| = λ}. There exists a neighborhood
Uλ of α0 in Rep(π1(M), C

n) such that for all α ∈ Uλ the spectra of the operators Bα and
Bα, j ( j = 1, 2) do not intersect the circle {z ∈ C : |z| = λ}. Then (cf. formula (4–1) of [44])

η(Bα, j ) − η(B(λ,∞)
α, j ) ∈ 1

2
Z, η(Bα) − η(B(λ,∞)

α ) ∈ 1

2
Z. (6.4)

Notice that the functions η(B(λ,∞)
α, j ) and η(B(λ,∞)

α ) are continuous on Uλ. The functions
η(Bα, j ) and η(Bα) are not necessarily continuous, but might have integer jumps. Hence, it

follows from (6.4) that η(Bα, j ) − η(B(λ,∞)
α, j ) and η(Bα) − η(B(λ,∞)

α ) are constants modulo
Z. We conclude that

exp
(

2iπη(Bα, j ) − exp
(

2iπη(B(λ,∞)
α, j ), j = 1, 2,

and

exp
(

2iπη(Bα) − exp
(

2iπη(B(λ,∞)
α )
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are constant functions onUλ. Hence, it suffices to show that the functions exp
(

2iπη(B(λ,∞)
α, j ),

(i = 1, 2) and exp
(

2iπη(B(λ,∞)
α )

)

are weakly holomorphic in a neighborhood of α0.
Let θ be anAgmon angle for the operators Bα0 and Bα0, j . Then there exists a neighborhood

Uλ,θ ⊂ Uλ of α0, such that for all α ∈ Uλ,θ θ is an Agmon angle for Bα and Bα, j . By [44,
(4.6)] we obtain

Det′gr,θ (B(λ,∞)
α, j,even) = exp

(

ξλ(α, Mj ) − iπξ ′
λ(α, Mj ) − iπη(B(λ,∞)

α , Mj )
)

,

where we have set

ξλ(α, Mj ) := 1

2

m
∑

k=0

(−1)k · k · d

ds

∣

∣

∣

∣

s=0
ζ2θ

(

s,B2
α, j � ˜Dk

j,(λ,∞)

)

,

ξ ′
λ(α, Mj ) := 1

2

m
∑

k=0

(−1)k · k · ζ2θ
(

s = 0,B2
α, j � ˜Dk

j,(λ,∞)

)

.

ThegradeddeterminantDet′gr,θ (Bα, j,even) isweakly holomorphic inUλ,θ byCorollary 4.2.

The fact that exp
(

2ξ(α, Mj )
)

and exp
(

2iπξ ′(α, Mj )
)

are weakly holomorphic follows sim-
ilarly from the variational formula

d

dt

∣

∣

∣

∣

t=0
ζ2θ

(

s,B2
κ(t) � ˜Dk

j,(λ,∞)

)

= −s · Tr
( d

dt

∣

∣

∣

t=0
B2

κ(t) � ˜Dk
j,(λ,∞)

)

(B2
κ(0) � ˜Dk

j,(λ,∞)

)−s−1
.

As a consequence, exp
(

2iπη(B(λ,∞)
α, j )) ( j = 1, 2) are weakly holomorphic. Similarly, on

proves that exp
(

2iπη(B(λ,∞)
α )

)

is weakly holomorphic. ��
6.4 An analytic continuation

The set of unitary representations is the fixed point set of the anti-holomorphic involution

τ : Rep(π1(M), C
n) → Rep(π1(M), C

n), τ : α �→ α′,

where α′ denotes the representation dual to α. Hence, it is a totally real submanifold of
Rep(π1(M), C

n) whose real dimension is equal to dimC C, cf. [26, Proposition 3]. In par-
ticular there is a holomorphic coordinates system (z1, . . . , zr ) near α0 such that the unitary
representations form a real neighborhood of α0, i.e. the set Im z1 = . . . = Im zr = 0.
Therefore, cf. [39, p. 21], we obtain the following

Proposition 6.3 If two holomorphic functions coincide on the set of unitary representations
they also coincide on C.

6.5 The proof of Theorem 6.1

By Theorem 5.1 the refined analytic torsions ρ1, ρ2 and ρ define holomorphic sections on
the corresponding determinant line bundles. The canonical isomorphism� defines a bilinear
map between holomorphic determinant line bundles and hence maps holomorphic sections
to holomorphic sections. Let us denote by f (α) the unique complex valued function of α

such that

�(ρ1 ⊗ ρ2) = f (α) · ρ,
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holds for allα ∈ C. Since both� (ρ1 ⊗ ρ2) andρ are holomorphic sections of the determinant
line bundle, f (α) is a holomorphic function.

It follows from (6.2) that
K (α)2 = f (α)2 (6.5)

for all unitary representations in C. By Proposition 6.2, K (α)2 is a holomorphic function.
Hence, we obtain from Proposition 6.3 that (6.5) holds for all α ∈ C. ��

Remark 6.4 The gluing formula for refined analytic torsion may be used to prove a gluing
result for theRay–Singer torsion normon connected components of the representation variety
that contain a unitary point.

7 Gluing formula for Ray–Singer analytic torsion

We continue in the previously outlined setup of a closed oriented Riemannian manifold
(M, g) and a separating hypersurface (N , gN ), such that M = M1 ∪N M2. Consider a
representation α ∈ Rep(π1(M), C

n) and the corresponding flat vector bundle (E,∇). Fix a
Hermitian metric h0 on E , of product type near N . Even if the metric structures (g, h0) are
product near N , the connection∇ need not be product near N , so that the resulting Laplacian
does not have a product structure near the separating hypersurface and hence a gluing theorem
for Ray–Singer analytic torsion cannot be obtained from the results of [33,34,46].

Before we proceed, let us make some chronological remarks on that topic. Vishik [46] was
first to prove the gluing formula for analytic torsion given a unitary representation without
using the theorem of Cheeger [17] and Müller [35]. Though it was not explicitly stated in
[46], the assumption of a unitary representation is obsolete once a connection is in temporal
gauge1 near N . Under the assumption of temporal gauge and product metric structures, the
Hodge Laplacian is of product type near N and the Vishik’s argument goes through. Recently,
Lesch [33] provided an excellent discussion of the gluing formula for possibly non-compact
spaces, extending the result of Vishik, and stating clearly that the proof requires only product
metric structures and a connection in temporal gauge near the cut, rather than unitariness of
the representation.

A quite general proof of the gluing formula for general representations andwithout assum-
ing product metric structures, was provided by Brüning and Ma [12]. They derive a gluing
formula by relating the Ray–Singer and the Milnor torsions, in odd and also in the even-
dimensional case. In this sectionwe present a different proof of their result in odd dimensions,
as a consequence of [33] and the Brüning–Ma anomaly formula in [11]. To make the main
idea of our alternative argument clear, we restrict ourselves to the situation, when ∂M = ∅.

Proposition 7.1 Consider two Hermitian metrics h0, h1 on a fixed flat vector bundle (E,∇)

over a compact oriented odd-dimensionalRiemannianmanifold (K , g), j = 1, 2. If ∂K �= ∅,
assume that h0, h1 coincide over Y = ∂K.Fix either relative or absolute boundary conditions
at Y for the Hodge Laplacian and denote by ‖ · ‖RS(g,h j )

, j = 0, 1, the corresponding Ray–

Singer analytic torsion norms. Then2

‖ · ‖RS(g,h0) = ‖ · ‖RS(g,h1).

1 The notion and properties of temporal gauge are recalled in the “Appendix”.
2 There is no product structure assumption on g and h j , j = 0, 1.
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Proof The metric anomaly, identified in [11] is expressed in terms of the Levi-Civita
connections ∇T K and ∇TY on K and its boundary Y , the respective representatives
e(T K ,∇T K ), e(TY,∇TY ) of the Euler classes of T K , TY in Chern-Weil theory, and the
quotient ‖ · ‖h0/‖ · ‖h1 between the metrics on det E , induced by h0 and h1.

Since dim K is odd, e(T K ,∇T K ) = 0. If h0, h1 coincide over Y , log ‖ · ‖h0/‖ · ‖h1 = 0
over Y , so that the statement follows from [11, Theorem 0.1, (0.5)]. ��

The main idea now is the reduction to the setup of a connection in temporal gauge near
N . A connection ∇ is in temporal gauge in an open neighborhoodU = (−ε, ε)× N of N , if
∇ = π∗∇N for some flat connection∇N on EN , where π : U → N is the natural projection
onto the second factor. Proposition 8.2 below asserts that in fact every connection is gauge
equivalent to a connection in temporal gauge.

We denote the corresponding gauge transformation by γ . The gauge transformed connec-
tion is given by ∇γ = γ∇γ −1. We set for any u, v ∈ �(M, E)

hγ (u, v) := h0(γ u, γ v).

This defines a new Hermitian metric on E that coincides with h over N , since γ acts as
identity over N . By construction, γ induces an isometry

γ : L2∗(M, E; g, hγ ) → L2∗(M, E; g, h0).
The following theorem is a result by Lesch [33], cf. Vishik [46].

Theorem 7.2 Let (M, g) be a closed oriented Riemannian manifold of odd dimension, and
N a separating hypersurface such that M = M1 ∪N M2, and g is product in an open tubular
neighborhood of N. Consider flat Hermitian vector bundle (E,∇γ , h0). Denote by ‖ · ‖RS
and ‖ · ‖RSMi

the corresponding Ray–Singer norms on M and Mi , i = 1, 2, respectively. The
Ray–Singer norm on M1 is defined with respect to relative boundary conditions, while on
M2 we pose absolute boundary conditions. Then

log
‖ · ‖RSM

�1

(

‖ · ‖RSM1
⊗ ‖ · ‖RSM2

) = 1

2
χ(N ) log 2.

Corollary 7.3 Let the Ray–Singer torsion norms ‖ · ‖RS and ‖ · ‖RSMi
be defined with respect

to the flat connection ∇ and any Hermitian metric h on E. Then

log
‖ · ‖RSM

�1

(

‖ · ‖RSM1
⊗ ‖ · ‖RSM2

) = 1

2
χ(N ) log 2.

Proof The Laplacian �γ on Eγ = (E,∇γ , h0) is related to the Laplacian � on Eα =
(E,∇, hγ ) by the unitary transformation γ with �γ = γ ◦ � ◦ γ −1. Hence, γ induces a
map between the harmonic forms of � and �γ , and hence also between the corresponding
determinant lines, which we also denote by γ . By construction, we find

‖γ (·)‖RSEγ
= ‖ · ‖RSEα

, (7.1)

wherewe indicate the dependence on the vector bundle by the subindex and omit the reference
to the underlyingmanifold, since the relation holds both onM andMi , i = 1, 2. The isometric
identification γ commutes with the maps in the (6.1). Hence �1 ◦ (γ ⊗ γ ) = γ ◦ �1, and
by Theorem 7.2, we find
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log
‖ · ‖RS(M,Eα)

�1

(

‖ · ‖RS(M1,Eα) ⊗ ‖ · ‖RS(M2,Eα)

) = 1

2
χ(N ) log 2. (7.2)

This is a gluing theorem for any complex representation α, possibly non-unitary. A priori,
however, this relation holds for the specific Hermitian metric hγ on (E,∇α). Since γ � N =
id, the metrics h0, hγ coincide over N and hence, by Proposition 7.1 the gluing formula (7.2)
holds for any representation α and any choice of a Hermitian metric h on (E,∇α). ��

The Riemannian metric g is still assumed to be product near N , so that variation of g
leads to additional anomaly terms, cf. [11, Theorem 0.1].

8 Appendix: Temporal gauge transformation

In this section we recall the notion of a connection in temporal gauge and review some
properties of these connections, cf. [45]. In particular, we show that any flat connection is
gauge equivalent to a connection in temporal gauge, cf. Proposition 8.2. Consider a closed
oriented Riemannianmanifold (M, gM ) of dimensionm and a vector bundle E with structure
group G ⊂ GL(n, C). Denote the principal G-bundle associated to E by P , where G acts
on P from the right.

Consider a hypersurface N ⊂ M and its collar neighborhood U ∼= (−ε, ε) × N . We
view the restrictions P|U , P|N as G-bundles, where the structure group can possibly be
reduced to a subgroup of G. Let π : (−ε, ε) × ∂X → ∂X be the natural projection onto
the second component. Then E |U ∼= π∗E |N and for the associated principal bundles P|U ∼=
π∗P|N f−→ P|N , where f is the principal bundle homomorphism, covering π , with the
associated homomorphism of the structure groups being the identity automorphism.

Definition 8.1 We call a flat connection ω on P a connection in temporal gauge over U , if
there exists a flat connection ωN on PN such that ω|U = f ∗ωN over the collar neighborhood
U . Similar condition defines a covariant derivative in temporal gauge.

We now explain the notion of temporal gauge in local terms. Let ωN denote a flat con-
nection one-form on P|N . Then ωU := f ∗ωN gives a connection one-form on P|U which
is flat again. Let {˜Uβ, ˜�β}β be a set of local trivializations for P|N . Then P|U ∼= π∗P|N is
trivialized over the local neighborhoodsUβ := (−ε, ε)× ˜Uβ with the induced trivializations
�β . For any y ∈ ˜Uβ , normal variable x ∈ (−ε, ε) and for e ∈ G being the identity matrix
we put

s̃β(y) := ˜�−1
β (y, e), sβ(x, y) := �−1

β ((x, y), e).

These local sections define local representations for ωU and ωN

ω̃β := s̃∗
βωN ∈ �1(˜Uβ,G),

ωβ := s∗
βωU ∈ �1(Uβ,G),

where G denotes the Lie algebra of G. Consider local coordinates y = (y1, . . . , ym−1) on
˜Uβ . Then

ω̃β =
n
∑

i=1
ω

β
i (y)dyi , ωβ = ω

β
0 (x, y)dx +

n
∑

i=1
ω

β
i (x, y)dyi ,

with ω
β
0 ≡ 0, and ω

β
i (x, y) ≡ ω

β
i (y).

(8.1)
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Proposition 8.2 Any flat connection on the principal bundle P is gauge equivalent to a flat
connection in temporal gauge.

Proof By a partition of unity argument it suffices to discuss the problem locally overUβ . Let
ω be a flat connection on P|U . Let γ ∈ Aut(P|U ) be any gauge transformation on P|U and
γ β the corresponding local representation. Denote the gauge transform of ω under γ by ωγ .

The local G-valued one-forms ωβ, ω
β
γ are related in correspondence to the transformation

law of connections by

ωβ
γ = (γ β)−1 · ωβ · γ β + (γ β)−1dγ β,

where the action · is the multiplication of matrices (G ⊂ GL(n, C)), after evaluation at a
local vector field and a base point in Uβ .

The local one form ωβ can be written as

ωβ = ω
β
0 (x, y)dx +

n
∑

i=1

w
β
i (x, y)dyi .

Our task is to identify the correct gauge transformation γ , so that ω is temporal gauge, cf.
(8.1). For this reason we consider the following initial value problem with parameter y ∈ ˜Uβ

∂xγ
β(x, y) = −ω

β
0 (x, y)γ β(x, y),

γ β(0, y) = 1 ∈ GL(n, C).
(8.2)

The solution to (8.2) is given by an integral curve of the time dependent vector field V β
x,y on

G, parametrized by x ∈ (−ε, ε), such that for any u ∈ G

V β
x,yu := −(Ru)∗ωβ

0 (x, y) = −ω
β
0 (x, y) · u,

where Ru is the right multiplication on γ and the second equality follows from the fact
that G ⊂ GL(n, C) is a matrix Lie group. The corresponding integral curve γ β(x, y) with
γ β(0, y) = 1 ∈ G is G-valued and the unique solution to (8.2).

We now compute for the gauge transformed connection ωγ

ωβ
γ = (γ β)−1 · ωβ · γ β + (γ β)−1dγ β

= (γ β)−1 · ω
β
0 · γ βdx +

n
∑

i=1

(γ β)−1 · ω
β
i · γ βdyi

+ (γ β)−1∂xγ
βdx +

n
∑

i=1

(γ β)−1∂yi γ
βdyi

=
n

∑

i=1

(γ β)−1 · ω
β
i · γ βdyi +

n
∑

i=1

(γ β)−1∂yi γ
βdyi .

where in the last equality we cancelled two summands due to γ β being the solution to (8.2).
We now use the fact that ω is a flat connection. A gauge transformation preserves flatness,
so ωγ is flat again. Put

ωβ
γ = ω

β
γ,0(x, y)dx +

n
∑

i=1

ω
β
γ,i (x, y)dyi ,
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where by the previous calculation

ω
β
γ,0 ≡ 0, ω

β
γ,i ≡ (γ β)−1 · ω

β
i · γ β + (γ β)−1∂yi γ

β.

Flatness of ωγ implies

∂xω
β
γ,i (x, y) = ∂yi ω

β
γ,0(x, y) = 0.

Hence the gauge transformed connection is indeed in temporal gauge. This completes the
proof. ��
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