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Abstract

In this paper, we use the multistep collocation method for linear Volterra integro-differential
equations of the third kind. First, the structure of multistep collocation method is described,
then the convergence of the method and its order are investigated. The comparison of the
proposed method with classical one-step collocation method shows that the order of conver-
gence increases with the same computational cost. Some numerical examples are given in
the last part of the article to illustrate the theoretical results.

Keywords Volterra integro-differential equation - Multistep collocation - Hermite Birkhoff
interpolation - Convergence

Mathematics Subject Classification 45A05 - 45D05 - 45E99

1 Introduction

Many problems in mathematics, physics, biology and engineering involve integral equations
and among them, some of the problems are in integro-differential equation form. For example,
the problem of determining the shape of a simply supported sandwich beam leads up to a
Volterra integro-differential equation (VIDE). Therefore, it is important to provide suitable
numerical methods to solve such equations. In particular, great attention has been paid to
collocation methods in some literature. For example, in Brunner (2004), the author has applied
the collocation method to various classes of Volterra integral and differential equations. Seyed
allaei et al have studied analytical properties of the third kind Volterra integral equation (VIE)
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in Seyed Allaei et al. (2015) and they have also applied the collocation method for solving
this equation in Seyed Allaei et al. (2017). A spectral collocation method for a class of
nonlinear Volterra Hammerstein integral equations of the third kind has been investigated in
Laeli Dastjerdi and Shayanfard (2021). Also, a multistep collocation method for third kind
VIEs has been studied in Shayanfard et al. (2019).

In this paper we consider first order linear Volterra integro-differential equation of the
third kind:

t

7y (0) = a1 ()y@) + g1(t) +/0 k(t, x)y(x)dx, y(0) =yo, te€l, ey

in which, 8 > 0, a1(t) = tPa(r), g1(t) = tPg(t), k € C(D) and g(r), a(t) € C(I), where
I=[0,Tland D ={(t,x)|tel, 0<x <t}

Numerical methods for (1) have also received attention. Recently a collocation method
for (1) has been studied by Shayanfard et al. (2020). In Cardone and Conte (2013) the authors
have analyzed the multistep collocation method for a class of VIDEs of the second kind. In
the multistep collocation method the solution is approximated by a piecewise polynomial,
which depends on solutions of r previous steps. The convergence order of this method is
higher than classical one-step collocation methods with the same computational cost, see for
example (Cardone and Conte 2013; Shayanfard et al. 2019). In this paper, we use the multistep
collocation method for approximating solution of third kind Volterra integro-differential
equation (1).

The paper is organized as follows:

In Sect. 2, the structure of the multistep collocation method is described, then it is applied
to Eq. (1) and its corresponding equations are extracted. In Sect. 3, we have analyzed the
convergence of the method by presenting and proving a theorem. Finally, to illustrate the
theoretical results some numerical examples are considered in Sect. 4.

2 The multistep collocation method

We consider the first order linear Volterra integro-differential equation of the third kind:

t
Py (1) = a1 ()y (@) + g1 (1) +/0 k(, x)y(x)dx, y(0)=yo, tel, 2

in which, 8 > 0, a;(t) = Pa@), g1(t) = tﬁg(t), k € C(D) and g(t), a(t) € C(I), where,
I=[0,Tland D ={(t,x)|tel, 0<x <t}

To assure to have a unique solution for Eq. (2), the following two theorems proved,
respectively in Seyed Allaei et al. (2015) and Jiang and Ma (2013).

Theorem 2.1 Suppose that ¢ > 1 is an integer number, 0 < g < 1, k(t, x) = xPT471(t, x)
such that:
0 Zkecm), j=0.1...4q
(i) 24 ecp), j=0.1.....q-1,
(i) Hjp1(0) =20, e CT71(D),  j=0,1,....q—1,
then the operator

t
(szﬁy)(z):/ 7Pk, x)y(x)dx, tel, (3)
0
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is continuous from ci=YI o Ci()).

Theorem 2.2 Ifa(t), g(t) € C1~'(I) and the assumptions of Theorem (2.1) hold, then Eq.
(2) has a unique solution in C4(I).

Now, we express and construct the multistep collocation method of solving Eq. (2).

Consider I, = {t,; 0=1y) <t <... <ty = T} as a partition for interval I = [0, T],
such that & = %, t, = nh.

Also suppose that 0 < ¢; < ¢3 < -+ < ¢,y < 1 are m collocation parameters and define
the set of collocation points in the form

Xp={twi=th+cih; 0<n<N-1, 1<i=<m}. 4)

We approximate the solution y(¢) of Eq. (2) with a function Py (), which its restriction on
the interval o, = (,, t,+1], is a polynomial of degree at most m + r — 1 and its value on
on depends on r previous approximations y,—x =~ y(t,—x), k = 0,1,...,r — 1, which are
computed in r previous steps. In other words,

r—1 m
Py(ta+5h) =Y oe($)ynk +h Y Vi)Y i s€l0,1], n>r, )
k=0 j=1
in which, Y, ; = P](, (ty,;). It is worth pointing out that the starting values yi, y2, ..., yr,

which are needed in (5) may be approximated by an appropriate method such as classical
one-step collocation method. Also, ¢ (s) and ¥;(s) are polynomials of degree m +r — 1
and are determined by interpolation conditions at the points #, ; and #, ¢, namely:

Yo j=Pytaj), j=1,...om, Yook =Pn(tui); k=0,....r =1 (6)

By replacing any specified set of collocation parameters cj, ¢z, . . ., ¢, in Eq. (5) and using
(6), the Hermite—Birkhoff interpolation problem is obtained, that is:

oi(—k) =8, @j(cj) =0,

, Lk=0,....r—1, i,j=1,...,m. )
Yi(cj) =6ij, Yi(—k) =0,

Since Eq. (2) is valid for Py(¢) at the collocation points f,, ; and using (6), for n = r —
1,..., N — 1, we have:

r—1 m
i Vai = a1 | D@ ynmk +h Y i)Yy | + 810ni) + Fui + G
k=0 j=1 ®)
r—1 m
Yar1 =Y e(Mynk+h Y Y)Y,
k=0 j=1
where
Iy tn,i
Foi :/o k(tn,i, x)Pn(x)dx,  &p 2/ k(t,i, x) Py (x)dx. )
In
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Now, using an appropriate change of variables and the definition of Py(¢) in (5), we can
write:

1
Fpi = hZ/k(tn it +sh)Py(t + sh)ds

1=0
n—1r—1
+hy > / K(tn,i, 11+ sh) oi(s)ds | yi—
I=r k=0
n—1 m 1
+ Ry /k(zn,,zlﬂh) vj(s)ds | Y1 j,
I=r j=1 \y
(10)
and
r—1 ci
=3 | [ et + s |
k=0
m ¢
+n2y /k(t,,,i,tn +sh) ¥ (s)ds | Y.
J=1\0
(11)
Putting (10) and (11) in (8) leads to
m m Ci
P iV — hay(ty1) Z%’(Q’)Yn,]‘ —h? Z fk(fn,i, th +sh) Yj(s)ds | Yn,j
j=1 j=1
r—1
—al(tnz)z(pk(cl)yn k+gl(tnz)+h2/k(tnutl+Sh)PN(tl+5h)ds
k=0 1=0 §
n—1r—1 1
+hZZ /k(fn,i,tz—l—sh) ok (s)ds | yi—k
I=r k=0 \})
n—1 m 1
+ 2N | [ Ko si wyos | v
I=r j=1 0
r—1 Ci
+hz /k(ln,i,ln—ksh)fpk(s)ds Yn—k-
(12)

Now, we define the following vectors Y O eR and U, Gy, D,(,l) € R™ appropriately,

YO =Gyt oo™, I=ron, (13)
UD = (Y0, Yoo Vi) D=1 m, (14)
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T
Gn = (gl(tn,l)a gl([n,Z)a e gl([n,m)) s (15)
— 1 —
[ kGt 1+ sh) Py (4 + shyds
0
1
" [ k(tn2, t + sh)Py (1 + sh)ds
=10 S I=01.r =1, (16

1
fk(tn,m, t; + sh) Py (t; + sh)ds

also the (m x m)-matrices (T,,ﬂ), A, (Ap), and (m x r)-matrices (Fi,l)), (E,(,l)), C and (Cp)

as follows:

T = diagl | 10, 1f ). (17
r 1
B - /k(tn,i,n + shgr(s)ds || I=r...on=1 (18
LO i=1,...m, k=0,...,r—1
Ci
B = /k(tn,i,tn + shyge(s)ds | | (19)
LO 4 i=1,...m, k=0,....,r—1
L -
B = | [ kst sty ords | [=ri..n=1 QO
Lo di=t,.m, j=1,...m
Ci
B = /k(zn,,-, tw + sV (s)ds |, @21
Lo i=1,.m,j=1,..m
A= [Wj(ci)]iﬂ ,,,,, m,j=1,..m’ (22)
Ay = diag(@i(tn,1), a(tn2), ..., a1 (tnm) A, (23)
C = lgr(e)li=t, .m k=0, .r1- (24)
Cy = diag (a1(tn,1). a1(tn2). . .. a1 (tn.m)) C. (25)

Using the above matrices, Eq. (8) can be rewritten in matrix form as follows:

r—1
(T,f3 — h(An + h§,§">)) U™ =C¥™ + G, +hy DY
1=0
n n—1
+h Y BYYO £ 12y BOUO.
l=r l=r
(26)
Solving (26) gives us the values of Y, js. Note that the values of yo, y1,..., y,—1 can be

obtained by using one-step collocation methods. Also we can approximate the values of
integrals arising in (26), by appropriate quadrature methods, see Cardone and Conte (2013).

To prove the method’s solvability, we have to prove that the matrices (Tf —h(A,+h N,ﬁ”’ ))
are nonsingular, which we see it in the following theorem.
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Theorem 2.3 Consider Eq. (2) and suppose thatk € C(D) and 0 < 8 < 1. Then for any
choice of collocation parameters 0 < ¢1 < ¢y < --- < ¢ < 1 there exists an h > 0 such

that all matrices (Tnﬂ —h(A, + hE,g"))) are nonsingular for each h < h.

Proof Similar to the proof of Theorem 3.1. in Shayanfard et al. (2020). O

3 Convergence analysis
In this section, we analyze the convergence properties of multistep collocation method for
Eq. (2).

Theorem 3.1 Consider Eq. (2) with y(0) = yo. Suppose that the conditions of Theorem 2.1
hold and a(t), g(t) € C™*"(I), k € C"*T" (D). Let

5:[%0) wr_z(lm_l(l)]

I Or-1,1
in which, I,_1 is the identity matrix with dimensionr — 1 and O,_1 1 is the (r — 1 x 1) zero
vector. If the starting errors, arising from approximation of y1, y2, ..., yr satisfy le(t)| =

O W™, t € [to, t-] and the spectral radius of the matrix ® is less than 1, then the global
error of multistep collocation method satisfies ||e||co = O (B™T7).

Proof According to the assumptions of the current theorem and referring to Theorem 2.2,
we conclude that Eq. (2) has a unique solution in C"**"[0, T].
Now, let y(¢) and Py (t) be the exact and approximate solutions of (2), respectively. Thus
the error e(t) = y(t) — Py (t) for t € X, satisfy the following equation:
t

tﬂe'(t) =aj(t)e(t) +/ k(t,x)e(x)dx, te Xy,. 27
0

By Peano’s theorem (Brunner 2004) and similar to lemma 4.1 in Conte and Paternoster
(2009), we can argue:

r—1 m
y(tn +sh) = Z‘Pk(s)}’(fn—k) +h Z 1ﬁj(s)y/(l‘n,j) + hm+rRm,r,n(S)’ s €[0,1],(28)
k=0 j=1

where ¢ (s) and ¥ (s) are the same as in (7) and

1
Ry rn(s) = f (s, )y ") (1 + Vi), (29)
—r+1
r—1
- o ym+r—1 _ 7 ymtr—1
nr(s.9) = e ((s v ];(ﬂk(s)( k— vy} )
h = . C_yymtr—1
_m;w](s)(c] vyt (30)

Thus by using Eq. (5), we have:

r—1 m
ety +sh) =Y @u()en sk +h Y Yj(S)enj+h" Rura(s), s €l0,1],  (31)
k=0 j=l1
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in which, e, = e(ty—¢) and €, j = €/(ty,j) fork =0,1,...,r = 1,j=1,2,...,m.
On the other hand, Eq. (2) is valid for both y(¢) and Py (¢) at the collocation points, so
we can deduce:

tf,iy/(tn,i) = If’ia(tn,i)y(tn,i) + t,/i,'g(tn,i)

n—1 L
+ hZ/ k(tnist1 + sh)y(t + sh)ds
0
=0

ci
+ h/ k(tni, ta +sh)y(t, + sh)ds
0

(32)
and
1 Pl tn) = 1 a0 P (1) + 10 18 ()
n—1 1
+ hZ/ k(tn.i, 11 + sh) Py (] + sh)ds
1=0 70
Ci
+ h[ k(thista +sh)Py(t, +sh)ds, i=1,....,m, n>r.
0
(33)
By subtracting Eqgs. (32) and (33), we have:
1 e (i) = 1] caltni)e(tn)
n—1 .1
+h Z/ k(ti» 11 + shye(ty + sh)ds (34)
0
=0
ci
+h/ k(tyi, tn +sh)e(ty, +sh)ds, i=1,...,m, n=>r.
0
But by the assumptions of the current theorem for starting errors, we have:
e(tp +sh)y =h"y(s), 1=0,1,...,r—1, (35)

in which, ||y;(s)|lcc < M1 and M7 > 0 is constant. Now, by inserting (35) and (31) in (34)

the following equation is derived:

r—1 m
P eni =10 ani) | Y oelcdenri+ Y Wileienj +h™ Ruralci)
k=0 j=1

r—1 .1
4 el Z/ k(tn,i, 11 + sh)yi(s)ds
0
1=0

n—1r—1

1
+h Z Z/(; k(tyi, t1 + sh)ek(s)ej—ids

I=r k=0

n—1 m

1
+ hZZZ/ k(tis 1 + sh)y(s)e jds
0

I=r j=1
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n—1 1
+ Pt Zf k(tn,i, ti +5sh) Ry 1 (s)ds
1=r 70
r—1 ¢
03 [ ity + s ids
0
k=0

m ci

+h2§ / Kty ta + sV (s)en, jds
; 0
j=1

¢
+ pmir / k(tn i tn + Sh) Ry . (5)ds. (36)
0
Now, we define the vectors 65,1) e R™ as:
1
/ k(tyi, tr +sh)yi(s)ds, [=0,...,r—1,
0
—o_] [
a0 = f k(b s, 11+ SH)Rynr 1($)s, [ =7, . n—1, 37
0
Ci
/ k(tn,i, t1 +sh) Ry, r 1(s)ds, | =n.
0
Then we can rewrite (36) as follows:
. 1
(T = n(Ay +hBM)) & = Cubu + 1Y By Ey
I=r
n—1 n (38)
+ h2 Z B,(,l)gl + hm+r+1 ZE’(TZ) + hm+er
I=r 1=0
in which, E; = (e;, ej—1, ..., el_r_H)T and & = (61,1, €12, .., el,m)T forl=r,...,nand
Rm,r,n (Cl)
Kn = diag [al (tn,l); RN | (tn,m)] : (39)
Rm,r,n(cm)

Now, by choosing s = 1 and n = — 1 in Eq. (31), we obtain the following system of linear

equations:

Ej=®E_1 +hV&_ + " Opyior, 1>,

where & — Yi(D) Y2(1) .. P (1) and Oy = R ,r,j (1) .
Or_1m Or—1,1

By solving (40), we conclude:

-1

E =3 E_ + Y (T + " Q). 12

j=r=1
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Now, by replacing (41) in (38), we have:
n—1
(T,F — WA+ hB,(l"))) &0 =" 3 TG
i=r—1
n—1 n
4 gt Z (Z B(i)5i11> Omri
n L)
I=r—1 \i=l+1
r—2 n
+ hm+r+1 Z ( Z Br(zl)(blll> Qm,r,l
=1 \i=l+r—1
n
+ (qu)n—r-H +h ZBr(ll)(Dl_H—l> Er_
l=r
n—1 n—1
Fn—ji—13; 2 >10)
+ Y o ihug + 7Yy B
j=r—1 I=r
n -1
= ~ iy
+hYy By @I,
I=r j=1
n
+ hm+r+l Z@(Z) + hm+rKn
" .
=0
(42)

By using theorem 2.3 and referring to Brunner (2017), for0 < 8 < 1 and h < h, there exists

a constant M», such that:
ITE = h(Ay +hB™)IT! < My,

hence

n
1€l < MallCallt I Enlly + mM2 > IBO 111 Ed I

I=r

n—1
+ 12My Y B hIIE L
l=r

n
+ BT Y o N+ Mok k-
=0

Now, by using (35) it is concluded that:
IEilly < rMp™,
also

” ém,r,l”l = |Rm,r,l(1)| = Dm,rMm,rs

(43)

(44)

(45)

(46)
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in which,
1

Dy, = max / km,r (s, )| dV, My = 17" |l 47)
s€[0,1]
—r+1

On the other hand, since p(EIVD) < 1 then there is a constant D independent of k € N, such
that:

k
DU = Di. llkall < 01 Dy M (48)
1=0
and
loPly < @Dy rkmr, L=r,....0, (49)

where, o1 and a; are constants. From (42), we will have:

n—1

IEal < K™ )+ il (50)
j=1
in which, A is a constant. Now, Gronwall’s inequality leads to:

n—1
1€l < R H (p)eimt M (51)

Furthermore from Eq. (41), we deduce:

IEnlly < k™ [Ty Dy 2201 4, (52)
in which,
~ n—1
A =rDiM; + V|1 D1 -7+ DajeXi=t M 4 D r M r, (33)
and finally from Eq. (31)
r—1 m
le(ty +sh)| < |Exlh Z lor ()| + A& Z WJ(S)I + hm+rDm,rMm,r~ (54)
k=0 j=1
This inequality with (51) and (52) completes the proof. O

4 Numerical experiments

In this section, we have carried out the multistep collocation method for some examples. We
present two examples to numerically verify our results. The numerical order of convergence
is defined by:

_ lle llso
p = log, (neez%uoj :

and the errors are compared via [ley [|oo = Sup;<;<n len (i)l
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Table1 |ley oo and p for Example 1 withm = 1 and r =2

1 1

N llen lloo for ¢ = % P llenlloo forec = 3 P llenlloo ¢ = 7 P

8 1.9065 x 10™2 1.0182 x 1072 9.1806 x 10~4

16 6.6129 x 1073 1.5276  3.5993 x 1073 1.5002  3.2516 x 1074 1.4974
32 23076 x 1073 15189  1.2725x 1073 1.5000  1.1498 x 10~4 1.4998
64 8.0849 x 10~4 1.5131  4.4990 x 10~4 1.5000  4.0652 x 1073 1.4999
128 2.8403 x 1074 1.5092  1.5907 x 10~4 1.5000  1.4373 x 1075 1.5000

Table2 |ley |00 and p for Example 2 withm =2 and r =2

N llenlloo p lenlloo P llenlloo p
clz%,czzl c1:376“/§,c2=% clzg,czz%

8 1.2761 x 1074 2.5175 x 1073 4.2886 x 1074

16 2.6017 x 1075 2.2942  5.1395 x 107° 22923  8.4654 x 1072 2.3408

32 52500 x 1076 23091  1.0231 x 10~°© 23287  1.6727x 1075 23394

64 1.0533 x 107¢ 23175 2.0310 x 10~ 23327 33099 x 107 23373

128 21047 x 1077 23232 4.0304 x 1078 23332 6.5561 x 1077 2.3358

Example 1 We consider the equation

'
YO =g+ [ e 1l y0) =0, (55)

0
where, g1(t) = %t — %t%. The exact solution of this equation is y(t) = V13. Here, we

have applied the 2-step collocation method with m = 1 for different values of collocation
parameter c. The results are shown in Table 1. Furthermore the absolute error on [0, 1], for
choosing an arbitrary ¢ = % and N = 16 is shown in Fig. 1. Note that when m = 1, the

polynomials ¢;, i =0, 1 and v are as follows:

1 1 1
¢0(S)=m(—52+zcs+1+26), p1) =7 2C(s2—2cs>, 1) = 5 2C(s2+s>.

Example2 We applied 2-step collocation method with m = 2 for the Volterra integro-
differential equation

t%y/(t) =g1(t)+ /Otx(t —x)y(x)dx, tel, y0) =0, (56)
where g1(t) = % % — 2—38t? and the exact solution is y(¢) = z . We have used Radau
II 2-points ¢; = 3, c2» = 1, Gauss points, ¢] = 3_€/§ ,C) = %J“f and arbitrary points
c] = %, = % to approximate the solution of this equation. For each case the polynomials
¢i,i = 0,1 and ¥, j = 1.2 are different, for instance when we consider ¢; = 3%5,
=73 f these polynomials are as follows:

wo(s) = ( —3s2—s—|—6), <p1(s)=—é(2s3—352+s),

@ Springer f DMAC
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Fig. 1 Absolute error for Example 1 with N=16 and c = 1
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Fig.2 Absolute error for Example 2 with Gauss points And N=38
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Ui(s) = —% ((4ﬁ+ 2)s% — 352 — (43 + 5)s) ,
I
¥a(s) = 35 ((4J§ )53 4352 — (43 — 5)5) .

The results are presented in Table 2. The absolute error for N = 8, which we used Gauss
points as collocation parameters is plotted in Fig. 2.

Conclusions

In this paper we applied a multistep collocation method to a linear Volterra integro-differential
equation of the third kind with an initial value. Our observations show that under suitable
conditions, this method has uniform order m +r — 1, and increasing the number of collocation
parameters and steps gives us better approximations of the solution. Also numerical exper-
iments state that choosing specific values for collocation parameters leads to better results,
But the values obtained for the order of convergence in the present examples are slightly less
than the theoretical results, which can be caused by the approximation error of the integrals
in the system, which we intend to investigate in future works.
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